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Enhancing Empathetic Response Generation by Augmenting LL.Ms with

Abstract

Empathetic response generation is increasingly
significant in Al, necessitating nuanced emo-
tional and cognitive understanding coupled
with articulate response expression. Current
large language models (LLMs) excel in re-
sponse expression; however, they lack the abil-
ity to deeply understand emotional and cogni-
tive nuances, particularly in pinpointing fine-
grained emotions and their triggers. Con-
versely, small-scale empathetic models (SEMs)
offer strength in fine-grained emotion detection
and detailed emotion cause identification. To
harness the complementary strengths of both
LLMs and SEMs, we introduce a Hybrid Empa-
thetic Framework (HEF). HEF regards SEMs
as flexible plugins to improve LLM’s nuanced
emotional and cognitive understanding. Re-
garding emotional understanding, HEF imple-
ments a two-stage emotion prediction strategy,
encouraging LLMs to prioritize primary emo-
tions emphasized by SEMs, followed by other
categories, substantially alleviates the difficul-
ties for LLMs in fine-grained emotion detec-
tion. Regarding cognitive understanding, HEF
employs an emotion cause perception strategy,
prompting LLMs to focus on crucial emotion-
eliciting words identified by SEMs, thus boost-
ing LLMs’ capabilities in identifying emotion
causes. This collaborative approach enables
LLMs to discern emotions more precisely and
formulate empathetic responses. We validate
HEF on the Empathetic-Dialogue dataset, and
the findings indicate that our framework en-
hances the refined understanding of LLMs and
their ability to convey empathetic responses.

1 Introduction

As an important hot topic in dialogue tasks, em-
pathetic response generation aims to finely under-
stand the dialogue context from both emotional and
cognitive perspectives, and express appropriate re-
sponses (Rashkin et al., 2019; Sabour et al., 2022;
Yang et al., 2023b; Zhao et al., 2022; Zhou et al.,
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Figure 1: An example illustration of complemen-
tary strengths between small-scale empathetic models
(SEMs) and large language models (LLMs) for empa-
thetic response generation.

2023). Existing methods for empathetic response
generation can be divided into small-scale empa-
thetic models (SEMs) and large language models
(LLMs).

Small-scale Empathetic Models. SEMs under-
stand the dialogue context from an emotional or
emotional-cognitive perspective and generate fit-
ting responses (Cai et al., 2023; Li et al., 2020,
2022; Lin et al., 2019; Majumder et al., 2020;
Sabour et al., 2022). SEMs have the capability
of fine-grained understanding of dialogues, such as
detecting fine-grained emotion categories across 32
classifications and identifying the emotion causes
behind them (Gao et al., 2021; Kim et al., 2021),
but lack expressive capacities (Bi et al., 2023).

Large Language Models. LLMs have
demonstrated superior performance on multiple
tasks (Chen et al., 2023; Qin et al., 2023; Sun et al.,
2023; Wang et al., 2023). Despite this, LLMs have
constraints on weight accessibility and comput-
ing resources. To avoid such limitations, recent
methods adopt non-finetuning approaches to val-
idate emotional, cognitive, and expressive capa-
bilities of LLMs on empathetic response genera-



tion. These studies demonstrate that LLMs possess
strong response expressions, yet lack fine-grained
emotional and cognitive understanding capabili-
ties essential for empathy (Sorin et al., 2023; Zhao
et al., 2023). In terms of emotional capabilities,
LLMs excel at coarse-grained emotion category de-
tection, but underperform at fine-grained emotion
prediction. For example, LLMs achieve over 80%
accuracy on coarse-grained categories like 6 basic
emotions (Schaaff et al., 2023), but less than 40%
accuracy on fine-grained categories with 32 emo-
tions (Qian et al., 2023). In terms of cognitive capa-
bilities, LL.Ms lack identifying abilities for detailed
emotion causes, i.e., emotion cause words (Yang
et al., 2023a). This inability leads to models failing
to generate precise responses tailored to specific
reasons. (Kim et al., 2021).

Overall, as shown in Figure 1, LLMs have
stronger expressive capabilities but weaker fine-
grained emotional and cognitive comprehension,
while SEMs present complementary capabilities.
Therefore, how to combine the complementary ca-
pabilities of SEMs and LLMs to enhance empathy
becomes an important problem.

To this end, we propose a Hybrid Empathetic
Framework (HEF) for blending large language
models and small-scale empathetic models to lever-
age their respective strengths. HEF utilizes SEMs
as flexible plugins in a non-finetuning way to en-
hance LLMs’ emotional and cognitive capabilities.
Specifically, we enhance LLMs by constructing
instructions from two aspects: Two-stage Emo-
tion Prediction. We extract important emotion
categories deemed most probable by SEMs, and
guide LLMs to first infer emotions from these cat-
egories before considering other categories. This
sufficiently alleviates the difficulty for LLMs to
predict fine-grained emotion categories, thereby en-
hancing the model’s emotional capabilities. Emo-
tion Cause Perception. We extract words empha-
sized by SEMs in the dialogue context as emotion
causes and guide LLMs to attend to them at var-
ied degrees. This compensates for the cognitive
deficiencies of LLMs in emotion cause identifying,
while attaining perceptual capabilities towards de-
tailed emotion causes. Through the two strategies
above, LLMs accurately understand fine-grained
emotions and their subtle causes. Based on the
more accurate understanding, LL.Ms generate more
tailored empathetic responses.

We conduct experiments on the Empathetic-

Dialogue dataset (Rashkin et al., 2019). The re-
sults show that HEF effectively improves LLMs’
fine-grained emotional and cognitive understand-
ing, while expressing proper empathetic responses.
Overall, our contributions are as follows:

* We introduce a novel perspective of combin-
ing small-scale models with large language
models for empathetic response generation.

* We propose a new non-fine-tuning framework
that effectively mitigates large language mod-
els’ struggles in fine-grained emotional and
cognitive understanding through a pluggable
approach.

* Experiments on the Empathetic-Dialogue
dataset demonstrate the efficacy of the frame-
work.

2 Related Work

Empathetic response generation aims to cognitively
and emotionally understand the dialogue context
and express appropriate responses (Rashkin et al.,
2019). Existing studies can be categorized into
small-scale empathetic models (SEMs) and large
language models (LLMs).

Small-scale empathetic models. Small-scale
empathetic models refer to models with rela-
tively small parameters that are trained on spe-
cific datasets. SEMs can be divided into two
lines. The first is to understand emotions implied in
the dialogues, including coarse-grained utterance-
level emotions (Lin et al., 2019; Majumder et al.,
2020; Rashkin et al., 2019) and fine-grained word-
level emotions (Gao et al., 2021; Kim et al., 2021;
Li et al., 2020, 2022; Yang et al., 2023b). The
second line enhances empathetic understanding
through commonsense knowledge (Sabour et al.,
2022), self-other awareness (Zhao et al., 2022),
emotion-cognition alignment (Zhou et al., 2023),
dynamic commonsense fusion (Cai et al., 2023),
and the multi-grained control diffusion frame-
work (Bi et al., 2023), given that empathy involves
both emotional and cognitive aspects (Davis, 1983).
Although these methods enhance empathy in vari-
ous ways, their capabilities in response expression
remain insufficient (Bi et al., 2023).

Large language models. Large language mod-
els have demonstrated exceptional performance on
various tasks (Chen et al., 2023; Qin et al., 2023;
Sun et al., 2023; Wang et al., 2023). Due to the



constraints on weight accessibility and computing
resources of LLMs, non-fine-tuning approaches are
adopted for empathetic response generation. Ex-
isting studies evaluate LLMs’ performance from
various aspects. Sorin et al. (2023) and Zhao et al.
(2023) demonstrate that LL.Ms possess strong capa-
bilities in response expression. Yang et al. (2023a)
argue that LLMs lack the cognitive understanding
imperative for empathy, namely the reasoning of
emotion cause words. Schaaff et al. (2023) and
Qian et al. (2023) show LLMs lack fine-grained
emotional understanding abilities.

Overall, SEMs have stronger fine-grained cog-
nitive and emotional understanding but weaker
response expression. LLMs possess stronger re-
sponse expression, but poorer fine-grained cogni-
tive and emotional understanding. That is, SEMs
and LLMs present complementary capabilities. To
take full advantage of the strengths of SEMs and
LLMs in empathetic response generation, we pro-
pose a hybrid framework (HEF) fusing both types
of models. HEF incorporates SEMs as plugins to
enhance LLMs’ fine-grained understanding from
perspectives of cognition and emotion.

3 Method

3.1 Task Formulation

The task of empathetic response generation is:
Given the context D = [Uq, ..., U;, ..., Ups] of a
multi-turn dialogue, the model needs to predict the
emotion E of the dialogue and generate a response
Y =[y1, y2, ...y, yn] based on the predicted emo-
tion. U; = [w{, wé, ey w%@i] represents the i-th ut-
terance in the dialogue with m; words. F is a
fine-grained emotion category, one of 32 emotions
in our task. Y is the response with /N words.

3.2 Overview

As shown in Figure 2 and Algorithm 1, our pro-
posed Hybrid Empathetic Framework (HEF) con-
tains three main steps: (1) Training Small-scale
Empathetic Model (Section 3.3). We first train a
small-scale empathetic model ESCM;! on the spe-
cific empathetic dataset, namely the EmpatheticDi-
alogues dataset (Rashkin et al., 2019). (2) Acquir-
ing Fine-Grained Emotion Information (Section
3.4). We then utilize the trained ESCMy, to acquire
fine-grained emotion information, including emo-
tion cause words and important emotion categories

"https://github.com/wangyufeng-empty/
TwoTree

emphasized by ESCMy,.

(3) Emotion Prediction and Response Genera-
tion (Section 3.4). Based on the acquired fine-
grained emotion information, we leverage instruc-
tions to guide LLMs in predicting emotions and
generating responses through emotion cause per-
ception and a two-stage emotion prediction strat-

egy.
3.3 Training Small-scale Model

The first step is to train a small-scale empathetic
model ESCMy; on the Empathetic-Dialogue (ED)
dataset. Since ESCMy; has fewer parameters, it
requires less computational resources and training
time during the training process. After training,
compared to non-fine-tuned large language models
such as ChatGPT, ESCMy; achieves higher accu-
racy in fine-grained emotion recognition on the ED
dataset. It is worth noting that, to demonstrate the
efficacy of HEF, the emotion recognition capability
of the chosen ESCMy, is not the optimal among
small-scale empathetic models.

3.4 Acquiring Fine-Grained Emotion
Information

The second step is to acquire fine-grained emotion
information, including emotion cause words and
important emotion categories.

Acquiring Emotion Cause Words. In classi-
fication models with attention mechanisms, the
model tends to assign higher weights to words that
contribute more to predicting the target class (Yang
et al.,, 2016). Similarly, when predicting emo-
tions, the ESCMy; tends to assign higher attention
weights to words that contribute more to the emo-
tions. As with the previous method (Kim et al.,
2021), we treat these words as subtle causes of
emotion prediction and refer to them as emotion
cause words. For each dialogue context in the test
set D, we extract the top k1 emotion cause words
emphasized by ESCMy and add them to the set
S. Then we compute the average emotion inten-
sity (Li et al., 2022; Zhong et al., 2019) and average
inverse document frequency (IDF) over words in
set S. In each dialogue context, words with both
emotion intensity and IDF value greater than the
average are defined as high-weight words, while
the remaining context words existing in S are de-
fined as low-weight words. By instructing the LLM
to focus on and distinguish between high-weight
words and low-weight words in the dialogue con-
text, the model can more sensitively perceive subtle
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Figure 2: Overview of Hybrid Empathetic Framework (HEF).

differences in emotional causes. Meanwhile, we
also instruct the LLM to jointly pay attention to
correlations between high-weight words and low-
weight words to understand emotion causes more
comprehensively.

Acquiring Important Emotion Categories.
Since the small-scale empathetic model ESCMy;
has been trained on empathetic datasets, it thus has
obvious advantages in understanding fine-grained
emotional categories. Table 1 shows the emo-
tion accuracy of the ESCMy; on the Empathetic-
Dialogue (ED) dataset. We are surprised to find
that ESCMy; achieves an 87% accuracy in identi-
fying the top 10 emotions. Meanwhile, LLMs are
weaker in recognizing fine-grained emotions but
have higher accuracy in identifying coarse-grained
emotions. For instance, ChatGPT’s accuracy in
classifying 32 emotion categories is less than 40%,
while its accuracy in classifying 6 emotion cat-
egories exceeds 80%. Consequently, we convert
fine-grained emotion categories into coarse-grained
ones, enabling large language models to prioritize
the more probable coarse-grained emotional cate-
gories and subsequently infer emotions from the
other categories. This strategy mitigates the is-

sue large language models face in discerning fine-
grained emotional categories.

Specifically, for each dialogue context, we first
use ESCMy; to predict its emotion category. We
then rank these emotion categories in descending
order by probability. Next, we take the top k2 emo-
tions with the highest probabilities as the important
emotion categories Eg, .

3.5 Emotion prediction and response
generation

The third step is to utilize LLMs to predict emo-
tions and generate responses.

Based on the two types of fine-grained emo-
tion information above, we construct an instruction.
The constructed instruction has two aspects:

Emotion Cause Perception. We require LLMs
to focus on the correlations between high-weight
and low-weight words to gain a profound under-
standing of the subtle causes behind the dialogue.
Since the high-weight and low-weight words are
divided into two different sets in the instruction,
LLMs can also differentiate between them. Specif-
ically, the constructed emotion cause words in-
evitably contain noise. For LLMs with weaker



Algorithm 1 Hybrid Empathetic Framework

Require: Test set Dy={x1, ...

empty set S? Shigh; SZOUM Szred

2Ly 1}, LLM M, small-scale empathetic model ESCMy;,

Ensure: Predicted emotion category E and generated response R

1: for test sample x; do

2:  Select top k1 words with highest emotion attention weights in ESCMy, into set S

3:  Compute average emotion intensity I
4: for test sample x; do

5. for dialogue word w; in sample x; do
6: IfQUj es

7 If I, > 15,
8 Else Add w; into set Sjyy,
9: end for

10:  Select top ko emotions with highest probabilities E;Te 4 in ESCMy; into set S*

11: end for
12: for test sample x; do
13:  Construct instruction to:

avg

and average IDF I DF,,,, over words in S

and IDF,,; > I DFg,5 Add wj into set Shigh

pred

14: Incorporate wp;gpn, and wye,, to focus on emotional causal words

15: Prioritize emotion categories in £/, first before considering other emotions.

16:  Predict emotion category E and generate response R based on instruction

17: end for
Models Acc; Accs Accig  Acey et al., 2022) captures the implicit knowledge im-
ESCMy 42.02 66.39 87 96.57 plied in dialogues through ConceptNet (Speer

Table 1: Emotion accuracy of the model, where Accy,
represents the accuracy of the top & predictions respec-
tively.

understanding abilities except ChatGPT, we do not
consider this strategy.

Two-stage Emotion Prediction. We require
LLMs to prioritize emotions in the important emo-
tion categories focused on by ESCM;; when pre-
dicting emotions, and then consider other emotions.

By inputting the constructed instruction into
LLMs, the model predicts the possible emotions £
of the dialogue.

Response Generation. LLMs generate appro-
priate responses after carefully considering the dia-
logue context and the predicted emotions F. It is
noteworthy that the emotion cause perception, two-
stage emotion prediction, and response generation
are different logical parts of the same prediction
process.

3.6 Baselines

To validate the effectiveness of HEF, we select the

following state-of-the-art (SOTA) small-scale em-

pathetic models and large language models:
Small-Scale Empathetic Models. KEMP (Li

et al., 2017) to enhance emotion understanding.
CEM (Sabour et al., 2022) introduces COMET rea-
soning knowledge (Hwang et al., 2021), providing
a more comprehensive understanding of empathy
from both emotional and cognitive perspectives.
CASE (Zhou et al., 2023) aligns emotions and cog-
nition from both coarse-grained and fine-grained
aspects to enhance empathy. ESCM (Yang et al.,
2023b) utilizes dynamic emotion-semantic correla-
tion to improve the model’s emotional understand-
ing. ESCMy, is an improved version of ESCM,
focusing on the dynamic emotion-semantic corre-
lation from both coarse-grained and fine-grained
perspectives.

Large Language Models. Llama2;, and
Llama2,3, (Touvron et al., 2023) are large lan-
guage models developed by Meta Al, with 7
billion and 13 billion parameters respectively.
ChatGLM3g;, (Du et al., 2022; Zeng et al., 2022)
is a Chinese-English hybrid open-source large
language model jointly released by Zhipu Al
and the KEG laboratory at Tsinghua University.
Mistral7, (Jiang et al., 2023) is an open-source
large language model with 7.3 billion parameters
created by Mistral Al. ChatGPT is a large lan-
guage model developed by Open Al, with excellent
cognitive understanding and response expression



capabilities.

3.7 Implementation Details

We conduct experiments on the Empathetic-
Dialogue dataset (Rashkin et al., 2019), which is
a dialogue dataset with 32 fine-grained emotion
categories. For the small-scale empathetic model
ESCMy,, we retain all parameters of the original
model. Meanwhile, we set the number of emo-
tion cause words k; to 1. The number of most
important emotion categories ks is set to differ-
ent optimal values for different LLMs due to their
diverse characteristics. As for LLMs, we choose
Llama27p, Llama23,, ChatGLM3g;, Mistraly;, and
ChatGPT as the large language models for HEF.
We experiment with the ChatGPT model through
the API interface, while other models primarily ex-
periment using the LLaMA-Factory framework”
on the NVIDIA RTX 3090 GPU. Furthermore, to
validate the model’s performance, we use GPT4.0
for human-like evaluation.

3.8 Evaluation Metrics

To validate the effectiveness of the Hybrid Empathy
Framework (HEF), we employ the following two
evaluation methods:

Automatic Evaluation. Following previous
methods (Li et al., 2022; Sabour et al., 2022),
we employ perplexity, accuracy, Distinct-1, and
Distinct-2 (Li et al., 2015). Perplexity reflects the
fluency of the responses, with lower scores indi-
cating better performance. However, perplexity
does not apply to large language models due to
the differences in their vocabularies (Qian et al.,
2023). Accuracy measures the model’s emotion
perception capability. The stronger the emotion
perception ability, the higher the score. Distinct-1
and Distinct-2 evaluate the diversity of responses
at the unigram and bigram levels, respectively. For
small-scale models, the higher the diversity score,
the richer the information reflected. Whereas for
large language models, we find that to a certain
extent, the lower the diversity, the higher the qual-
ity of the responses. It is worth noting that, as
BLEU (Papineni et al., 2002) does not apply to
the empathetic response generation task (Liu et al.,
2016; Sabour et al., 2022), we do not consider this
metric.

Human-like Evaluation Metrics. Since the
evaluation based on GPT4 is highly consistent with

https://github.com/hiyouga/
LLaMA-Factory

human evaluation (Qian et al., 2023), we employ
GPT4 to replace the time-consuming manual evalu-
ation. Following previous methods (Li et al., 2022;
Yang et al., 2023b), we use an A/B test to com-
pare the baselines and HEF-Based models. We first
randomly select 100 dialogue samples and pair-
wise compare the effects of the baseline and HEF-
based models. For the same dialogue, if the HEF-
based model performs better, we increment the
score for Win. If the HEF-based model performs
worse, we increment the score for Lose. To com-
prehensively evaluate the model’s performance, we
assess it from the perspectives of Empathy (Emp.),
Relevance (Rel.), and Fluency (Flu.). Empathy
measures whether the emotional response is appro-
priate. Relevance measures whether the response
is relevant to the content and topic of the dialogue
context. Fluency measures whether the response is
natural, fluent, and aligns with human expression
habits.

4 Results and Analysis
4.1 Main Results

Automatic Evaluation Results. The results of
the automatic evaluation metrics are shown in Ta-
ble 2. The results indicate that SEMs and LLMs
have complementary strengths in understanding
and expression. That is, SEMs demonstrate bet-
ter fine-grained emotion comprehension abilities,
while LLMs exhibit better expression capabilities.
Additionally, the HEF-based model outperforms
both SEMs and LLMs in terms of comprehension
and expression capabilities.

In terms of emotion accuracy, the HEF-based
model outperforms SEMs and LL.Ms. This is pri-
marily because HEF-based models have higher ac-
curacy in predicting coarse-grained emotion cate-
gories (e.g. 6 classes), while the two-stage emo-
tion strategy converts the 32 emotion classification
into a coarse-grained emotion classification task,
such as 3 categories. This enhances the emotion
classification accuracy of the HEF-based model.
Additionally, we find Llama27; and Llama2,3;, per-
form significantly worse than ChatGLM3g;, and
Mistrazp. This is because Llama27; and Llama2, 3,
have relatively poor instruction-following abilities
without fine-tuning, resulting in predicted emotions
not belonging to the 32 emotion categories.

In terms of diversity, the HEF-based model out-
performs SEMs, demonstrating the HEF-based
model’s superior expression capabilities. However,
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Model Type Models Accuracy 1 Perplexity | Distinct-11 Distinct-2 1

KEMP 39.31 36.89 0.55 2.29

Small-Scale CEM 39.11 36.11 0.66 2.99
Empathetic Models CASE 40.2 35.37 0.74 4.01
(SEMEs) ESCM 41.19 34.82 1.19 4.11
ESCMy, 42.02 35.07 1.39 4.42

Llama27;, 3.06 - 26.18 66.93
Large Llama23; 4.52 - 5.46 29.17
Language Models  ChatGLM3g, 24.31 - 37.75 75.03
(LLMs) Mistralz; 26.77 - 3.76 23.85
ChatGPT 37.9 - 3.58 21.38
Llama2Z}° 5.57 - 24.02 66.37
Llama2$? 7.09 - 6.24 31.86
HEF-based Models  cpagLmisyy 2721 . 42.23 80.08
Mistral?} 31.36 - 3.41 22.69

ChatGPT¢20-%1 45.63 - 3.36 20.9

Table 2: Results of automatic evaluation, where models with the superscript w; employ the emotion cause perception
strategy, and those with the trademark c¢; employ the two-stage emotion prediction strategy. ¢ and j are the number
of emotion cause words and the number of important emotion categories, respectively.

Comparisons Aspects Win Lose
Emp. 86 1
ChatGPT¢20-"1 Rel 44 0
vs. ChatGPT el
Flu. 32 0
. Emp. 48 40
Mistral =}

Rel. 51 23
Flu. 34 21
Emp. 63 22
Rel. 54 16
Flu. 52 7

vs. Mistraly,

ChatGLM3g?;)
vs. ChatGLM3

Table 3: Results of human-like evaluation.

the HEF-based model underperforms LLMs re-
garding diversity. Simultaneously, ChatGPT, with
stronger expression capabilities, also shows lower
diversity compared to other HEF-based models. At
the same time, previous studies (Ayers et al., 2023;
Sorin et al., 2023) have also shown that the qual-
ity of lengthy and complex responses is likely to
be inferior to succinct ones. Based on the above
experimental results, we speculate that the LLMs’
understanding of the information is more accurate,
the expressed responses are more precise and con-
cise. Thus, the relatively lower diversity to some
extent indicates stronger understanding and expres-
sion abilities of the LLMs.

Human-like Evaluation Results. Table 3 shows
the performance of the three strongest models
on human-like metrics. The HEF-based models

Models Acc Dist-1 Dist-2
ChatGPT 37.9 358 21.38
ChatGPT0"1 45,63 3.36 20.9
ChatGPT¢20 4544 359 21.29
ChatGPT*1 38.66 357 2141

Table 4: Results of automatic evaluation for ablation
study.

demonstrate better empathy than the baselines, pri-
marily due to the two-stage emotion prediction
strategy, which facilitates accurate emotion under-
standing. The advantage in relevance stems mainly
from the emotion cause perception strategy that
captures important emotion cause words. The mod-
els express more pertinent responses through these
important words. The fluency advantage is due to
both strategies promoting more natural response
formulation in terms of emotion and wording.

4.2 Ablation Studies

To further validate the effectiveness of HEF, we
construct the following ablation models: (1)
ChatGPT* is the model that only employs two-
stage emotion prediction. (2) ChatGPT"" is the
model that only employs emotion cause preception.
Note that other LLMs lack strong understanding
capabilities and cannot comprehend emotion cause
words with noise. Therefore, we only have Chat-
GPT, with its excellent understanding capabilities,



Comparisons Aspects Win Lose
ChatGPTC20-%1 imf. ﬁg ;
vs. ChatGPT%! el.

Flu. 39 0
ChatGPT¢20,w1 Emp. 77 7
vs. ChatGPTe0  Rel. 74 0
Flu. 65 0

Table 5: Results of human-like evaluation for ablation
study.

Metrics kl@l k1@5 k1@10 k1@15
Accuracy 38.66 3832 38.17 37.84
Distinct-1 3.57 3.54 3.61 3.63
Distinct-2  21.41 2193 2211 22.11

Table 6: Performance of ChatGPT"*: with varying
numbers of emotion cause words.

focus on emotion cause words with noise. For this
reason, we conduct ablation experiments solely on
ChatGPT.

Tables 4 and 5 show the results of ablation
models on automatic and human-like metrics, re-
spectively. The automatic evaluation results in-
dicate that the emotion cause perception strategy
improves response expression, while the two-stage
emotion prediction enhances emotion understand-
ing. The human-like evaluation results suggest that
both strategies contribute to empathy, relevance,
and fluency. Emotion cause perception mainly
contributes to relevance and fluency, whereas two-
stage emotion prediction contributes more to em-
pathetic responses.

4.3 Hyperparameter Experiments

To validate the impact of different hyperparameters
on the model, we conduct the following parameter
experiments.

Number of Emotion Cause Words. We con-
duct experiments on the model ChatGPT**1 based
on the emotion cause perception strategy, where
k7 is the number of emotion cause words. The re-
sults in Table 6 show that as k1 increases, emotion
accuracy continuously decreases while response
diversity keeps increasing. This is mainly because
as the number of emotion cause words increases,
so does the noise. The increased noise affects ac-
curate emotion identification and precise response
expression.

Number of Important Emotion Categories.
We validate the impact of varying numbers of im-

—— Llama2,,
—— Llama2, 5,
—— Mistral,,
454 —— ChatGLM3y,
ChatGPT

404
354
30 \
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Number of important emotion categories (K,)

Figure 3: Emotion accuracy across different models.

portant emotion categories ko on emotion accuracy.
The experimental results are shown in Figure 3.
The results indicate differences in the optimal num-
ber of emotion categories for different language
models, primarily attributed to discrepancies in lan-
guage understanding capabilities.

4.4 Case Study

To verify the effectiveness of HEF, we conduct case
studies. The details are shown in Appendix A.

5 Conclusion and Future Work

In this paper, we have proposed a Hybrid Empa-
thetic Framework (HEF) for empathetic response
generation. HEF treats small empathetic models
(SEMs) as plugins to compensate for the deficiency
of large language models (LLMs) in fine-grained
emotional and cognitive understanding, utilizing
two strategies: two-stage emotion prediction and
emotion cause perception. The two-stage emotion
prediction strategy alleviates the difficulty of LLMs
in detecting fine-grained emotion categories by pri-
oritizing the important emotion categories empha-
sized by SEMs. The emotion cause perception strat-
egy addresses the issue of LLMs’ inadequate iden-
tification of detailed emotion causes by attending
to key emotion words emphasized by SEMs, lever-
aging the key emotion words that SEMs attend to.
Our experiments demonstrate that HEF enhances
LLMs’ fine-grained cognitive and emotional under-
standing and generates more empathetic responses.

In the future, we will further explore the effec-
tiveness of HEF on more tasks, as this framework
has low dependence on models and tasks. Mean-
while, we will explore more evaluation metrics for
LLMs on empathetic response generation.



6 Limitations

Our work has the following limitations: (1) We
have only validated the effectiveness of HEF on the
empathetic response generation task. This method
is also applicable to other tasks, especially multi-
classification tasks. In the future, we will validate
the effectiveness of this method on more tasks. (2)
Since LLMs possess stronger cognitive understand-
ing and expression capabilities, the evaluation met-
rics used for SEMs are no longer applicable. The
metrics we employed cannot comprehensively eval-
uate the various capabilities of LLMs. Therefore,
we will explore more suitable evaluation metrics in
the future.

7 Ethical Considerations

We use the publicly available Empathetic-Dialogue
dataset, which does not contain any information
that involves ethical risks. We adhere to the relevant
guidelines when utilizing ChatGPT and GPT4.0.
Additionally, other models mentioned in the paper
are open-source, and we have used these models in
compliance with their respective guidelines.
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A Appendix

As shown in Table 7, we present the responses
generated by the HEF-based model.

In the first case, ChatGPT generates a fluent re-
sponse, but the sentence lacks expressions with
delicate and highly relevant words. ChatGPT¢20-*1
accurately understands the emotion of “prepare”
expressed by the speaker, and clearly expresses
the emotion “wonderful”. At the same time,
ChatGPT*“20:"1 also expresses more words with
strong relevance according to the dialogue content,
such as “emergency”, “financial cushion”.

In the second case, ChatGPT understands
the negative emotion ‘“sad” expressed by the
speaker. Due to the lack of in-depth understand-
ing, ChatGPT only gave a superficial response.
ChatGPT*“20:"1 understands the negative emotion
in the dialogue, and realizes that the speaker needs
more comfort based on the emotion cause words
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“passed away”. Therefore, ChatGPT0"1 ex-
presses a more empathetic response of "I am here
for you".
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Emotion Proud

Speaker So I had an emergency come up for my family and I had enough money to cover it. I
feel great for preparing!

Listener That is always a good feeling. such a relief.

Speaker Definitely! And they are paying me back, so it is not like I am losing money either.

Gold It was nice of you to step up and help out.

ChatGPT I’m so glad to hear that everything worked out for you. It’s wonderful that you were

,,,,,,,,,,, able to help your [amily In their time of need.
ChatGPT*1 | That’s wonderful to hear that you were prepared for the emergency and that you’ll be
getting reimbursed. It’s definitely a relief to have that financial cushion.

Emotion Sentimental

Speaker I always feel sad when I think about my dad, he passed away few years back.
Gold Oh god .. So sorry to hear that. May I ask how did it happen?
ChatGPT I’m so sorry to hear about your dad. Losing a loved one is incredibly tough and it’s

normal to still feel sad years later.

ChatGPT%"1| I'm so sorry to hear about your dad. It’s completely normal to feel sad when you think
about him. If you ever need to talk, ['m here for you.

Table 7: Case Study of HEF-based models and Benchmarks, in which color-coded words have related semantics or
emotions.
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