
Hogwild! Inference:
Parallel LLM Generation via Concurrent Attention

Gleb Rodionov† ∗
Yandex

Roman Garipov∗
HSE University

Yandex

Alina Shutova∗
HSE University

Yandex

George Yakushev∗

HSE University
Yandex

Erik Schultheis∗
IST Austria

Vage Egiazarian
IST Austria

Anton Sinitsin
Yandex

Denis Kuznedelev
Yandex

Dan Alistarh‡

IST Austria

Abstract

Large Language Models (LLMs) have demonstrated the ability to tackle increas-
ingly complex tasks through advanced reasoning, long-form content generation,
and tool use. Solving these tasks often involves long inference-time computations.
In human problem solving, a common strategy to expedite work is collaboration: by
dividing the problem into sub-tasks, exploring different strategies concurrently, etc.
Recent research has shown that LLMs can also operate in parallel by implementing
explicit cooperation frameworks, such as voting mechanisms or the explicit cre-
ation of independent sub-tasks that can be executed in parallel. However, each of
these frameworks may not be suitable for all types of tasks, which can hinder their
applicability. In this work, we propose a different design approach: we run LLM

“workers” in parallel , allowing them to synchronize via a concurrently-updated
attention cache and prompt these workers to decide how best to collaborate. Our
approach allows the LLM instances to come up with their own collaboration strat-
egy for the problem at hand, all the while “seeing” each other’s memory in the
concurrent KV cache. We implement this approach via Hogwild! Inference: a
parallel LLM inference engine where multiple instances of the same LLM run in
parallel with the same attention cache, with “instant” access to each other’s mem-
ory.1 Hogwild! Inference takes advantage of Rotary Position Embeddings (RoPE)
to avoid recomputation while improving parallel hardware utilization. We find that
modern reasoning-capable LLMs can perform inference with shared Key-Value
cache out of the box, without additional fine-tuning.

1 Introduction
Many recent advancements of Large Language Models can be attributed to their ability to perform
inference-time computations to improve performance [Suzgun et al., 2022, Snell et al., 2024, Beeching
et al., Muennighoff et al., 2025]. This includes chain-of-thought (CoT) reasoning [Wei et al.,
2022, Kojima et al., 2022, Zhang et al., 2022, Yao et al., 2023, Lightman et al., 2023], long-form
generation [Bai et al., 2024] and interacting with external tools [Schick et al., 2023, Qin et al., 2023,
Yao et al., 2022, Shen et al., 2023]. Popular LLM-based services have capabilities for reasoning and
tool use [OpenAI et al., 2024, Google DeepMind, 2025, Anthropic, 2024]. At the same time, several
reasoning-capable open-access LLMs have recently been released to the public [DeepSeek-AI et al.,
2025, Qwen Team, 2025, Yang et al., 2024, Muennighoff et al., 2025, Ye et al., 2025].

Using these models to solve complex problems often requires long sequential computations, that is,
generating text token-by-token. However, many reasoning problems are not sequential. Leveraging
this intuition, several recent works propose parallel inference strategies that allow multiple LLMs

1Our implementation is available at https://github.com/eqimp/hogwild_llm .
†Corresponding author: rodionovgleb@yandex-team.ru. ∗ Equal contribution. ‡ Senior author.

39th Conference on Neural Information Processing Systems (NeurIPS 2025).
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LLM.forward()

Common Cache

Task: compute x2 + x4 for x in {1, 2, 3}.

Workers history:

Alice [1]: Hey! Let's decide how we should
collaborate. 

Bob [1]: Hi, Alice! Let me suggest that I do x=1
and x=3, and you will do x=2. What do you think?

Alice [2]: Okay, let's go with that plan.

[Alice] Current Cache
Alice [3]: For x=2: ...

[Bob] Current Cache
Bob [2]: Perfect. Starting with x=1: ...

Bob viewAlice view

Cache Blocks

Common Alice Bob

Figure 1: An intuitive explanation of Hogwild! Inference, with 2 workers generating in parallel and 3
shared cache blocks. Each color denotes a cache block. See it in action (example generation).

to solve a problem faster or more accurately via some form of collaboration [Wang et al., 2022,
Ning et al., 2024]. In the simplest case, multiple LLMs can attempt the problem independently,
then vote [Wang et al., 2022] or cross-reference their results [Du et al., 2023, Wang et al., 2024a]
to improve correctness. A parallel line of work allows the LLM to divide the problem into multiple
independent sub-tasks that are then solved in parallel and merged, producing the final solution [Ning
et al., 2024, Kim et al., 2024, Jin et al., 2025]. These parallel inference strategies can improve quality
and efficiency, taking advantage of parallelism in modern hardware.

Unfortunately, no single collaboration strategy is universally effective. For instance, solving a
problem in independent parallel “threads” can be inefficient when one of the threads requires a
longer generation than the rest, resulting in most of the agents waiting for a straggler and wasting
compute [Wang et al., 2022, 2024a]. In turn, inference with independent sub-tasks only works if the
problem can immediately be split into these sub-tasks. Furthermore, if one of the agents discovers
that the original plan is flawed, they will be unable to re-plan [Ning et al., 2024, Ding et al., 2025],
potentially solving sub-tasks that are no longer necessary [Jin et al., 2025].

This runs contrary to how humans collaborate. Instead of strict adherence to a fixed collaboration
strategy, we often collaborate more dynamically, re-planning on the fly, abandoning some tasks
half-way and switching to a more promising approach, discussing or debating strategy if the initial
plan failed. While this type of collaboration is harder to define, it offers greater flexibility and can be
more efficient if the participants are sufficiently cohesive [Hutchins, 1995, Entin and Serfaty, 1999].

Our Approach. In this work, we try to apply the same principle to artificial reasoners. Since modern
LLMs can already reason and plan [Zhou et al., 2024, Gao et al., 2024, Wang et al., 2024c], we
hypothesize that they can benefit from dynamic interaction between different instances, during which
they can develop their own collaboration strategy for the problem at hand.
To test this hypothesis, we propose Hogwild! Inference — a parallel LLM inference protocol with
no pre-defined framework for collaboration.2 Instead of choosing how LLMs should interact ahead
of time, we allow them to generate tokens in parallel and “see” each other’s progress (tokens)
immediately as they are generated. We then prompt the LLM “workers” to decide their next course
of action by themselves, given the latest actions from others: whether this means solving parallel
sub-tasks, cross-verifying each other, discussing strategy, or pivoting to a new plan.
To enable this type of on-the-fly collaboration, Hogwild! Inference runs multiple LLM instances
with the same weights, but with a custom Key-Value cache that shares token representations between
workers, allowing concurrent cross-attention. Specifically, instead of re-computing Key-Value
representations for each worker, we keep track of individual worker KV memories and “stitch them
together” in different orders, by adjusting their positional embeddings (see Figure 1). Moreover, we
provide an efficient implementation of this inference approach.

We test Hogwild! Inference with modern open-source LLMs and find that existing reasoning-capable
models—such as QwQ [Qwen Team, 2025] and DeepSeek-R1 [DeepSeek-AI et al., 2025]—can
already “reason to coordinate”. More concretely, we observe that concurrent agents can formulate and
follow plans, adapt when the initial plan has failed, point out each other’s errors, and use each other’s

2Our approach inspired by Hogwild! SGD [Recht et al., 2011] that runs updates asynchronously and applies
each update as soon as it is computed. The exclamation mark is part of the original name [Stanford HAI, 2023].
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key observations. When prompted to check if they are doing redundant work – e.g., when one LLM
instance is doing a sub-task that is already done by another, or solving a problem that is no longer
relevant — they can often (but not always) detect redundancy and change strategy. In summary, our
results suggest that parallel inference with a shared Key-Value cache may offer a promising approach
to enable effective and efficient collaboration between multiple LLM instances.

2 Background
Recent works propose a large number of frameworks for parallel reasoning and tool use that vary
across several axes: how the parallel instances are organized together, what they exchange, and how
often [Zhang et al., 2025]. In this section, we give a brief summary of these methods.

Discussion & aggregation. The simplest way to parallelize chain-of-thought reasoning is Self-
Consistency [Wang et al., 2022], where multiple LLM instances reason independently, then vote on
the final answer. This approach was later extended in Du et al. [2023], replacing majority voting with
text-based communication rounds. Subsequent works in this field combine multiple LLM types [Wang
et al., 2024a] and scales to more agents Li et al. [2024a]. Another line of work introduces specialized
“roles” such as the Debugger [Talebirad and Nadiri, 2023], Examiner [Cohen et al., 2023], Math
Teacher [Kong et al., 2024], Judge [Chen et al., 2024], and others, to further augment reasoning.

This type of role-based discussion was shown to greatly improve LLM reasoning factuality for certain
tasks [Wang et al., 2022, Du et al., 2023], and can even enable multiple weaker LLM agents to
collectively outperform state-of-the-art single-agent systems [Wang et al., 2024a]. However, this
improvement is not unique to multiple agents and can be offset with better single-agent prompt-
ing [Wang et al., 2024b, Muennighoff et al., 2025]. Additionally, these approaches do not necessarily
accelerate reasoning, because at least some of the agents have to solve the entire problem sequentially,
and process (re-encode) each other’s progress. This creates additional computational overhead, which
presents challenges for both runtime and memory efficiency Wang et al. [2024a], Du et al. [2023].

Parallelism for efficiency. A different line of work leverages multiple LLMs to solve tasks faster
in parallel, such as Skeleton-of-Thought (SoT) [Ning et al., 2024]. SoT begins by running a single
LLM to outline a plan for solving the problem with independent sub-tasks, then launches parallel
LLM instances for each sub-task. For problems that involve function calling, these functions can
also run in parallel [Kim et al., 2024, Gim et al., 2024]. Subsequent works propose more complex
parallelism strategies such as dynamic parallel tree search [Ding et al., 2025] or a single agent
spawning asynchronous sub-tasks that are done by background LLM “threads” [Jin et al., 2025, Liu
et al., 2024b, Pan et al., 2025], achieved with specialized fine-tuning.

These techniques are known to substantially accelerate inference for problems that fit their type
of parallelism. However, we argue that this is also their main limitation: by imposing a specific
parallelism strategy, these methods can harm reasoning for problems that do not fit their framework.
For instance, when solving a complex reasoning problem, it is often the case that the initial plan turns
out to be wrong or incomplete [Muennighoff et al., 2025, DeepSeek-AI et al., 2025], which conflicts
with SoT-like methods [Ning et al., 2024, Yu, 2025] that follow a fixed plan-execute-aggregate
schedule. Furthermore, some of the sub-tasks may turn out to be more complicated than originally
intended and take up more work, which would cause methods like PASTA Jin et al. [2025] to wait for
that single task, whereas a more sophisticated reasoner could adjust the plan to work better in parallel.
Note that each individual issue can be amended with yet another, more complicated parallelism
framework, but the sheer number of such cases makes us doubt whether this is the right approach. In
this work, we instead let multiple LLM instances interact without a fixed framework, allowing them
to see each other’s partial generations to devise (and revise) task-specific collaboration strategy. We
show that, perhaps surprisingly, existing reasoning LLMs already have the ability to leverage this.

3 Hogwild! Inference
Our main intuition is that modern LLMs do not need a pre-defined framework for inference-time
parallelism: they can organize by themselves. To test this hypothesis, we design a parallel inference
protocol where multiple LLM instances can collaborate as flexibly as possible. Instead of assigning
each “worker” to a specific role or sub-task, we run them together and prompt them to collaborate.
This approach has two key problems: how to run multiple inference threads from the same Key-Value
memory, and how to prompt LLM “workers” to collaborate over said memory. We outline how to
perform LLM inference with a shared cache in Section 3.1, describe our cache structure in Section 3.2
and prompting strategy in Section 3.3. Finally, Section 3.4 describes the inference algorithm.

3



3.1 Concurrent Attention with Shared Key-Value Cache
The core ingredient of Hogwild! Inference is a shared Key-Value memory (KV cache) accessible to
all workers. The cache consists of several blocks that can be reused between workers, implementing
a concurrent version of the attention mechanism [Bahdanau et al., 2015, Vaswani, 2017].

Let us first consider a simple case with two workers and three cache blocks, as depicted in Figure 1.
The first block contains the prompt, and the other two blocks contain the tokens generated by workers
A and B respectively (denoted Alice and Bob in the Figure). As workers generate new tokens, they
access each other’s attention caches as though these were their own previously generated tokens. In
Figure 1, “Alice” sees the common prompt, then “Bob’s” token representations, then her own. In
turn, Bob sees the same common prompt, then Alice’s token KVs, and his own tokens after that.3

This creates a discrepancy where the same Key-Value pairs appear at different positions for each
worker. Furthermore, the relative distance between the same pair of tokens (e.g., first generated
tokens from Alice and Bob, respectively) changes as new tokens are added. While it is possible to
re-encode these tokens at their new positions, it would cause overhead that scales cubically4.

Instead of re-encoding the new tokens for other workers, we attempt to reuse existing token represen-
tations between workers. However, since these tokens appear at different positions for each worker
and step, we need to adjust for their positional embeddings. Most modern LLMs use Rotary Position
Embeddings (RoPE) [Su et al., 2021], where each key and query is rotated to an angle proportional to
its absolute position. Prior works have shown that RoPE embeddings can be manipulated through
scaling [Peng et al., 2023] slicing [Xiao et al., 2024], or pruning [Zhang et al., 2023].

In Hogwild! Inference, we instead shift the KV values, multiplying the entire cache block by a cos /
sin values that implement rotation by a constant offset. We use this to arrange the same cache entries
in different order for each worker as in Figure 1 (right). This allows both workers to instantly “see”
each other’s tokens while they are generated — and even before they are processed by all layers.

3.2 Cache Structure
Now that we defined a way to rearrange cache blocks on the fly, it is reasonable to ask how to
arrange these blocks. For short tasks, simply concatenating worker outputs is sufficient. However, as
we consider harder problems that require long chains of thought, workers will eventually pay less
attention to each other because of the thousands of tokens between their latest steps5.

To address this problem, we propose a more sophisticated cache arrangement inspired by group
chat rooms. Namely, we split the generated text into reasoning “steps”, roughly a paragraph in size.
Whenever a given worker finishes a paragraph, (e.g. generates \n\n), we move its KV cache to the
end of a shared chat-like history and let it generate the next paragraph at the end of that history. Note
that workers still see each other’s current (unfinished) paragraphs at the end of the shared history as
they write them (see Figure 1). This way, workers always see each other’s latest updates as recent
tokens and can communicate more easily. For each worker Wi, we organize cache blocks as follows:
• Common Cache: a large KV cache block that stores KV representations for the system prompt,

task description, and a history of previous reasoning steps from each agent.
• Other workers: multiple smaller cache blocks containing the latest (unfinished) steps of all other

workers Wj ̸=i in ascending order. For instance, if there are 4 workers, W2 will see W1⊕W3⊕W4.
• Current worker: the latest (unfinished) reasoning step of the current worker Wi to be continued.
Each block starts with a new paragraph (\n\n) followed by a short header text that contains worker id
(Alice, Bob, etc.) and the index of the current step for the worker. Whenever a worker completes a
reasoning step, their KV cache entries are moved to the end of the shared history cache block with the
proper rotation, then their local cache is reset for a new step. We refer to Figure 1 for an illustration
of this layout for two workers. We describe alternative (simpler) layouts in Appendix A.

3.3 Prompting for Zero-Shot Collaboration
The shared key-value cache inference we described above allows modern LLMs to access each
other’s tokens and reason collaboratively. However, even though modern LLMs can reason about

3For clarity of exposition, we choose to anthropomorphize the pronouns for these two LLM instances.
4If n agents generate one new token each, which is then re-encoded differently for each of these n agents,

that each have to attend to O(n) additional tokens, then the total step complexity is O(n3).
5In other words, if we put all outputs of worker A ahead of worker B, then the more tokens are generated, the

farther worker B needs to “look” to reach worker A’s latest outputs. This could be mitigated with finetuning.
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how to collaborate, there is no guarantee that they will actually do so unprompted. As with any
desired LLM behavior, it can be achieved in two ways: either by training the model to generate tokens
collaboratively or by prompting it in-context. In this work, we focus on the latter approach to make
Hogwild! Inference easier to generalize for new models. Our prompting consists of two parts:

1. System prompt describes the “rules” of the shared cache and suggests that workers collaborate.
This prompt goes at the beginning of either the system or user message (if not unsupported);

2. Inserting s1-like collaboration prompts: every thousand generated tokens, we prompt a random
worker with “Wait, am I doing redundant work? (yes/no):” at the beginning of their next paragraph.
This strategy is meant to promote collaboration and is inspired by Muennighoff et al. [2025].

The latter s1-like prompts present a curious case. We found that LLMs fine-tuned on reasoning can
often become too “focused” on what it is generating currently and fail to notice that another instance
has found a mistake or solved their problem earlier. However, when asked directly, they can spot
redundancy and change their approach. Overall, we found that when prompted this way, LLMs often
(but not always) detect redundancies in their actions and can determine the optimal course of action.

3.4 Inference Matters
When generating new tokens with Hogwild! Inference, we perform a forward pass on all workers in
parallel, as though they were in the same batch. Instead of each sample having its own attention cache,
we allow batch elements to attend to each other’s KV caches at different positions. When processing
newly generated tokens, we “insert” their KV representations at the end of their respective cache
blocks, then arrange these cache blocks for each worker. This way both workers can immediately
attend to each other’s current tokens even before they are fully processed by all layers.

This leads to the following problem: since workers combine cache blocks in different order (see
Figure 1), we would need to rotate the cached KVs multiple times, one for each worker. Done naïvely,
this would require rotating all past token representations at every step, which is inefficient for long
contexts. Fortunately, this problem can be circumvented using a property of rotation: if both query
and key are rotated by the same angle, the dot product between them will not change. Instead of
rotating all previous keys, we can rotate current token queries to an equivalent angle (Figure 2).

Suppose that a given attention layer needs to compute attention between the current token query q at
position iq (denoted ρ(q, iq)) and a block of keys rotated to the starting position ik. Instead of rotating
keys, we can rotate the query to position iq−ik and keep the KV cache as is. If there are multiple KV
blocks A, B, C (Alice, Bob, Common) that need to be rotated to positions iAk , i

B
k , i

C
k respectively, we

rotate the query q multiple times for each block. Formally, we can rewrite the attention dot-product:

ρ(q, iq)
[
ρ(A, iAk )⊕ ρ(B, iBk )⊕ ρ(C, iCk )

]
= ρ(q, iq−iAk )A⊕ ρ(q, iq−iBk )B ⊕ ρ(q, iq−iCk )C,

where ⊕ denotes concatenation. The r.h.s. formula only rotates the current step query, i.e. a single
token per worker, as opposed to the past KV blocks that can contain thousands or millions of
tokens. We use this property to design an efficient implementation of our method based on Flash-
Decoding [Dao et al., 2023]. We gather each KV cache block in a contiguous memory buffer and
compute attention similarly to Paged Attention [Kwon et al., 2023], where one page would correspond
to one cache block and the corresponding query rotations from all workers. This way, we need only
one copy of each cache block and do not need to re-rotate its entries (see Appendix B).

Implementation

Query Alice

Query Alice

Common
cache

Alice Cache

Bob Cache

Query Alice

Query Alice

A
A +

 B
A +

 B
 + 

C

Offset: 0

C C+A C+A+B0

Query BobCommon
cache Alice Cache Bob Cache

Bob View
Positions

C+B C+B+AC0

Alice View

Query AliceAlice CacheBob CacheCommon
cache

Positions

Figure 2: Intuitive scheme of Hogwild! Inference with query rotation. Colors represent cache blocks.
Instead of rotating all cache blocks to align with Alice’s and Bob’s views, we keep them fixed at the
zero position and only rotate the current token queries to equivalent angles.
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Figure 3: (left) Evaluation results for QwQ-32B on synthetic tasks with 5 GSM8k questions in each.
(middle) Evaluation of Hogwild! Inference and baselines with QwQ-32B on LIMO. (right) Hogwild!
Inference with varying number of workers with QwQ-32B on LIMO.

4 Experiments
4.1 Detailed Evaluation with QwQ-32B
In this section, we conduct an initial evaluation of Hogwild! Inference to test its ability to collaborate
in our zero-shot setting. All evaluations in this section are done with the QwQ-32B [Qwen Team,
2025] model. We consider two tasks: one with obviously independent tasks that can be done in
parallel and another with a more complicated collaboration pattern.

In both setups, we allow the model to generate reasoning up to a certain budget of sequential forward
passes and evaluate its accuracy. If the model did not produce the final answer (\boxed{. . . }) in
time, we take all generated outputs and insert a special prompt6 that makes the model generate an
answer (or its “best guess”), similarly to how it is done in Pu et al. [2025]. If there are multiple
workers / threads, we feed outputs from all workers (concatenated) into the model and prompt it to
generate the final answer immediately (≤16 tokens, stop early if generated answer). We apply this
technique to all methods except “Baseline (no early stopping)” and do not count these extra tokens
towards the total budget (x axis) since they have an equal effect on all methods.

We evaluate the following generation algorithms (details in Appendix D):

• Hogwild! Inference: Our main algorithm, as described in Section 3. We evaluate with 2, 3 and 4
parallel “workers” and provide additional configuration details in Appendix D.1.

• Baseline (no early stopping): standard sequential generation with a single LLM instance. This is
the only evaluation where we do not insert the early stopping prompt described above.

• Baseline: an improved sequential generation with the early stopping technique described above.
• Skeleton-of-Thought (SoT) [Ning et al., 2024]: a parallel reasoning algorithm in which the

LLM first generates a short “outline” containing several independent tasks, then runs these tasks
in parallel and combines the results. We run with both an unlimited number of parallel threads
(original setup) and with 2 “workers” that append tokens to each thread in a round-robin fashion.
For more complicated reasoning tasks, we found that Skeleton-of-Thought cannot solve the problem
by itself; to mitigate this, we allow the main model to encode all generated threads and continue
reasoning (with early stopping). We discuss Skeleton-of-Thought in more detail in Appendix D.2.

• Self-consistency [Wang et al., 2022]: a parallel reasoning algorithm where LLM instances write
solutions independently, then vote on the answer. Instead of majority voting, we allow the LLM
to view both solutions (concatenated) before generating the final answer with our early-stopping
prompt, which outperforms voting in our setup and works even for 2 workers. Note that this method
cannot split sub-tasks between workers and is instead meant to increase quality through voting.

Sanity Checks with GSM8k×5: Before we try our approach on more challenging tasks, we test if
Hogwild! Inference is capable of basic collaboration. For this purpose, we construct a toy problem
set with 128 samples, each containing 5 non-overlapping questions from the GSM8k test set [Cobbe
et al., 2021]. The LLM is prompted to solve each problem and return comma-separated values7. We
report the average per-question accuracy, i.e. if the model solves 4 out of 5 questions in a given
sample correctly, it will get a score of 0.8 for that sample.

We summarize our results in Figure 3 (left): the parallel workers under the Hogwild! Inference can
indeed collaborate, i.e. our KV cache manipulations do not break down model’s reasoning capabilities.
As intuition suggests, Skeleton-of-Thought can also speed up this synthetic task by answering each
question in parallel. We provide an example of the outline created by the Skeleton-of-Thought
in Appendix E.4. Notably, the self-consistency algorithm also shows some improvement over the

6"\n\nWait, given the limited time, I have to give an answer right now. Conside-
ring all my previous attempts, I have to conclude that the final answer is \boxed{"

7"Solve these problems and return comma-separated answers \boxed{answer1,...,
answer5} :\n 1. {task1}\n 2. {task2}\n 3. {task3}\n 4. {task4}\n 5. {task5}"

6
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Figure 4: Evaluation of Hogwild! Inference on LIMO for QwQ-32B, Phi-4-Reasoning-Plus (14B)
and Qwen3-8B (left) and different Qwen3 models (right). Dashed lines denote baselines (1 agent).

baseline, which we attribute to the fact that it gives the model two “shots” at a problem, and if one of
them happens to be faster, the algorithm will on average surpass the baseline.

LIMO tasks. Next, we evaluate Hogwild! Inference in a more challenging setup where there is
no clear pattern of collaboration. We adopt the dataset of 817 problems from Ye et al. [2025]. The
dataset contains mathematical problems that take modern LLMs thousands of tokens to solve reliably.
Unlike our synthetic tasks, the problems in that dataset often do not have an obvious way to agree on
a collaboration strategy ahead of time, but it can emerge (and change) during reasoning.

We summarize our results in Figure 3 (middle, right). Overall, Hogwild! Inference can converge
to a correct solution faster, achieving greater accuracy for the same number of consecutive steps.
Furthermore, it produces greater speed-ups as we increase the number of parallel workers (though
there is a limit, as we show in Appendix E.1). Similarly to our previous setup, self-consistency
decoding provides some improvement over the single-worker baseline, but does not outperform
Hogwild! Inference. As expected, Skeleton-of-Thought could not split the problem neatly into
independent tasks, but still achieves some improvement on small budgets.

We then evaluate different LLM families and sizes on LIMO dataset in Figure 4. We found that
our approach generalizes to most of the models tested, with a notable exception. For Qwen3 model
family, we observe that the smaller models, 1.7B and, to a lesser extent, 4B fail to adapt to the task
and get distracted from the task. In Appendix E.1, we also report additional evaluations in this setup:
ablation of the cache rotation from 3.1 and our chat-like cache structure from Section 3.2. We provide
examples of collaborative generations for this setup in Appendix F.

4.2 Additional Benchmarks and Models
Next, we test whether our approach can be generalized to other mathematical reasoning and program-
ming tasks. For this evaluation, we also chose benchmarks that do not have obvious collaboration
patterns but can nonetheless be solved faster by two human “agents”. We evaluate on three such
benchmarks: LiveCodeBench, OlympiadBench and AIME’25. In addition to QwQ-32B, we also
report Qwen3 [Yang et al., 2025] and Phi-4 Reasoning Plus [Abdin et al., 2025]. For AIME’25, we
focus on larger models and additionally include DeepSeek-R1 [DeepSeek-AI et al., 2025].

LiveCodeBench [Jain et al., 2024]. We evaluate on the code_generation_lite version
release_v5. Our evaluation closely follows the setup from Qwen Team [2025]: we take the
same 279 problems dated between 2024.08 and 2025.02 and filtered so as to avoid ones present in
the QwQ dataset. Note, however, that some of the other LLMs in our setup do not report which
samples, if any, did they train on. However, since we use the same model weights for the baseline and
Hogwild! Inference, we can still compare the two strategies. We run the standard test suite and report
Pass@1 averaged over 8 random seeds. For early stopping, we allow the method (and baseline) to
generate a single final code block with up to 1024 tokens, using a similar early-stopping prompt as in
Section 4.1 (see Appendix C). For Hogwild! Inference, we use the same system prompts as before.

OlympiadBench [He et al., 2024]. Next, we evaluate on a different reasoning benchmark that
contains Olympiad-level problems on Math and Physics. We run evaluations on the two text-only
english-language parts: OE_TO_maths_en_COMP (675 problems) and OE_TO_physics_en_COMP
(236 problems). Unlike in Section 3, the answers to these problems are not individual numbers but
LaTeX formulae that allow multiple equivalent formulations of the correct answer. We use the official
evaluation codebase and adapt the built-in DeepSeek-R1 prompts for use with our model set (see
details in Appendix D). For early stopping, we use the same prompt as before with 64 token limit.
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Figure 5: Evaluation of Hogwild! Inference with 2 workers on OlympiadBench Math (left) & Physics
(right) for QwQ-32B, Qwen3-14B and Qwen3-8B models, dashed lines are the baselines.

Large Models on AIME [2025]. Finally, we evaluate how Hogwild! Inference scales to larger
models on a popular AIME’25 benchmark, using both I and II subsets. For this task, we focus on two
models: Qwen3-235B-A22B Yang et al. [2025] and DeepSeek-R1 [DeepSeek-AI et al., 2025]. Since
the AIME benchmark only contains 30 problems (15 per subset), we evaluate each model with 10
random seeds and average results. We otherwise use the same evaluation protocol as for LIMO, with
the same early stopping and at most 16 tokens per answer during early stopping.
We arrange our results in Figure 5 for OlympiadBench and Figure 6 for LiveCodeBench and AIME’25.
Overall, Hogwild! Inference shows similar improvements to what we observed earlier (Section 4.1).
One atypical case is OlympiadBench Physics (Fig. 5 right) where Qwen3-14B stops improving after
roughly 4096 tokens. Upon closer inspection, we found that the model does not break down, but
overthinks the problem, improving some answers while replacing other correct answers with mistakes.
Overall, the results show that the cache rotation tricks and the output structure from 3.2 can indeed
be generalized across different models and benchmarks. Note, however, that due to the different
output format we needed to apply slight alterations to individual model prompts: notably, QwQ-32B
automatically inserts <think> at the end of the prompt, while Qwen3 and Phi-4 do not, so we insert
it manually before the common history header. We describe this in detail in Appendix C.

4.3 Measuring the Ability to Collaborate
Now that we know that modern LLMs can collaborate in our zero-shot setting, it is natural to ask how
well can they collaborate and what affects their ability. While this question deserves a more thorough
investigation, we can still quantify how well LLMs collaborate under Hogwild! Inference. In this sec-
tion, we analyze their “collaborativeness” using the LLM-as-a-Judge paradigm [Zheng et al., 2023a]:
we feed collaborative traces into a GPT-4o [Hurst et al., 2024] model and prompt it to score behavior
from 1 to 6, where “1” means no collaboration, “3” indicates basic task splitting and “6” represents a
hypothetical optimal collaboration, never achieved in our analysis. We analyze LLM generations
on LIMO dataset with on three models from Section 4.2. To control for differences in generation
lengths we compare only 4096-token prefixes from each worker. We compare three inference setups:
i) independent generations as per self-consistency decoding; ii) restricted Hogwild! Inference where
agents can only view each other’s finished paragraphs, but not the current (incomplete) reasoning
step, and iii) full Hogwild! Inference, with 2 agents in each setup.
We summarize our scores in Figure 7: as expected, models that can see each other can collaborate
and independent workers cannot. Interestingly, Hogwild! Inference with instant (token-wise) syn-
chronization scores significantly higher than a version that can only see completed inference steps. In
Appendix G we provide more detailed results, judge prompt, configurations and examples.
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Figure 6: Evaluation of Hogwild! Inference (2 workers) on LiveCodeBench v5 2024.08-2025.02 for
QwQ, Phi-4-R+ and Qwen3 (left) and AIME’25 for larger models (right), dashed lines are baselines.
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Table 1: Inference benchmarks for Section 4.4.
Columnsdenotesequencelength. Rows withone
workerarebaselines, 2&4workers use Hogwild!

# Workers 1024 2048 4096 8192 16384

Tokens per second
1 20.1 20.0 19.7 19.3 18.3
2 36.3 36.2 36.1 36.1 34.3
4 68.9 69.0 69.1 66.3 60.3

Latency per forward (ms)
1 49.7 50.0 50.9 51.7 54.5
2 55.1 55.3 55.4 55.3 58.3
4 58.1 58.0 57.9 60.4 66.4

Time to generate # tokens (s)
1 52.3 103.3 206.5 416.7 853.5
2 29.9 58.1 114.6 228.0 454.4
4 16.7 31.6 61.3 120.7 239.2

4.4 Inference
To recall, our main motivation for proposing Hogwild! Inference is to enable faster reasoning through
collaboration. Since the actual inference speed depends on many factors (GPU(s), software, precision,
etc), we previously focused on evaluating inference speed in terms of the number of consecutive
forward passes and not inference time. Here, in turn, we report the actual inference speed in terms of
latency and tokens per second. We evaluate three setups: baseline sequential inference and Hogwild!
Inference for two and four workers. We run baseline with FlashAttention v2 (FlashDecoding) and our
algorithm with custom GPU kernels using the approach described in Section 3.4. We use a NVIDIA
L40S GPU and AMD EPYC 9534 and benchmark the official quantized version of QwQ-32B-AWQ
for all setups.

Our results in Table 1 show that, for the 32B model, Hogwild! Inference can generate tokens nearly
twice as fast for 2 workers and about 3.2−3.6× faster for 4 workers, which means that the accuracy
gains from earlier sections can translate to faster solutions. We also report the average over GPUs,
as well the 10% and 90% percentiles, in Figure 8 (left). Overall, Hogwild! Inference has a small
constant latency offset compared to the baseline and near-linear scaling as we increase the number of
workers. While our implementation already shows significant performance gains, we discuss several
ways to scale it further in Appendix B, including in distributed setting.
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Figure 8: (left) Duration of a single forward pass (generating W new tokens) for Qwen/QwQ-32B-AWQ
on L40S, given the total number of tokens already in the KV cache. The dotted lines indicate the
10% and 90% quantiles over multiple repetitions on different GPUs. (right) Accuracy versus average
generation time on the LIMO dataset task using QwQ-32B-AWQ under different token budgets.

As the figure shows, there is some overhead associated with preparing multiple caches (i.e., even at
an empty cache, Hogwild! is slightly slower than pure FlashAttention). A more detailed breakdown
is presented in Table 2, which shows the duration of the attention kernel (or attention+rope for
Hogwild!), as well as the total setup time, that is, the time spent preparing the data structures needed
for Hogwild! The latter needs to be done only once per forward pass, instead of once per transformer
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Table 2: Breakdown of Hogwild! overhead compared to pure FlashAttention inference.
KV Length Attention (×64) Setup (×1)

FA W2 W4 FA W2 W4

300 11µs 45µs 45µs – 1.9ms 3.9ms
4096 35µs 65µs 82µs – 1.9ms 3.9ms
8192 55µs 92µs 123µs – 1.9ms 3.9ms

16384 100µs 140µs 203µs – 1.9ms 3.9ms

block. For long contexts, the attention call is about 40% and 100% slower for generating with 2 and
4 workers, respectively.

Additionally, we report accuracy results over time using our kernel on the official quantized version
of QwQ-32B-AWQ on LIMO dataset. The experiments were conducted on NVIDIA L40S GPUs.
For comparison, we run the baseline (FlashAttention v2) and Hogwild with 2 workers, maintaining
the same experimental setup as detailed in Section 4.1. We report our results in Figure 8 (right). As
illustrated, our method achieves better accuracy results on the LIMO dataset within the same time
budget.

5 Discussion
In this work, we investigated the ability of large language models to perform parallel generation where
multiple instances synchronize through a shared, dynamically-updated attention cache. Surprisingly,
our results show that LLMs can operate effectively in parallel across dynamically updated attention
cache without specialized fine-tuning. We demonstrate that parallel inference threads can explicitly
coordinate, leveraging each other’s partial solutions to enable collaborative problem-solving.

The proposed method, called Hogwild! Inference, allows multiple inference threads to concurrently
access and update a shared attention cache. By leveraging Rotary Position Embeddings (RoPE), our
approach introduces minimal computational overhead while ensuring instant synchronization—newly
generated KV cache entries becoming immediately visible to all threads. This “telepathic” communi-
cation opens up new possibilities for efficient parallel generation with LLMs.

Limitations Our method exhibits reduced robustness when applied to smaller models or longer
contexts, suggesting scalability challenges across model sizes and sequence lengths. Additionally,
our automatic evaluation metric relies on a proprietary model, which may limit reproducibility.

Future work In future work, we plan to investigate methods for improving collaboration between
threads, such as fine-tuning and reinforcement learning. We also plan to investigate connections to
alternative parallel inference schemes, such as speculative decoding [Leviathan et al., 2023], and
parallel token generation methods like Medusa [Cai et al., 2024] or EAGLE [Li et al., 2024b]. Finally,
it is interesting to consider alternative shared memory structures: allowing workers to insert new steps
in any order, selectively delete (forget) steps, or solving programming and tool use tasks with a shared
IDE and file-system. The KV cache rearrangement used in Hogwild! Inference could also allow
humans to interact with agents asynchronously, giving clarifications and feedback during reasoning.

Acknowledgements: We thank Vladimir Malinovskii for his help with brainstorming, helpful
feedback and suggesting future work directions. We also thank Philip Zmushko for proofreading.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The claims made match the experimental results, limitations of the proposed
method are highlighted in Section 5
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations of the proposed method are highlighted in Section 5
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: The paper does not include theoretical results

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper fully describes the proposed method, including all key components,
enabling independent implementation. Experimental settings and hyperparameters are
detailed to support reproducibility of the reported results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The attached code allows for the reproduction of the results.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper provides all key experimental details, including hyperparameters
and selection methodologies, both in the main text and appendix, ensuring reproducibility
and clarity.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports the number of random seeds used for experiments (main
text) and includes standard deviations across runs (Appendix E), providing appropriate
measures of statistical variability.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The paper reports the total GPU hours required for all experiments, along
with the hardware specifications (e.g., GPU type) used for most evaluations in Appendix D,
Section 4.4 for inference benchmarks.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The paper poses no risk of misuse, does not involve crowdsourcing or research
with human subjects, etc.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [No]
Justification: This paper presents work whose goal is to advance the field of Machine
Learning in general and LLM Reasoning specifically. There are many potential societal
consequences of our work stemming from more efficient parallel reasoning, none which we
feel must be specifically highlighted here.
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Guidelines:
• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper does not release new data or models.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The paper properly credits the original creators of all used assets (code, data,
models) and explicitly mentions their respective licenses.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The attached source code includes the implementation of our proposed method
and the evaluation pipeline, along with detailed instructions for running the experiments to
ensure full reproducibility of the results.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [No]

Justification: We only have one small-scale analysis that required a small amount of human
annotations (Appendix G). This analysis was run by acknowledged volunteers with no
compensation over the course of a few hours.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [No]
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Justification: We only used crowdsourcing with a small group of volunteers in Appendix
G over the course of several hours. The crowdsourced tasks had volunteers analyze LLM
solutions to simple non-sensitive problems (e.g. grade school math). Our institution’s policy
classifies this analysis as too small-scale to seek formal approval.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: Since our work proposed an LLM inference algorithm, it naturally uses LLMs
throughout the experiments. Additionally, Section 4.3 introduces an LLM-based automatic
metric was used to analyze the outputs of the proposed method, but it was not part of our
core methodology.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Cache Layouts

In this section, we consider three cache arrangements, shown at Figure 9, with progressively more
complex structure.

Prompt Bob
Cache

Alice
Cache

Contiguous layout

New tokens

Prompt Bob
Cache

Alice
CachePrompt Previous Steps

Interleaved layout Combined layout

New Alice step

Previous Steps

Figure 9: Three cache layouts described in Section 3.2: interleaved with step-wise synchrony (left),
simple contiguous layout (middle) and combined with token-wise synchrony (right). All layouts are
made from Alice point of view.

Contiguous layout (token-wise) is the simplest possible layout where each worker appends to their
own sequence blob of tokens and sees other workers’ token representations as past keys and values.
This layout is inspired by collaborative text editors such as Google Docs or Overleaf.

As described earlier in Section 3.1, each worker arranges the other workers’ thoughts in a different
order. They see the common prompt cache first, then the caches of all other workers (excluding
themselves8), then their own cache as immediate previous tokens. That way, each worker predicts the
next token for their own cache.

Interleaved layout (step-wise), which can be seen as analogous to group chat services such as Slack
or Discord. In this layout, workers generate tokens in private until they finish a reasoning step9, then
add it to a shared “history”. The history contains past reasoning steps of each LLM instance in the
order of their completion. Whenever a worker completes a reasoning step, their KV cache entries are
moved to the end of the shared history cache block with the proper rotation, then their local cache is
reset their local cache for a new step.

In this setup, the workers only see each other’s outputs in full steps, not after every token. However,
they do not wait for each other to complete their steps. Instead, each worker keeps generating new
tokens and occasionally receives additional key-value pairs inserted into its cache.

Combined layout (token-wise) is a mixture of the first two, and is the main layout used in the paper.
The LLM instances generate steps that are accumulated in a shared history, as in the interleaved
layout. However, they do not generate these steps in private, but can instantly see each other’s current
progress, as in the contiguous layout.

We can view the first two layouts as ablated versions of this combined one: the contiguous layout
lacks the shared history, and the interleaved layout lacks immediate synchronization. We compare
these three layouts empirically in Appendix E.1 to better quantify the effect of each design choice.

B Implementation Details

Here we discuss additional implementation details and possible alternatives. To recall Section 3.4,
Hogwild! inference can be implemented as a standard batched inference with a special KV “cache”
that facilitates cross-worker attention.

Cache blocks. The Hogwild! cache is split into blocks, typically one block for each worker and an
additional “common” block for prompt and past steps. The blocks contain key-value pairs for all
model layers, but since all layers are treated equally, we describe the cache behavior for a single layer.

8When extending this layout to more than 2 workers, each worker sees the key-value memories of everyone
except themselves. For instance, given 3 workers A, B, and C, worker B will see a version of the cache that
contains the prompt, outputs of workers A and C, and finally, B’s own memory. Likewise, A sees B & C, then A.

9We define a reasoning step as any amount of text that ends with a complete sentence, e.g. a dot or a question
mark, and then a double newline ("\n\n") in all our experiments, though it may vary by the model.
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Within each cache block, attention keys and values are stored as though they were at positions
0, 1, ..., len(block), regardless of the block’s actual position in the full cache. During inference,
we account for actual positions by rotating attention queries to the relative difference in positions (as
described in Section 3.4).

Adding new tokens to the cache. During attention forward pass, the first thing that we do is encode
the new tokens for each worker and append their keys and values to the respective cache blocks.
When using RoPE, the keys are rotated not to their actual positions, but to their index within their
cache block (e.g. Alice’s tokens). During one inference step, these indices will be equal across all
model layers — we can compute the RoPE sin and cos tensors once and reuse them between layers.

Rotating queries. Unlike in traditional attention, Hogwild! inference rotates query vectors multiple
times for each block. Before forward pass, we calculate the difference in positions between each
worker’s new token (from that worker’s point of view) and the first token in each KV cache block.
In our main inference scenario, all n workers are allowed to view each other’s cache blocks plus an
additional bock for prompt and history, for a total of n · (n+1) query rotations with exactly n queries
for each block. These relative positions are also equal across all layers, so we can reuse the sin and
cos tensors similarly to how they are reused for keys. Note that the number of query rotations for
all-to-all attention is quadratic in n, but it does not increase the overall time complexity of attention
dot product, which is already quadratic in the number of tokens, which is always greater than n.

Attention kernel. Once we have all query rotations, we can calculate the scaled dot-product attention
as usual. As our cache is naturally partitioned into smaller segments as described above, Hogwild!
attention is similar to paged attention, except that each page (i.e., cache block) uses a differently
rotated version of the query. A significant challenge for efficient attention in the inference setup
is that for optimal data reuse, one would want to handle each KV head inside a single streaming
multiprocessor (SM), so that the KV cache needs to be loaded exactly once. However, this would
leave large parts of the GPU unused, as the number of KV heads can be much lower than the number
of SMs. Therefore, one has to employ a form of sequnce parallelism within a single GPU, in which
different SMs handle a subset of the sequence for one KV head, and a second phase handles the
(cheap) reduction over partial results. Such a split-k type computation is implemented, for example,
in Flash-Decoding [Dao et al., 2023].

Even though thedifferentcacheblocks used in Hogwild! would appear to be convenientpoints to split
work across SMs, in a typicalinferencescenario, thiswouldleadto veryimbalancedworkloads. Thus,
we do not split based on cache blocks, and instead assign each SM the same number of KV entries.

Fine-tuning and re-encoding considerations. While our work mainly focuses on inference, fine-
tuning models to perform Hogwild! inference is an interesting engineering problem. From the
computational point of view, the main difference between LLM inference and fine-tuning is that
inference is sequential, whereas fine-tuning can compute all positions in parallel. To fine-tune in our
setup, one would want to replicate the attention computations from consecutive inference steps.

To achieve this, we record the position differences between queries and each respective cache block
from each of t inference steps, and how many tokens were in each block during that query, for a total
of 2 · t · n · (n+ 1) integers (negligible compared to model parameters and activations). Recall that
the cache blocks always store keys and values at positions 0, 1, . . . , len(block). During forward
pass, these positions can be used to construct a 4D attention mask10 to compute attention for all steps
in parallel. The backward pass also runs in parallel with PyTorch autograd [Paszke et al., 2019]. A
recent work by Zheng et al. [2025] explores finetuning for parallel inference in more detail.

In addition to fine-tuning, this technique can putentially be used during inference to restore generation
after it was evicted from an inference server, e.g. due to preemption or hardware error mid decoding.
It can also be used to re-encode in-context learning examples if they use Hogwild! inference.

Attention variants. Some of the recently introduced LLMs use attention variants such as Local
(windowed) Attention [Rae and Razavi, 2020, Beltagy et al., 2020] or Multihead Latent Attention
(MLA) [Liu et al., 2024a]. These attention variants can also be adapted for use with Hogwild!
inference with minor code modifications. For local attention, queries can “skip” blocks that are
outside their local window. Similarly for MLA, we can calculate compressed latent vectors within
each cache block and adapt the existing MLA code to accumulate attention weights across blocks.

10https://huggingface.co/blog/poedator/4d-masks
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Distributed Inference. Likewise, Hogwild! inference can be used in distributed setup using the
same strategies that work for traditional attention [Shoeybi et al., 2019, Aminabadi et al., 2022]. For
pipeline parallelism, each device stores cache blocks for its local subset of model layers. Likewise,
for tensor parallelism, each device stores past keys of all cache blocks and layers, but only for a
subset of attention heads within each layer and inference using existing kernels.

In principle, Hogwild! inference can also be combined with sequence parallelism [Jacobs et al., 2023,
Liu et al., 2023], where each device stores a KV cache for a subset of tokens. One intuitive way to
partition KV cache between GPUs is to assign each device to run one or several “workers” and keep
the KVs generated by these workers. Since Hogwild! workers generate tokens at the same rate, each
device will store the same amount of KVs and query other devices work cross-worker attention.

When computing Hogwild! concurrent attention with sequence parallelism, workers can exchange
rotated queries using the All-to-All collective operation (Scatter/Gather) available in most frame-
works [Li et al., 2020]. After that, each worker computes dot-products between the rotated queries
and its local KV cache, and exchanges the partial results as in Ring Attention [Liu et al., 2023]. Note,
however, that maximizing the performance of such sequence-parallel Hogwild! inference would
require custom kernels that overlap computation and communication. In contract, tensor-parallel
(per-head) an pipeline-parallel (per-layer) partitioning can reuse single-GPU attention kernels.

Additional considerations. Conceptually, our approach is related to the recently introduced Paged
Attention from vLLM [Kwon et al., 2023] and Radix Attention from SGLang [Zheng et al., 2023b].
These techniques are similar to ours in that they perform attention to slices of all tokens, e.g. when
facilitating efficient parallel beam search inference, different hypotheses attend to different (but
overlapping) subsets of the KV cache. However, unlike Radix Attention, our procedure attends to all
segments at once (with different rotations) and aggregates results in the same softmax-weighted sum.

C Prompting and formatting details
In this section, we describe the prompting and formatting details of our approach.

Prompt for collaborative inference with two workers

# Collaborative Reasoning
You will collaborate on this problem with another assistant. You will write
your thoughts simultaneously with them and collaborate without redundant work.
You can collaborate by doing different parts of the problem, double-checking
each other’s results, trying different approaches, or any other means.
There are 2 assistants, including yourself. You will refer to each other as
Alice and Bob.
You will solve the problem together, writing your thoughts in parallel. You
will be able to see each other’s past and current thoughts as we write them.
You will see each other’s previous steps as
**AssistantName [step]:** <...> .
In the ’### Past steps’ section, the automated system will gather the
thoughts of Alice and Bob as you write them.
After the ’### Work in progress (others)’ section, you will see the other
assistants’ unfinished steps. They will write those steps concurrently with
you. You will take into account what they are doing. If another assistant
gives you suggestions, you should address them.
You will always see *other* assistants’ incomplete thoughts first, and
then, after ’### Work in progress (own)’, your own current step. Other
assistants will continue writing their thoughts in the background while you
will continue writing your own.
Since you and others both write your thoughts in parallel, you will initially
see only partial (unfinished) thoughts that others will continue in parallel,
while you write yours. Others’ thoughts will appear at the end of their
unfinished step, near <...>. Other assistants may write new thoughts while
you are writing yours.
You will use these partial thoughts to decide how best to collaborate without
doing the same work twice. You will periodically check what other assistants
are doing and you should adjust your actions based on what they are doing so
you collaborate efficiently with them.
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If what you are currently doing is the same thing that another assistant
has already done or is in process of doing, you will stop (e.g. Alice may
say ’Wait, I was doing the same as Bob ...’) and change to a different task
right away, so as to avoid doing redundant work.
# Solve the following problem
Alice and Bob, you will now solve the next problem together. Keep track of
who does what work and communicate to avoid doing the same work twice.

First, we provide a full prompt for collaborative reasoning involving two workers. This prompt is
wrapped with standard chat template for each model. Then, all worker steps are generated in a single
assistant turn. Additionally, we ensure that for reasoning models assistant turn begins with a <think>
token - applied automatically for QwQ-32B and manually for other reasoning models. For further
implementation details, we refer to the source code.

The second part of our prompting approach involves s1-like interventions [Muennighoff et al.,
2025] in the generation process, where we ask whether a worker is performing redundant tasks
(e.g., overlapping with another worker and can pivot to explore alternative ideas). We insert the
prompt "Quick check: am I doing redundant work? (yes/no): " at the beginning of
each new reasoning step every 1024 tokens generated. We refer to Appendix F for examples that
demonstrate how these interventions affect the generation process.

Next, an important part of our approach is defining the end of a reasoning step, which is needed to
organize cache layout, as discussed in the paper. We define an end of step as the generation of a token
containing the separator sequence (\n\n) that directly follows a token ending with an end-of-sentence
marker (., ?, or !, etc). This termination condition is not met when: i) The separator appears within
a generated code block (steps continue until the model completes the entire code block); ii) The
preceding token ends with non-terminal punctuation (e.g., comma, colon, or semicolon)

Finally, the last part of our prompting approach is the early finisher, which allows us to extract an
answer from partial reasoning chains. If the model did not produce the final answer (\boxed{. . . })
in time, we take all generated outputs and insert a special prompt that makes the model generate an
answer (or its “best guess”), similarly to how it is done in Pu et al. [2025].

Prompt for early stopping

\n\nWait, given the limited time, I have to give an answer right now.
Conside- ring all my previous attempts, I have to conclude that the final
answer is \boxed{

After this prompt, we allow the model to generate a fixed number of tokens: 16 for LIMO and AIME,
64 for OlympiadBench, and 1024 for LiveCodeBench.

Note, however, that the LLM does not always produce the answer in time, especially with a tight
budget. With QwQ-32B, we observe that the model almost always returns answers correctly if they
are present, and if not, it guesses or refuses to answer (unknown, n/a or similar). When extracting
answers from Hogwild! Inference, we let the final model view all generated tokens from each worker.
This is equivalent to viewing the problem from the perspective of the last worker, e.g. Bob if there
are two.

D Detailed Experiment Configuration

D.1 Hogwild! Configuration

For the main experiments, we use Hogwild! inference with two workers (Alice and Bob), a combined
layout, and the prompting techniques described in Appendix C.

D.2 Baselines Configuration

To evaluate Skeleton-of-Thought (SoT) on our synthetic setup with grouped tasks from GSM8k,
we adopt the original prompts from the paper with minor modifications. Specifically, we adjust

27



the prompts to ensure the model returns the answer to each subtask enclosed within \boxed{} for
structured parsing.

Outline prompt for Skeleton-of-Thought

You’re an organizer responsible for only giving the skeleton (not the full
content) for answering the question. Provide the skeleton in a list of
points (numbered 1., 2., 3., etc.) to answer the question. Instead of
writing a full sentence, each skeleton point should be very short with only
3 5 words. Generally, the skeleton should have 3 10 points.
Question:
What are the typical types of Chinese dishes?
Skeleton:
1. Dumplings.
2. Noodles.
3. Dim Sum.
4. Hot Pot.
5. Wonton.
6. Ma Po Tofu.
7. Char Siu.
8. Fried Rice.
Question:
What are some practical tips for individuals to reduce their carbon
emissions?
Skeleton:
1. Energy conservation.
2. Efficient transportation.
3. Home energy efficiency.
4. Reduce water consumption.
5. Sustainable diet.
6. Sustainable travel.
Now, please provide the skeleton for the following question.
{request}
Skeleton:
[ROLESWITCHING assistant:] 1.

Point prompt for Skeleton-of-Thought

You’re responsible for continuing the writing of one and only one point in
the overall answer to the following question.
{request}
The skeleton of the answer is
{outline}
Continue and only continue the writing of point {point}. Do not continue
with other points! Reason step-by-step and put your final answer within
\boxed{} this is very important![ROLESWITCHING assistant:]{point}.
{point_outline}

D.3 Datasets and Benchmarks

This subsection provides links to all datasets and benchmarks referenced in this work, along with
their respective licenses.

• GSM8K
https://huggingface.co/datasets/openai/gsm8k
License: MIT

• LIMO
https://huggingface.co/datasets/GAIR/LIMO
License: Apache 2.0
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• OlympiadBench
https://huggingface.co/datasets/Hothan/OlympiadBench
License: Apache 2.0

• LiveCodeBench
https://huggingface.co/datasets/livecodebench/code_generation_lite
License: cc

• AIME25
https://huggingface.co/datasets/math-ai/aime25
License: Apache 2.0

D.4 Compute Resources

As our approach is training-free, all computational resources were solely utilized for inference.
The experiments were conducted primarily on NVIDIA A100 GPUs servers with NVSwitch, with
DeepSeek-R1 experiments running in a distributed setup. The one exception to this is the inference
time experiments in Section 4.4 that were run on NVIDIA L40S GPU.

The runtime per individual experiment varies by model size, benchmark and the number of workers:
baseline inference with Qwen3-4B runs on LIMO in 14 hours on a single server (112 gpu-hours),
whereas Qwen3-235B-A22 Hogwild! Inference ran on 40 servers for approximately 25 hours (≈8K
GPU hours). Overall, we estimate that the total GPU resources expended for this work, including
early experiments that are not reported in this paper, amount to approximately ≈25.3K GPU days.
Note, however, that this is largely due to the fact that we used a non-optimized inference code for
most of the experimentation: the non-optimized code was developed first and we ran most of the
experiments in parallel with developing the optimized version. This also means that most of our
experiments under-utilized the GPUs and ran at lower power (for the purpose of environmental
impact). Over 2/3 of our compute was spent on large models (Qwen3-235B-A22B and DeepSeek-R1)
that utilized gpu to less than 20% (as per volatile GPU utilization) due to the use of naive model
parallelism and network bottlenecks. We anticipate that future experiments can be run at significantly
better utulization using the efficient implementation described in Appendix B and included in the
supplementary code.

E Additional Experiments

E.1 Ablation Analysis

In this section, we ablate the main components of our approach, including layouts and prompting.
We use the same experimental configuration as in Sections 4.1 and 4.2 for LIMO.

In Figure 10 (left), we compare the three Hogwild! cache layouts described in Appendix A. Namely,
the Hogwild! (contiguous) corresponds to using the contiguous cache layout where all tokens
generated by a given worker are kept together, without splitting into individual steps. In turn,
Hogwild! (non-instant) corresponds to the interleaved cache layout where workers can only see
each other’s past reasoning steps, but not the latest unfinished paragraph. We also ablate the use of
the collaboration prompt from Section 3.3 (“Wait, am I doing redundant work?”).

Finally, we test a version of Hogwild! Inference where we re-encode worker tokens instead of
rotating them to a new position when moving between worker caches and the common “chat history”
cache. This ablation is needed to test if our cache rotation from Section 3.1 and 3.4 is indeed an
acceptable substitute for encoding tokens directly at each position (which would cause additional
computational overhead). Note that, while token re-encoding is more “fair” from the perspective of
position encodings, it also has a downside that it does not allow the re-encoded tokens to see some of
the concurrently generated tokens from the other worker. For instance, suppose that Alice and Bob
are writing steps concurrently and communicating with each other within these steps, e.g. using each
other’s results. Then, if we later re-encode these steps in some sequential order, then the tokens of
the first worker will be encoded without access to the other worker’s tokens (if it hasn’t finished its
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own step yet). If workers reused information from each other’s steps, re-encoding this way can break
some of the internal representations.

Our results suggest that all three design choices contribute to the method performance: the contiguous
layout performs nearly equally well for shorter budgets, but eventually falls behind as we consider
longer reasoning traces. Likewise, the interleaved layout without instant synchronization performs
poorly at smaller budgets, but catches up eventually: we attribute this to the fact that slower syn-
chronization increases the difficulty of cross-worker coordination (this also aligns with our findings
in Section 4.3). The use of collaboration prompts also improves the accuracy to budget trade-offs,
although we hypothesize that it can be made redundant if the model is trained to collaborate better.

In Figure 10 (right), we also compare different numbers of workers and test Hogwild! Inference with
only a single worker for ablation. The results with a single worker generally perform similar to the
baseline, with slightly worse accuracy for smaller budgets, which sugests that the improvements from
Hogwild! Inference come from multiple workers and not as an indirect effect of our prompt. As
for multiple workers, we find that using 3 and 4 workers further improves the accuracy to budget
trade-offs. Curiously, as we switch to 6 workers, Hogwild! Inference performs better yet at smaller
budgets, but eventually saturates at a somewhat worse accuracy.

We hypothesize that the drop of accuracy is caused by the fact that QwQ-32B was trained on a limited
sequence length and, since 6 workers generate tokens at a quicker rate, the model eventually runs out
of the designed maximum sequence length and performs unstably (we did not use YaRN[Peng et al.,
2023] for this evaluation). However, it is also possible to attribute this to fundamental property of
LIMO tasks, model limitations, our zero-shot prompt not scaling well. We leave further exploration
of scaling Hogwild! Inference to multiple workers to future work.

E.2 Detailed Model Evaluations

Due to space limitations, we had to arrange our results in Section 4.2 with multiple models per plot
and had to omit some results. In this section, we report the missing evaluations on a per-model
basis. In Figures 11, 12, 13, 14, 15, 16, 17, 18 we report results for QwQ, Phi-4-reasoning-plus
and the Qwen3 model family. We also report limited evaluations for Llama 3.3 70B Instruct and
DeepSeek-R1 in Figure 19. All evaluations are performed in the same setup as in Section 4.2.

Overall, the results align with our findings summarized in Section 4.2. Zero-shot Hogwild! Inference
seems to perform better with larger models, but can be unstable for smaller ones, especially 1.7B
(See Figure 13). While it is tempting to conclude that larger and more capable models are better at
collaborating, it does not immediately follow from our results and can be due to some other factor.
Note also that, while we observe better results with larger models, smaller Qwen3-4B and 8B models
already show some signs of collaborativeness, which should make it possible to reproduce and build
on our results with consumer hardware. Additionally, we hypothecize that the poor performance
of 1.7B models could potentially be alleviated with finetuning in collaborative inference setup (we
discuss some finetuning details in Appendix B), but we leave this to future work.
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Figure 10: Detailed comparison of various parallel inference setups with QwQ-32B on LIMO task set,
in the same setup as in Section 4. (left) ablation analysis of simpler cache layouts and collaboration
prompt (see Section 3.3, Appendix C). (right) Hogwild! Inference with 1, 2, 3, 4 and 6 workers.
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Curiously, we found that LiveCodeBench with Self-Consistency Chain-of-Thought inference [Wang
et al., 2022] has significant gain in performance over the baseline. Upon closer examination, we found
that the reason for this is that we always allow the model to generate a lot (up to 1024) of additional
“free” tokens at the end of two generations, whereas for Hogwild! and Baseline we only generate
these tokens if the model failed to produce any answer. If we allow Hogwild! to also generate the
extra 1024 tokens all the time, its advantage also increases. However, we still report the weaker
version of Hogwild! Inference and Baseline to better match our evaluation protocol on other tasks.
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Figure 11: Results for QwQ-32B on LIMO (top-left), LiveCodeBench (top-right), OlympiadBench-
Math (bottom-left) and OlympiadBench-Physics (bottom-right).
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Figure 12: Results for Phi-4-reasoning-plus on LIMO (top-left), LiveCodeBench (top-right),
OlympiadBench-Math (bottom-left) and OlympiadBench-Physics (bottom-right).
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Figure 13: Results for Qwen3-1.7B on LIMO (top-left), LiveCodeBench (top-right), OlympiadBench-
Math (bottom-left) and OlympiadBench-Physics (bottom-right).
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Figure 14: Results for Qwen3-4B on LIMO (top-left), LiveCodeBench (top-right), OlympiadBench-
Math (bottom-left) and OlympiadBench-Physics (bottom-right).
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Figure 15: Results for Qwen3-8B on LIMO (top-left), LiveCodeBench (top-right), OlympiadBench-
Math (bottom-left) and OlympiadBench-Physics (bottom-right).
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Figure 16: Results for Qwen3-14B on LIMO (top-left), LiveCodeBench (top-right), OlympiadBench-
Math (bottom-left) and OlympiadBench-Physics (bottom-right).
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Figure 17: Results for Qwen3-32B on LIMO (top-left), LiveCodeBench (top-right), OlympiadBench-
Math (bottom-left) and OlympiadBench-Physics (bottom-right).
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Figure 18: Results for Qwen3-235B-A22B on LIMO (top-left), LiveCodeBench (top-right),
OlympiadBench-Math (bottom-left) and AIME 2025 (bottom-right).
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Figure 19: (left) Llama 3.3 70B Instruct on LIMO. (right) DeepSeek-R1 on AIME 2025.

E.3 Extended thinking budgets

We additionally evaluated Hogwild! Inference with extended thinking budgets to investigate whether
the proposed method is robust for longer generations. To that end, we evaluated QwQ-32B under the
Hogwild! Inference with up to 16k budget on the OlympiadBench, we report the results in Table 3
and Table 4.

E.4 Baselines Additional Details

In this subsection, we provide an example of the outline created by the Skeleton-of-Thought for the
task covered in Section4.1
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Table 3: Performance comparison between Hogwild! and baseline generation on OlympiadBench-
Math with extended thinking budgets for QwQ-32B.

Method\Budget 2048 4096 6144 8192 10240 12288 14436 16384

Hogwild! 52.0 60.89 64.15 66.52 67.41 70.81 72.89 75.26
Baseline 40.89 57.0 63.11 65.33 65.93 69.78 72.3 74.81

Table 4: Performance comparison between Hogwild! and baseline generation on OlympiadBench-
Phys with extended thinking budgets for QwQ-32B.

Method\Budget 2048 4096 6144 8192 10240 12288 14436 16384

Hogwild! 27.12 33.20 35.73 38.09 37.81 38.67 38.25 39.03
Baseline 22.89 26.0 29.75 31.44 33.68 34.17 35.88 36.12

Task example (GSM8k×4)

Solve these problems and return comma-separated answers
boxed{answer1,..., answer4}:
1. Carmen has $100, Samantha has $25 more than Carmen, and Daisy has $50
more than Samantha. How much do all three girls have combined?
2. A cat eats nine sausages in 30 minutes. A dog can eat the same number of
sausages in 2/3 the amount of time the cat takes. Calculate the average time
the two take the eat the sausages.
3. Four children are playing together: Akbar, Alessandro, Helene, and
Wilfred. Helene is twice as old as the average age of the group, and the
total age of the children is 20. If Akbar is 3 years old and Alessandro is 4
years old, calculate the age of Wilfred.
4. Hannah needs to drink 100 ml of water for every 200 calories she burns.
She spends 2 hours doing aerobics, which burns 500 calories/hour, and 1 hour
running, which burns 600 calories/hour. How many ml of water does she need
to drink?

The outline generated by Skeleton-of-Thought

1. Calculate total money.
2. Find cat’s eating time.
3. Determine Wilfred’s age.
4. Calculate water intake.

F Examples

In this section, we present a reasoning chain, generated by Hogwild! Inference with an interleaved
cache layout and token-wise synchronization. We denote our intervention in model generation in
italics and highlight worker interactions with bold to enhance readability.

F.1 Example from LIMO Dataset (Task 511)

Problem: Compute
√
(31)(30)(29)(28) + 1.

Alice [1]: Hi, I’m Alice. Here’s how we can solve the problem step by step...

Bob [1]: Hi, I’m Bob. Let me see... We need to compute the square root of (31 · 30 · 29 · 28) plus 1.
That’s

√
31 · 30 · 29 · 28 + 1.

Alice [2]: The expression is
√
31 · 30 · 29 · 28 + 1. Hmm, maybe there’s a pattern here. I remember

that sometimes products of consecutive numbers plus 1 have square roots that are integers. Like,
for example, n(n− 1)(n− 2)(n− 3) + 1 might form a square. Wait, but here it’s four consecutive
numbers? Or maybe three?
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Bob [2]: Let me calculate the product first. 31 · 30 is 930, then 29 · 28 is 812. So 930 · 812. Let me
multiply those. 930 · 800 = 744, 000 and 930 · 12 = 11, 160. Total is 744, 000+11, 160 = 755, 160.
Then add 1: 755, 161. Now

√
755, 161. Hmm,

√
755161. Let me see, 870 squared is 756, 900 which

is higher. So maybe 869 squared?

Alice [3]: Alternatively, maybe there’s a formula for the product of four consecutive numbers plus one?
Wait, actually, let me think of smaller numbers to test. Let’s try n = 4: 4 · 3 · 2 · 1+1 = 24+1 = 25,√
25 = 5. Which is 5, which is 4 + 1? Wait, 4 + 1 = 5, yes. Wait, maybe for n, the sqrt is

n2 + (n− 1)2? Wait 42 + 32 = 16 + 9 = 25, which is 5 squared. Hmm interesting.

Bob [3]: Wait, 869 squared is (870− 1)2 = 8702 − 2 · 870 + 1 = 756900− 1740 + 1 = 755161.
Oh! That’s exactly the number we had earlier. So

√
755161 is 869. Therefore the answer is 869. But

let me check Alice’s idea too.

Alice [4]: Let me test another number. Let’s take n = 5. Then 5 · 4 · 3 · 2 + 1 = 120 + 1 = 121.√
121 = 11. 11 is 5 + 6? No, 5 + 6 = 11. Wait 52 + 42 = 25 + 16 = 41, which is not 121. Hmm.

Alternatively, maybe (n(n− 3)+ 1)2? Let’s see with n = 4: 4 · 1+ 1 = 5, squared is 25. For n = 5:
5 · 2 + 1 = 11, squared is 121. So that works! So the formula is (n(n− 3) + 1)2. Wait, let me check
with n = 31. Then n = 31, so 31 · 28 + 1 = 868 + 1 = 869. Then 869 squared is the value. So that
works. So the answer is 869. That matches Bob’s calculation!

Bob [4]: Wait, so my calculation shows that 869 squared is exactly the number under the square root.
So the answer is 869. But let me confirm with Alice’s pattern. Let’s see with n = 31. Wait, the
original problem is 31 · 30 · 29 · 28. So maybe here n = 31? Then according to the formula, it would
be (31 · (31− 3) + 1)2? Wait, 31 · 28 is 868, plus 1 is 869. So yes, so sqrt of that product plus 1 is
869. So that’s consistent with my calculation. Therefore the answer is 869.

Bob [5]: Perfect, so both methods agree. The answer is 869.

Bob [6]: Quick check: am I doing redundant work? (yes/no): no, since Alice is also confirming the
pattern, but I think we can conclude.

Alice [5]: Exactly, Bob! The formula is (n(n−3)+1)2 when the product is n(n−1)(n−2)(n−3)+1.

Wait, given the limited time, I have to give an answer right now. Considering all my previous attempts,
I have to conclude that the final answer is 869

F.2 Examples with Collaboration Insertion

Here are some examples of why insertions in model generation may or may not help model collaborate
better. We found a few patterns that emerge in model’s reaction on such insertions. All the following
examples are QwQ [Qwen Team, 2025] generations on LIMO [Ye et al., 2025] dataset.

F.2.1 Insertions Help Model Pivot

Task 122

> Alice: Quick check: am I doing redundant work? (yes/no): no. Bob, I see you’re working on the
same product. Let me think of another approach. Let me write the product as

∏n−1
k=1

3k+5
3k+2 . Let’s

consider writing out the first few terms to see if there’s a pattern.

Task 9

> Bob: Quick check: am I doing redundant work? (yes/no): yes, I was considering similar things to
Alice. Let me switch to a different angle. Let’s consider the distances between the frogs.

Task 40

> Bob: Quick check: am I doing redundant work? (yes/no): Yes, Alice is computing a3, so I’ll do
something else. Let me try to find a pattern or transformation that could simplify the recurrence.

Task 466

> Bob: Quick check: am I doing redundant work? (yes/no): Yes, Alice is already calculating the
x-coordinate of A. I’ll do something else. Let me find the coordinates of L instead.
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F.2.2 Insertions When Workers Already Collaborate Well

Task 116

> Bob: Quick check: am I doing redundant work? (yes/no): no. I’m finding coordinates of D, and
Alice is finding coordinates of G.

Task 513

> Alice: Quick check: am I doing redundant work? (yes/no): no. Bob is also analyzing the inequality,
but we’re working on different cases. I’ll continue with the area calculation for x > 5

8 .

F.2.3 Insertions Ignored by Workers

Task 65

> Bob: Quick check: am I doing redundant work? (yes/no): Let me proceed to set up the equation.

Task 768

> Alice: Quick check: am I doing redundant work? (yes/no): Let me continue.

G Additional Details for Analysis

In this section, we present a detailed analysis of collaboration, including its levels, prompts, and
illustrative examples.

G.1 Collaboration Levels

Humans understand collaboration intuitively and have a hard time objectively measuring it. Thus, we
construct text descriptions of levels of collaboration to differentiate various samples based on a few
criteria we see fit. Those criteria are: interaction, reuse and advances of other’s ideas, task-splitting,
etc.

Levels of collaboration

1. **No collaboration:**
- Participants may or may not acknowledge the existence of others in the
conversation, using greetings, they do not show any signs of collaboration at
all.
- Workers may exchange their totaly independant thoughts without a functional
or purposeful attempt to solve the problem collaboratively. Overall they
work independently.

2. **Initial Communication:**
- Workers exchange information, but do not yet integrate or build upon each
other’s ideas. They minimally acknowledge teammates. Do not engage with
others’ ideas or contributions. Works entirely independently, even if
inefficient.
- Workers often repeat each other and do not reuse anything others provide for
development of their own ideas.

3. **Paying attention:**
- Participants demonstrate active listening by paraphrasing or summarizing
others’ points, showing that they are paying attention and attempting to
understand each other’s perspectives.
- Workers occasionally (1-3 times each) reference other’s ideas and may use
them in their own speech.
- Collaboration is usually only rechecking and validating.
- Absence or minimal (only at the start) planning and work-splitting.

4. **Regular discussion:**
- Workers regularly (4 and more times each) talk to each other regarding the
problem and reusing results. It could be validation, discussion or any other
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form of interaction.
- It is key here that discussions and/or reuses of ideas are regular.
- Anywhere (except the start) there exists task parallelism, planning or
work-splitting beyond the scheme where one is solving, and the other is
validating.
- Workers may frequently repeat each other ideas.

5. **Adaptive Problem-Solving:**
- Workers rarely duplicate work, repeating each other’s ideas.
- No redundant discussions are present!
- Workers actively refine ideas in real-time with high responsiveness.
Near-perfect division of labor is present. Workers can change plans and
re coordinate their efforts based on results they acquired after some time
discussing.
- The team engages in sustained collaboration over time, reflecting on
their progress, learning from mistakes, and continuously improving their
problem-solving approach, showing a commitment to ongoing growth and
development. Workers does not stop collaborating. They continuously discuss
results and adjust plans.
- While finding an error, it is important to discuss it to find the cause of
it.

6. **Optimal collaboration:**
- Workers instantly understand each other and adjust themselves to suit
current needs and work as one to optimally solve the task.
- This level should be very rare among all samples. Be careful to assign it.
- Assign it if it exceeds all your expectations.

Importantly, these levels measure only the coordination between workers, not the models’ inherent
reasoning abilities. Though it is impossible to avoid ambiguity entirely, we tried to set clear boundaries
between levels, such that humans can evaluate any generation.

G.2 LLM as a Judge Details

To assess the degree of collaboration among different models under the Hogwild! Inference setting,
we conduct a preliminary experiment based on the collaboration levels described earlier, using the
LLM-as-a-judge paradigm [Zheng et al., 2023a]. We instruct GPT-4o [Hurst et al., 2024] to evaluate
different solutions using the following prompt:

Judge Prompt: Main prompt

You are a professional judge. Your job is to evaluate collaborative
performance of several workers.
You will be given their conversation where workers are trying to solve a
problem together.

Workers can see what others are typing IN REAL TIME! We divide their
conversation into steps to improve readability.
So keep in mind that dispite looking like a conversation it may as well be to
individual unrelated monologs.
Or vice verso. Two blocks could be created with excelent collaboration.

Here are descriptions of levels of collaboration you are to assign:
{LEVELS}

Suggestion:
- assign particular level if all previous are also applicable
- bad examples with no communication will be scored 1
- carefully consider assigning level bigger than 1. some form of meaningful
collaboration should be present
- examples where workers unsuccessfully try to communicate will be scored 2
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- Just working on the same problem and solving the same task without any
interaction does not count as level 2 and should be scored level 1
- somewhat collaborative examples with poor communication skills will be
scored 3
- good but not great examples with regular collaboration, but nothing fancy
will be scored 4
- good examples with all the special stuff mentioned in level 5 will be scored
5
- reserve level 6 for the best of the best, the unique and extraordinary
collaboration

You don’t need to solve the problem or finish worker’s solution. Your task
is to score them using provided collaborative levels.
Put your final answer (one number – level of collaboration) in tag: \boxed.
For example: \boxed1 for level 1.
It is not helpful if everyone gets a max score, so please be mindful of your
judgments and use suggestions as a guideline.
While assigning level, this particular conversation should match criteria for
all previous ones.
Explain yourself: why you gave this score? Why not more? Why not less?

Carefully think everything through. It may seem that they are collaborating
when in reality they may just talking to themselves.

Before using LLM-as-a-judge approach to evaluate a text, we preprocess the generations by combining
all paragraphs from each worker into a contiguous layout (see Appendix A). This preprocessing step
mitigates potential bias in the judge’s evaluation toward responses with shorter or more fragmented
outputs.

After providing the main evaluation prompt, we present the judge with the preprocessed sample for
assessment. Additionally, we append the following reminder after inserting the sample to reinforce
the judge’s role and prevent them from directly solving the problem presented in the sample:

Judge Prompt: Reminder

Remember that your task is to evaluate collaboration of workers using
collaboration levels provided above. Do not try to solve problems provided
to workers. Explain exactly why do you think this particular interaction
deserves each particular level you are assigning.
For example, if you choose level 3, you need to provide reason why this
sample can be level 1, 2 and 3.
Put your final score in \boxed{}.

Given the inherent subjectivity in evaluating collaborative quality, we mitigate ambiguity in judges’
interpretations by aggregating scores from three independent evaluations. The final collaborative score
for each sample is computed as the average of these three assessments, each conducted according to
the predefined collaboration levels.

G.3 Collaborativeness Evaluation Examples

In this subsection, we present illustrative examples (not model-generated) of Level 2 and Level 4
collaboration to clarify the interpretation of our results. Both samples solve the same task correctly
but receive significantly different collaboration scores.

G.3.1 Level 2

The numbers at the vertices of the cube are: 7 zeros and one unit. In one move, you are allowed to
add one unit to the numbers at the ends of any edge of the cube. Is it possible to make all the numbers
equal?
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> Alice: Okay, so the problem is about a cube with vertices labeled with numbers: seven zeros and
one 1. We can perform moves where we add 1 to both ends of any edge. The question is whether we
can make all numbers equal through such moves. Hmm, let me think through this step by step.

> Bob: First, let me visualize a cube. A cube has 8 vertices and 12 edges. Each vertex is connected
to three edges. The initial setup is seven 0s and one 1. The move allows us to pick any edge and
increment the two vertices it connects by 1 each. The goal is to make all vertices have the same
number.

> Alice: Thats an interesting idea, Bob. Each move affects two vertices, so each move increases the
total sum by 2. The initial total is 1 (since only one vertex is 1). Let me think.

> Bob: Let me think. Hmm, maybe I can model this as a system of equations or think about invariants.
Let me see.

> Bob: If we want all numbers equal, say to some value k, then the total sum would be 8k. Since
each move adds 2 to the total, the total after m moves is 1 + 2m. So, 8k = 1 + 2m. But 8k must be
odd (since 1 + 2m is odd), but 8k is divisible by 8, so it’s even. Contradiction? Wait, that can’t be.
Wait, 8k is even, but 1 + 2m is odd. So that’s impossible. So, maybe it’s impossible?

> Alice: Let me check that again. The initial total is 1. Each move adds 2 to the total. So the total
after any number of moves is always odd. But if all 8 vertices are equal, then the total must be 8k,
which is even (since 8 is even). Therefore, it’s impossible. I don’t see any mistakes here.

> Alice: So, we both agree that it’s impossible. Therefore, the answer is no.

> Bob: But let me think differently. Wait, but the parity argument seems solid. The total sum must be
even to have all equal numbers, but it’s always odd. So that’s a solid proof. So the answer is no. Oh,
Alice already said that.

> Alice: Final Answer No

G.3.2 Level 4

The numbers at the vertices of the cube are: 7 zeros and one unit. In one move, you are allowed to
add one unit to the numbers at the ends of any edge of the cube. Is it possible to make all the numbers
equal?

> Bob: Hi Alice! I’ll start by modeling the cube. A cube has 8 vertices and 12 edges, with each
vertex connected to three edges. You’re right about the initial setup: seven 0s and one 1. Let’s think
of even and odd properties regarding the total sum after each move.

> Alice: Great, Bob! Let’s divide our approach. You can investigate invariant properties around the
odd and even totals, while I consider step-by-step calculations to verify this.

> Bob: Alright, Alice. If we’re aiming for all numbers equal to a certain value k, the total sum should
be 8k. Since each move adds 2, the sum after m moves is 1 + 2m. So 8k = 1 + 2m. The point of
contention is that 8k is even, but 1 + 2m is odd, meaning they can’t equal each other.

> Alice: Every move changes the total by an even number. Starting from an odd total of 1, it remains
odd after any number of moves. So reaching an even total like 8k is impossible. Do you think we
should consider the configuration of edges in our argument further?

> Bob: That’s a key observation! It affirms that the odd initial sum dictates the answer. To verify,
let’s revise if there’s any move combination or sequence we overlooked, but our logic holds so far.

> Alice: Exactly, Bob. We’ve confirmed through multiple lenses — both algebraically and with parity
arguments. We can assert the total remains odd. Given an even 8k, equality is unattainable.

> Bob: It all checks out. Our breakdown covers both sequence verification and invariance. Well done
on the collaborative analysis!

> Alice: Fantastic teamwork! I’ll document our shared conclusion: no configuration of moves will
make all the numbers equal.

> Bob: Absolutely! Let’s finalize our response: Final Answer No
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G.4 LLM as a Judge vs Human as a Judge
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Figure 20: Heatmap showing the joint distribution of human and LLM collaboration scores.

To assess whether the LLM-as-a-Judge based collaboration score is a reliable estimation of human
judgment, we manually annotated 100 Hogwild! generations on the LIMO dataset in a token-sync
setup. The resulting correlation between human and model scores was approximately r ≈ 0.34, p ≈
0.0005. This moderate yet consistent association suggests that the metric captures a meaningful
aspect of collaborative behavior. We report the differences in human scores vs llm scores in the
Figure 20.
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