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Abstract

Languages continually evolve in response to so-001
cietal events, resulting in new terms and shifts002
in meanings. These changes have significant003
implications for computer applications, includ-004
ing automatic translation and chatbots, mak-005
ing it essential to characterize them accurately.006
The recent development of Large Language007
Models (LLMs) has notably advanced natural008
language understanding, particularly in sense009
inference and reasoning. In this paper, we in-010
vestigate the potential of LLMs in character-011
izing three types of semantic change: dimen-012
sion, relation, and orientation. We achieve this013
by combining LLMs’ Chain-of-Thought with014
rhetorical devices and conducting an experi-015
mental assessment of our approach using newly016
created datasets. Our results highlight the effec-017
tiveness of LLMs in capturing and analyzing se-018
mantic changes, providing valuable insights to019
improve computational linguistic applications.020

1 Introduction021

Language, a tool humans acquired throughout evo-022

lution, remains a subject of fascination and inquiry023

across diverse disciplines, including neuroscience,024

psychology, philosophy (Pinker, 2003), and com-025

putational linguistics. Despite this interdisciplinary026

interest, our understanding of language is often027

superficial, with much to uncover regarding its in-028

tricacies (Allan, 2013; Pinker and Bloom, 1990).029

Among the many elements that shape language, a030

central aspect in understanding dynamics in lan-031

guage development is how the semantics of words032

change (Allan, 2013; Pinker and Bloom, 1990).033

This evolution is particularly intriguing in compu-034

tational linguistics, as it impacts applications such035

as automatic translation and chatbots (Camboim de036

Sá et al., 2024). While humans can rapidly adapt to037

changes using a lot of contextual information and038

cognitive processes to grasp the senses of a sen-039

tence or a word, it is complex to provide enough040

cultural knowledge and nuances to machines. Con- 041

sequently, machines lack the tools to adapt to these 042

variations and to perform effective communication 043

(Tahmasebi et al., 2018). Therefore, in many mod- 044

ern Natural Language Processing (NLP) systems, 045

we observe the impacts of semantic change on end 046

users, especially when the task requires deep con- 047

textual dependency (Camboim de Sá et al., 2024). 048

In the context where historical or domain- 049

specific knowledge of meaning is crucial, the 050

Lexical Semantic Change (LSC) field emerged 051

to gain deep understanding of and detect these 052

changes (Tahmasebi et al., 2018). While a signifi- 053

cant body of work explores which words changed 054

in different moments or domains, there is still a 055

need for further comprehension regarding the types 056

and implications of semantic changes in these sys- 057

tems (Hengchen et al., 2021). For instance, in senti- 058

ment analysis, being aware that the term ‘sick’ has 059

acquired a positive connotation could significantly 060

alter the interpretation of a sentence. 061

Theories to comprehend semantic change ex- 062

ist. One prominent typology, proposed by (Trau- 063

gott, 2017), categorizes change into broaden- 064

ing/narrowing (a word gains or loses senses), 065

amelioration/pejoration (a word is perceived 066

more positively/negatively), metaphorization and 067

metonymization (the word is used as a metaphor or 068

metonymy respectively). We illustrate these types 069

of change in Table 1. 070

A child in dirty overalls.
He used a dirty trick to win the competition. pejoration
No other style of hat was acceptable with an evening dress.
He took off his politician’s hat and talked frankly. metaphorization
The diamond is currently set in the crown of the Queen.
The colonies revolted against the crown. metonymization

Table 1: Examples illustrating the characterization of
types of change.

Previous works have only partially covered the 071

typology of semantic change, typically focusing on 072

a few types (Camboim de Sá et al., 2024). How- 073
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ever, recent advancements in Language Models074

(LLMs) have showcased capabilities in executing075

complex linguistic tasks such as inference, associa-076

tion, understanding, and common sense reasoning077

(OpenAI, 2023) via the Chain-of-Thought (Chain-078

of-Thougth (CoT)) technique (Wei et al., 2022).079

These reasoning abilities in LLMs mimic human-080

like processes for establishing connections and re-081

lations in natural language (Dasgupta et al., 2022).082

Rhetorical devices, known for their role in build-083

ing persuasive arguments and reasoning, utilize084

cognitive processes to improve argumentation and085

communication efficiency (Lakoff and Johnson,086

2008). These devices facilitate concise commu-087

nication and also exhibit characteristics related to088

semantic evolution over time. Hence, they have089

been extensively employed by human evaluators to090

compare senses (Kearns, 2006; Steen et al., 2007).091

In this process, evaluators use historical and cul-092

tural knowledge to explain variations in semantic093

change through rhetorical argumentation.094

Moreover, recent studies have found that LLMs095

encode extensive cultural knowledge, including re-096

lationships, associations, and events (Petroni et al.,097

2019), making them suitable for automating the098

characterization of semantic change. Building099

upon this insight, we propose leveraging rhetoric in100

natural language to characterize semantic change101

within the proposed typology by exploring LLMs102

“thought” processes to mimic human cognitive103

reasoning. Following the outlined typology, our104

methodology aims to instruct LLM to utilize rhetor-105

ical devices and characterize change within a com-106

parative framework. Our contributions are:107

• A new approach to semantic change charac-108

terization exploring “reasoning” and rhetoric109

capabilities of LLMs.110

• The proposal of 3 new public datasets for eval-111

uation of semantic change characterization:112

dimension, orientation, and relation.113

The paper is structured as follows: Section 2114

presents related work of the field semantic change115

characterization using LLMs. Section 3 details our116

methodology for prompting models for semantic117

change identification and characterization. Sec-118

tion 4 introduces the experimental settings, includ-119

ing datasets and results. Section 5 discusses insight120

from the method. Finally, Section 7 contains con-121

cluding remarks and outlines future work.122

2 Related Work 123

Most of the papers in semantic change address the 124

problem of identification, i.e., detecting if the mean- 125

ing of a word changed without inferring what type 126

of change occurred. In the context of Language 127

Models (LMs) some authors explore these capabil- 128

ities to track semantic change identification as a 129

sequence-to-sequence problem (Lyu et al., 2022; 130

Giulianelli et al., 2023), by first prompting the 131

model to disambiguate the word in context and 132

then generating a contextualized word representa- 133

tion. 134

In challenges for semantic change identification 135

for Russian and Spanish (Pivovarova and Kutuzov, 136

2021; Zamora-Reina et al., 2022), the best per- 137

forming methodologies were large cross-language 138

models fine-tuned in Word Sense Disambiguation 139

(WSD) for English data to then fit a linear regres- 140

sion over the contextualized embeddings to identify 141

semantic change. Later, LLMs were employed for 142

this task (Wang and Choi, 2023; Periti et al., 2024), 143

but using only few-shot prompt or fine-tuning to 144

the task. 145

Previous works on semantic change characteri- 146

zation relies on extracting word representations for 147

each corpus, and later compare them to capture pos- 148

sible differences in usage (Camboim de Sá et al., 149

2024). In the context of broadening/narrowing 150

Bochkarev et al. (2022) utilize a neural network 151

to determine if a word is employed as a named 152

entity. This approach creates a temporal perspec- 153

tive of a word’s usage and allows them to com- 154

pare occurrences of a word to see whether it has 155

gained new usage in the corpus. For metaphoriza- 156

tion Maudslay and Teufel (2022) fine-tuned with 157

supervision a BERT model to classify contextual- 158

ized words into metaphor and then analyzed differ- 159

ent corpus. Finally, in the amelioration/pejoration 160

context Fonteyn and Manjavacas (2021) measures 161

polarity in the term ‘to death’ by calculating the dis- 162

tance between the word vectors ‘good’ and ‘bad’. 163

Compared to previous works on semantic 164

change, this is the first study to use CoT for this 165

task, with our approach being deeply motivated by 166

linguistic literature. In terms of semantic change 167

characterization, this is the first work that gener- 168

alizes across all types of change (Camboim de Sá 169

et al., 2024), has no dependency on training data, 170

and can be used for every type of relation e.g., 171

metaphor and metonymy. 172

2



3 Methodology173

3.1 Background174

In this paper, we propose a method for automating175

the characterization of semantic change across dif-176

ferent corpora. To this end, we rely on the follow-177

ing set of predominant typologies defined in the lit-178

erature (Traugott, 2017; Juvonen and Koptjevskaja-179

Tamm, 2016):180

• Broadening: gaining a new meaning related181

or not to the previous meaning, such that a182

word represents more concepts, e.g., ‘cloud,’183

a computing infrastructure.184

• Narrowing: restriction of meaning occurs185

when a symbol represents fewer concepts186

than previously, e.g., ‘gay’ which historically187

meant festive or happy, is now predominantly188

used to refer to homosexuality.189

• Amelioration: a word gains a more positive190

sense to the previous sense, nice, ‘foolish, in-191

nocent’ changed to ‘pleasant.’192

• Pejoration: the word is used with a worse193

connotation to the previous usage, stincan,194

‘smell (sweet or bad)’ changed to stink.195

• Metonymization: association between terms,196

e.g., board ‘table’, changed to “people sitting197

around a table, governing body.”198

• Metaphorization: conceptualizing one thing199

in terms of another, e.g., ‘head of the com-200

pany’ the word ‘head’ conceptualizes “com-201

mand or control.”202

We used the same classification of typologies as203

presented by Camboim de Sá et al. (2024), where204

the typologies can be regrouped into three poles,205

namely Dimension, Relation, and Orientation (see206

Figure 1).207

Dimension

Relation

Orientation

Broadening

Narrowing

Metaphorization

Metonymization

Amelioration

Pejoration

Semantic Change

Figure 1: Taxonomy for the poles of Lexical Seman-
tic Change (Traugott, 2017; Juvonen and Koptjevskaja-
Tamm, 2016).

In the dimension pole, we compute the “num- 208

ber of senses” a word can have. This pole is 209

self-complementary as increasing represents broad- 210

ening, and decreasing represents a narrowing of 211

senses. After identifying the number of senses, we 212

can compare the differences between corpora. 213

Metaphorical and metonymical changes are clas- 214

sified under the relation category, as these changes 215

enhance the connection between one sense of a 216

word and its other senses. In this framework, 217

a word’s meaning relies on the link established 218

through either conceptual (abstract relation) or ma- 219

terial (physical association) similarity between con- 220

cepts. We identify which senses are used figura- 221

tively in relation to other senses of the same word. 222

The orientation pole regroups the process of 223

amelioration or pejoration of a meaning. In this 224

pole, words are analyzed according to the contex- 225

tual sentiment captured from each corpus, and then 226

we analyze how the sentiment changes over cor- 227

pora. In this study, we explore only positive, nega- 228

tive, and neutral sentiment values for words. 229

3.2 Rhetorical Arguments as a Pragmatic Tool 230

LLMs have exhibited significant progress in nat- 231

ural language comprehension. This includes rea- 232

soning by analogy (Webb et al., 2022), understand- 233

ing metaphors (Liu et al., 2022), argumentation 234

(Chen et al., 2023), and acquiring cultural knowl- 235

edge (Petroni et al., 2019). Additionally, instruct- 236

ing an LLM to generate a rationale, which is a 237

natural language explanation for its reasoning pro- 238

cess, before providing an answer has been shown 239

to improve performance on many NLP tasks that re- 240

quire logical reasoning (Wei et al., 2022; Kavumba 241

et al., 2023). This rationale generation step is be- 242

lieved to inject more information retrieved from the 243

LLM’s internal knowledge store into the prompt. 244

This enriched prompt allows the LLM to consider 245

a broader range of knowledge during the final 246

decision-making process (Dasgupta et al., 2022). 247

In this paper, we rely on its stored cultural knowl- 248

edge to improve the context for the task and work 249

as an annotator in the framework proposed in the 250

previous subsection. The problem of characterizing 251

LSC, identifying different senses, figurative usage, 252

and feelings, relies on building cognitive relations 253

between other senses that depend on human per- 254

ception and culture (Lakoff and Johnson, 2008). 255

As language is the best tool to explain language 256

(Pinker, 2003), in our approach, we try to mimic 257

this cognitive process (Huang and Chang, 2023), 258
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using the human knowledge contained in LLMs259

and rationales as a means to produce the same as-260

sociations human perform (Dasgupta et al., 2022;261

Strachan et al., 2024).262

Tracking word senses and comparing them is a263

complex task (Kilgarriff, 1997). To address this264

problem, we approach it as a “comparative seman-265

tics” problem, i.e., instead of extracting the mean-266

ing as a final objective, we rely on the idea of relat-267

edness and likeness of meaning to compute LSC.268

Similar to the work of Schlechtweg et al. (2024),269

we compare word occurrences for the characteriza-270

tion problem. However, in DUREL the annotator271

is prompted with two sentences that share a par-272

ticular word and the annotator has to classify the273

level of similarity between contextual senses. In274

our approach, we use an LLM instead of humans275

to annotate the relatedness between words, and we276

reduce it to just ‘identical’ and ‘different’ classes.277

We perform the characterization starting with a278

cognitive semasiological comparative analysis of279

the word meaning (Kilgarriff, 1997), following the280

Cambridge setting (Tang et al., 2013). We first281

provide a context where the word sense could be in-282

ferred (the Gracian approach (Agirre and Edmonds,283

2007)), to then decide via reasoning if the deduced284

senses are different to a class of change (Blank,285

2003).286

This step is done by a LLM that acts like a287

judge/annotator using a special type of CoT (Wei288

et al., 2022) with detailed step-by-step reasoning289

(Mitra et al., 2023) to elicit models ability of word290

sense induction and comparative semantics. Our291

approach exploits rhetorical techniques to produce292

‘cognitive-appealing’ arguments on how the senses293

are different.294

For the first pole, dimension, we created a295

prompt requesting a word sense differentiation,296

where the prompt ask if a word is used in an iden-297

tical or different sense. To perform the sense dif-298

ferentiation, we instruct the model to use zeugma299

(Kearns, 2006) as a cognitive approach to iden-300

tify identical senses. If it can produce a consistent301

zeugma, the senses are identical. Otherwise, it302

should assume the words are different.303

Zeugma is a rhetorical device where a single304

word, typically a verb or an adjective, governs or305

modifies two or more words in a sentence. This306

device creates a clever or unexpected relationship307

between different sentence parts. Zeugma often308

results in a play on words contributing to the overall309

impact of the expression, and it adds a layer of310

complexity or humor to the language used in a 311

sentence and allows us to explore the sense usage 312

difference (Kearns, 2006). For example: 313

(1) "He lost his keys." 314

(2) "He lost his temper." 315

(3) "He lost his keys and his temper." (?) 316

In sentence (3), the word “lost” is used to com- 317

bine both sentences in a related sense to describe 318

both (1) losing physical objects (keys) and (2) los- 319

ing emotional control (temper). This zeugma cre- 320

ates a figurative and compact expression that links 321

two different related meanings of the word ‘lost’ 322

in a single sentence, creating a bad pun (Kearns, 323

2006). This bad pun comes because the second 324

usage of ’lost’ does not preserve the same sense as 325

the first usage, indicating a difference in the mean- 326

ing. In Figure 2, we present part of the prompt 327

employing zeugma for the dimension dataset. In 328

Appendix D, we share the complete prompt for the 329

experiments. 330

Sense Differentiation

[...]. Follow these steps to complete the task:

• Step 1. Describe the meaning of the word in
the first sentence.

• Step 2. Describe the meaning of the word in
the second sentence.

• Step 3. Write a sentence that joins both us-
ing zeugma and the same shared word while
preserving the same sense. If the construction
makes a bad pun, the words have a different
sense.

• Step 4. Based on the previous reasoning, give
your final answer: ’identical’ or ’different.’

[Few-shot examples.]

Figure 2: Prompt for sense differentiation in the dimen-
sion dataset.

This work proposes a computational instruction 331

for figurative language analysis. The instruction is 332

based on a simplified version of the Metaphor Iden- 333

tification Procedure (MIP) (Steen et al., 2007). To 334

distinguish between metaphor and metonymy, the 335

model is tasked with building a relation between 336

the concepts. This relation can be either abstract, 337

suggesting a metaphorical mapping between do- 338

mains (evoking tropes), or material, if a physical 339

association exists between the concepts. 340
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(1) "The main objective of this forthcom-341

ing decision will be preparation for the342

winter."343

(2) "Winter can cause many disruptions344

for public transport."345

(3) "The word ’winter’ in the second346

sentence is associated with its problems,347

such as snow, making it a metonymy."348

The provided examples showcase how simile349

act as a parsing mechanism for the AI model. By350

leveraging similes, the model can reframe figura-351

tive language based on the similarity or association352

it expresses between concepts. In essence, a simile353

acts as a rhetorical device that explicitly compares354

two entities to enhance explanation and detail the355

nature of that comparison. By deciphering the figu-356

rative meaning within context, we aim to guide the357

model towards extracting more information about358

the underlying semantic relationship. This, in turn,359

allows the model to make a more accurate predic-360

tion regarding the type of relation – whether it’s a361

metaphor or metonymy. In Figure 3, we illustrate362

the prompt for obtaining the figurative association363

between word usages.364

Sense Figurativeness

[...]. Follow these steps to complete the task:

• Step 1. Describe the meaning of the word in
the first sentence.

• Step 2. Describe the meaning of the word in
the second sentence.

• Step 3. Compare the usage, determining if
the second is related as a metaphor (where the
word is used in a similar but non-literal sense),
as a metonymy (where the word represents
something closely related to or associated with
it), or unrelated, used with a different sense.

• Step 4. Based on the third step, write the fi-
nal answer, ’metaphor’, ’metonymy’, or ’unre-
lated.’

[Few-shot examples.]

Figure 3: Prompt for figurative sense in the relation
dataset.

For orientation pole, the current state-of-the-365

art sense-level sentiment analysis requires first a366

WSD step, then a sentiment analysis step (Zhang367

et al., 2023). Similar to the previous prompts and368

following the best practice, we instruct the ratio-369

nale to perform a textual sense disambiguation and 370

then differentiate the orientations between these 371

senses (Wiebe and Mihalcea, 2006). To differen- 372

tiate orientation, we use antanagoge to compare 373

senses’ positiveness (or negativeness) and to enrich 374

contextual information on how these senses can be 375

perceived in the training data. 376

Antanagoge is a rhetorical device that involves 377

responding to an accusation or negative point with 378

a counter-argument or positive point. It is used 379

to mitigate the impact of something negative by 380

placing it alongside something positive. We use 381

the common sentence “I’d rather X than Y” as a 382

few-shot demonstration to instruct LLM to get the 383

most probable contextual ordering. In the example 384

below exemplify the usage of antanagoge. 385

(1) "A terrific presentation." 386

(2) "A terrific storm." 387

(3) "I’d rather have an terrific presenta- 388

tion than an terrific storm." 389

Sense Orientation

[...]. Follow this instructions to execute the task:

• Step 1. Describe the meaning of the word in
the first sentence.

• Step 2. Describe the meaning of the word in
the second sentence.

• Step 3. Leverage the rhetorical strategy of an-
tanagoge, contrasting a negative with a positive,
to weigh why one meaning might be more fa-
vorable than the other, or if they stand neutral.

• Step 4. Based on the third step, write the final
answer ’negative’, ’positive’, or ’neutral.’

[Few-shot examples.]

Figure 4: Prompt for sense orientation in the orientation
dataset.

Further optimization can be done as in 390

(Schlechtweg et al., 2024). A graph of occurrences 391

can be build and clusterized to extract senses over 392

time. These clusters allows annotating semantic 393

changes for each sense over time. 394

4 Experiments 395

In this section, we introduce the dataset produced 396

to evaluate our annotation method and measure the 397

quality of our annotations for LSC. 398
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4.1 Dataset for Lexical Semantic Change399

Characterization400

From a semasiological perspective, words’ mean-401

ing could be inferred from the context, for example,402

“He targeted me, after I didn’t agree with his pro-403

posal.” or “The mustache guy, is coming today?”.404

We can deduce the meaning of a word based on405

context and/or knowledge of the original meaning.406

Lexical and Semantic Change (LSC) reflects407

how word meaning evolves. New senses emerge408

when a word is used in a novel, non-standard409

way. Over time, if this usage becomes widespread410

enough, it transitions from creative expression to a411

conventional meaning.412

The ideal approach to LSC detection should413

mimic this human capability. This means employ-414

ing unsupervised learning techniques, where the415

system infers the evolving sense of a word solely416

based on its prior exposure to the language and the417

contextual information within the data. In essence,418

the system learns to identify semantic shifts without419

the need for pre-labeled data (Schlechtweg et al.,420

2020).421

To evaluate our framework, we produce an LSC422

Characterization dataset following the Cambridge423

setting described in (Tang et al., 2013). The dataset424

is composed of pairs of sentences sharing the same425

word (see the example with the word ’lost’ from426

equation (1) and (2)). The first sentence expresses427

one possible usage (e.g., original usage), while the428

second sentence express a different usage. The task429

is to infer how the word’s meaning in each context430

and compare them. We create three new datasets,431

one for each pole of change, where the instance432

pairs present the type of change the LLM should433

characterize in the pipeline.434

In the dimension dataset, we curated the WiC435

data (Pilehvar and Camacho-Collados, 2019) for436

getting a fraction of reliable and high-quality exam-437

ples. The original dataset only classified the word’s438

meaning as related or unrelated. We adapted it ac-439

cording to the DUREL format. For this, the word’s440

meanings are identical if the same meaning is ob-441

served when we merge the sentences (see the ’lost’442

example, equation (3)), i.e., a zeugma can be per-443

formed between the two sentences, relabeling the444

sentences to this.445

We define words as related if they have a direct446

relation (metaphor or metonymy) for their usage,447

if the relation is not direct, we define this senses448

as unrelated. For example, if ‘head’ is used figu-449

ratively in both usages, the ‘head’ to represent the 450

leader of a company and the ‘head’ to represent the 451

mind, we define them as unrelated as there is no 452

direct figurative usage between them. Finally, if not 453

one of the cases above, we set them as unrelated or 454

keep the original annotation. 455

For the relation data, we collected examples 456

from the metaphor detection dataset (Choi et al., 457

2021) to get literal and metaphorical usages and 458

also examples from the literature to increase 459

the evaluation dataset size, the sentences were 460

manually collected using online dictionaries like 461

Linguee1 and Merriam-Webster2 and verified by 462

3 human annotators. To collect metonymies, we 463

similarly used examples in literature (Lakoff and 464

Johnson, 2008) and retrieved sentences from online 465

sources. 466

The orientation data we created by getting sense 467

pairs for the same word where we had the great- 468

est variance from these pairs by analyzing Senti- 469

WordNet (Baccianella et al., 2010). The sentence 470

pairs were obtained from SemCor (Raganato et al., 471

2017) and WordNet (Miller, 1995) depending on 472

how easy it is to infer the sense given the sentence. 473

Additionally, we transform the sentences so that 474

the sentiment of a word cannot be trivially detected 475

from the whole sentence, so the detector needs to 476

comprehend the word-level sentiment. In some 477

cases, we modified the sentence to be negative 478

while the word meaning is positive. 479

Task labels Total
Dimension Identical , Different 260
Relation Metaphor, Metonymy, Unrelated 331

Orientation Positive, Negative , Neutral 262

Table 2: General view of the three datasets created for
Semantic Change Characterization.

In Table 2 we describe the number of instance 480

pairs for each dataset we produced. 481

4.2 Experimental results 482

We compare our approach with two baselines to 483

evaluate how good LLMs and rhetoric devices are 484

for characterizing semantic change. The prompt 485

is based on CoT and a few-shot prompt with no 486

CoT, where all prompts are provided with the same 487

3-shot examples with the correct label and also 488

the dictionary sense. We took a special care to 489

the difference in prompt be only the method and 490

1www.linguee.com
2www.merriam-webster.com
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not inserting ‘hack’ phrases3 to improve model491

performance.492

We selected LLaMA-3 and Phi-3 as the current493

state-of-the-art LLMs for the instruction prompt.494

We sampled the models 5 times for each method495

with temperature τ = 0.7, using the guidance4496

library to control the generated layout. We report497

the mean and standard deviation of the accuracy.498

In Table 3, we present the results for the dimen-499

sion dataset. We can observe that the rhetoric500

method meaningfully improves the accuracy of501

Phi-3 and LLaMA-3-70b over the baselines, while502

for LLaMA-3-8b, the best method is few-shot503

prompt. While the data used for instruction tun-504

ing LLaMA-3 is not publicly released, we believe it505

was fine-tuned in WiC data (Pilehvar and Camacho-506

Collados, 2019), which could explain the improved507

accuracy.508

Method LLaMA-3-8b LLaMA-3-70b Phi-3

Few-Shot .75±.00 .76±.00 .60±.00
CoT .59±.02 .75±.02 .62±.01
Rhetoric (ours) .68±.03 .78±.01 .71±.02

Table 3: Accuracy metrics for the Dimension dataset.

Table 4 shows our results for the relation dataset.509

For both models, the rhetoric method improved sig-510

nificantly over the baselines. With LLaMA-3-70b511

getting the overall best capabilities for recognizing512

figurative usage.513

Method LLaMA-3-8b LLaMA-3-70b Phi-3

Few-Shot .38±.00 .52±.00 .49±.00
CoT .45±.01 .53±.01 .51±.03
Rhetoric (ours) .52±.02 .59±.02 .56±.01

Table 4: Accuracy metrics for the Relation dataset.

In Table 5, the accuracy is tied between few-shot514

and rhetoric for LLaMA-3-8b, while for Phi-3 is 10515

points better. This task is particularly more difficult516

than the rest for LLMs.517

Method LLaMA-3-8b LLaMA-3-70b Phi-3

Few-Shot .37±.00 .36±.00 .30±.00
CoT .34±.03 .35±.00 .30±.02
Rhetoric (ours) .37±.03 .39±.01 .40±.02

Table 5: Accuracy metrics for the Orientation dataset.

In Appendix C we provide a correlation plot518

across models and prompting strategies, we can519

3e.g. "Please think carefully", "Take a deep breath", "This
is important for my career."

4https://github.com/guidance-ai/guidance/

observe that the Rhetorics method generate the low- 520

est correlation between strategies. This evidence 521

points out that the initial bias of the model for infer- 522

ring change in meaning is very different from the 523

current established methods in linguistic literature. 524

5 Discussion 525

In the boxes below, we present some cherry-picked 526

cases of the reasoning approach with rhetoric de- 527

vices. This illustrates how the method can improve 528

over no reasoning. 529

Example #54 cup

• He drank a cup of coffee.

• He borrowed a cup of sugar.

In sentence 1, it is used with the sense of a
container. — In sentence 2, it is used with
the sense of an amount. — "He drank a
cup of sugar." Both sentences use ’cup’ with
different meanings.

A: different
530

In the example above the CoT and rhetorics 531

method inference ‘cup’ in the second sentence is 532

used for “an amount”, instead of “a container”. 533

However, the rhetorics method differs by generat- 534

ing a zeugma that helps make clear why the senses 535

don’t work, as drinking a cup of sugar sounds ab- 536

surd. 537

Example #9 battle

• During the course of this battle, four
Canadian soldiers were wounded.

• I call on him not to let the battle of hier-
archies within the directorates-general
prevent this from being implemented.

In the first sentence, ’battle’ is used literally,
referring to a fight or conflict. — In the sec-
ond sentence, ’battle’ is used metaphorically
to represent a struggle or conflict between
different groups or factions. — The word
’battle’ is related to the first sentence as a
metaphor.

A: metaphor
538

For the figurative prompt, the Phi-3 model en- 539

riched the prompt with a reasonable inference 540

for the second sentence, with this information 541
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the model could correctly relate the senses as a542

metaphorical variation.543

Example #167 salt

• She was salty because of what hap-
pened yesterday.

• She salts her lectures with jokes.

In sentence 1, ’salty’ is used to describe
someone who is angry or upset. — In sen-
tence 2, ’salts’ is used to describe the act
of adding flavor to something, in this case,
a lecture. — I’d rather have a lecture with
jokes than be angry or upset. The second
sense is more positive.

A: positive
544

The orientation prompt forces an order between545

the senses, making comparing non-trivial percep-546

tions of good and bad feasible. In the example547

above, the model is instructed to use antanagoge548

and then impersonate a preference over both sce-549

narios; this allows it to correctly classify the second550

sense as more positive.551

The illustrative examples demonstrate that552

LLMs can retrieve stored cultural knowledge and553

enrich prompts, allowing in-context learning to uti-554

lize more information for decision-making. How-555

ever, in some cases, they fail to correctly manip-556

ulate senses to produce zeugma, and sometimes557

the conclusions are inconsistent with the reasoning.558

We have detailed these failure cases in Appendix A.559

This observation aligns with well-documented560

phenomena: LLMs can hallucinate and generate561

incorrect reasoning even if they arrive at the correct562

answer (Ye and Durrett, 2022). Other failure cases563

may involve the leakage of evaluation data and the564

confusion of generalization with memorization, as565

it is difficult to verify whether an LLM-generated566

figurative usage explanation is novel or directly567

derived from training data.568

Meaning is a fundamental open question in NLP.569

While LLMs can often replicate human-like be-570

havior by relying heavily on form, they struggle571

with simpler tasks that require basic understanding572

of meaning (Berglund et al., 2023). Understand-573

ing how models deal with meaning in controlled574

settings (such as comparing a word with itself) is575

crucial for enabling models to generalize beyond576

mere form.577

While rhetorical devices are standard tools in578

linguistics, our understanding of their cognitive and 579

psychological effectiveness is still evolving. By 580

using LLMs, we can better test theories and explore 581

how humans relate meanings through language, 582

further advancing our understanding in this area. 583

6 Limitations 584

Our sentences were carefully selected to enable 585

a concrete understanding of the word’s meaning 586

in the context; if the method is applied in under- 587

contextualized sentences, it can result in wrong 588

sense disambiguation, leading to a bad overall per- 589

formance. We evaluated our approach on LLMs op- 590

timized for English; while the methodology applies 591

to other languages, the quality of characterization 592

may differ. LLMs can hallucinate on generating 593

explanations, so the generated rationale may not re- 594

flect the correct cognitive likeness between senses 595

even when it correctly characterizes the change. 596

7 Conclusion 597

In this paper, we exploited the vast amount of cul- 598

tural knowledge in LLMs to relate and characterize 599

the word’s meaning change for different contexts. 600

Hereafter, we experimentally observed that rhetoric 601

devices can help LLMs to mimic human meaning 602

associations, enabling semantic change characteri- 603

zation. 604

LLMs has many rhetoric examples in its train- 605

ing data, which are not trivially detected. In future 606

works, we expect to explore in depth if LLMs can 607

produce new rhetoric associations or if it’s just 608

reproducing its training data, this task can be inves- 609

tigate through non conventionalized metaphor or 610

circumstantial metonymy. 611

Another important aspect to investigate is how to 612

better prompt language model for figurative reason- 613

ing if it can perform better by providing all forms of 614

metaphors (instrumentality, container, etc.) (Lakoff 615

and Johnson, 2008) and metonymies (part-whole, 616

cause-effect, etc.) (Lakoff and Johnson, 2008) as 617

examples. We also expect to extend the DUREL 618

approach to automatize the characterization of se- 619

mantic change. 620
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A Negative Examples850

In this section, we present some examples where851

the model failed to produce the correct form or to852

give an answer over the correctly produced reason-853

ing.854

A.1 Dimension855

Below are some examples of dimension data:856

Example #44 come

• Come out of the closet!

• He came singing down the road.

In sentence 1 it is used with the sense of emerge. —
In sentence 2 it is used with the sense of move in
a certain direction. — "He came out of the closet
singing." The word ’come’ doesn’t make a bad pun,
but it has different senses. It is still different.

A: different
857

In the example above, the zeugma was not cor-858

rectly constructed, and it ignored the instruction,859

which only makes sense if it makes a bad pun.860

Example #67 do

• All you ever do is surf the Internet.

• A ’B’ grade doesn’t suffice to get me into med-
ical school.

In sentence 1 it is used with the sense of an action. —
In sentence 2 is used with the sense of to suffice, to
be enough. — "A’ B’ grade does not suffice for me
to do what I want." The word ’do’ makes a bad pun,
so is different.

A: different
861

In the example above, it failed to build a zeugma862

using both contexts, even though the answer is863

correct.864

A.2 Orientation865

Below are some examples of orientation data.866

Example #67 do

• He do not resent they supervision or person ’s
sometimes tiring sympathy.

• The group exhibit more concern over the pos-
sibility of the abolitionist make a martyr of
person than it do over the development of sym-
pathy for he.

In the first sentence, ’sympathy’ is used in a negative
context, indicating annoyance or irritation. — In the
second sentence, ’sympathy’ is used to express un-
derstanding or concern. — Expressing understanding
or concern (second sentence) is more positive than
feeling annoyed or irritated.

A: positive
867

While the answer was correct, in the example 868

above, the model didn’t use antithesis for ordering 869

senses. 870

B Inference Settings 871

Given hardware constraints, we used the gguf ver- 872

sion of the models with llama.cpp5 library. In the 873

Phi-3 (mini version), we used the 4k context with 874

fp16 quantization. LLaMA-3-8b we used 8bit quan- 875

tization and LLaMA-3-70b, 2bit quantization. All 876

model weights were obtained from HuggingFace6. 877

We did all the experiments on a Tesla V100 with 878

32GB RAM. The inference for all the models and 879

prompts took less than four days. 880

C Correlation Across Prompt Strategies 881

and Models 882

In this section, we present the correlation plot be- 883

tween judgments across different models and dif- 884

ferent prompts. 885

phi-3 llama-3-8b llama-3-70b
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70

b

1 0.011 0.0069

0.011 1 0.077

0.0069 0.077 1

dimension

phi-3 llama-3-8b llama-3-70b

1 0.028 -0.034

0.028 1 -0.095

-0.034 -0.095 1

relation

phi-3 llama-3-8b llama-3-70b

1 -0.062 -0.16

-0.062 1 -0.006

-0.16 -0.006 1

orientation
few-shot

Figure 5: Correlation for Few-shot prompting.

In Figure 10 we observe that few-shot and CoT 886

approaches are highly correlated. 887

5https://github.com/ggerganov/llama.cpp
6https://huggingface.co/models
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0.024 1 0.0093

-0.055 0.0093 1
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Figure 6: Correlation for CoT prompting across models.
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-0.027 1 -0.048

0.061 -0.048 1

dimension
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orientation
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Figure 7: Correlation for Rhetorics prompting across
models.

D Detailed Prompts888

In the figures below, we show the detailed prompt889

for each type of characterization.890

E Annotation891

To obtain sentiment labels for the orientation data892

we relied on human annotation from volunteer stu-893

dents from a University in Europe where students894

have different backgrounds and different native lan-895

guage but English is used as the main language in896

their studies. The annotations were anonymously897

collected.898

We first provided the annotators with the agree-899

ment terms: “This is a study on sentiment percep-900

tion of polysemous words. This data will be freely901

available for research purposes. Inside you’ll be902

asked to rate how the feeling varies for a word903

in different sentences. Your answers will be com-904

pletely anonymous. COMPANY will not collect905

your personal data through this questionnaire and906

will not be able to identify you based on your an-907

swers. For more information about COMPANY’s908

privacy notice please visit our webpage at: URL”909

Then we presented a training screen in Figure 14.910

We prompted the annotators for sentiment analy-911

sis with screen Figure 15.912

F Ai Assistants In Research Or Writing913

As our native language is not English, we used AI914

assistants like Grammarly, ChatGPT, and Gemini915

to improve vocabulary, grammar, and readability of916

this documents and the prompts. We also checked917

all generated text for inconsistencies with the origi-918

nal intent and fixed them properly when identified.919
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0.3 0.47 1
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Figure 8: Correlation for Phi-3 model across strategies.
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1 0.097 -0.053

0.097 1 0.3
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Figure 9: Correlation for LlaMA-3-8b model across
strategies.
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Figure 10: Correlation for LlaMA-3-70b model across
strategies.

Sense Differentiation

You are presented with two sentences that both con-
tain a specific word. Your task is to analyze how this
word is used in each sentence and determine if its us-
age in the second sentence represents the same sense
with respect to its use in the first sentence. Follow
these steps to complete the task:

• Step 1. Describe the meaning of the word in
the first sentence.

• Step 2. Describe the meaning of the word in
the second sentence.

• Step 3. Write a sentence that joins both sen-
tences using zeugma and the same shared word
while preserving the same sense. If the con-
struction make a bad pun, the words have dif-
ferent sense.

• Step 4. Based on the previous reasoning give
your final answer: ’identical’ or ’different.’

[Few-shot examples.]

Figure 11: Prompt for sense differentiation in the di-
mension dataset. The model is instructed to perform a
zeugma association between senses to reason if it has a
identical or different sense
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Sense Figurativeness

You are presented with two sentences that both con-
tain a specific word. Your task is to analyze how this
word is used in each sentence and determine if its us-
age in the second sentence represents a metaphor or a
metonymy with respect to its use in the first sentence.
Follow these steps to complete the task:

• Step 1. Describe the meaning of the word in
the first sentence.

• Step 2. Describe the meaning of the word in
the second sentence.

• Step 3. Compare the uses, determining if the
second is related as a metaphor (where the
word is used in a similar but non-literal sense),
as a metonymy (where the word represents
something closely related to or associated with
it), or unrelated, used with a different sense.

• Step 4. Based on the third reasoning, write
the final answer, ’metaphor’, ’metonymy’, or
’unrelated.’

[Few-shot examples.]

Figure 12: Prompt for figurative sense in the relation
dataset. The model is instructed to relate the meanings
by association or similarity.

Sense Orientation

You will be provided with two sentences that share
a common word used with different senses. Your
task is to describe if the second sense for the word is
more positive then the first. Follow this instructions
to execute the task:

• Step 1. Describe the meaning of the word in
the first sentence.

• Step 2. Describe the meaning of the word in
the second sentence.

• Step 3. Leverage the rhetorical strategy of an-
tithesis, contrasting a negative with a positive,
to weigh why one meaning might be more fa-
vorable than the other, or if they stand neutral.

• Step 4. Based on the third reasoning, write the
final answer ’negative’, ’positive’, or ’neutral.’

[Few-shot examples.]

Figure 13: Prompt for sense orientation in the orienta-
tion dataset. By using antithesis the model should order
the senses polarity using ‘personal preference’ argumen-
tation.

Figure 14: Training screen

Figure 15: Annotation screen for sentiments.
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