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Abstract

Recent advancements in Larger-Scale Transformers have significantly benefited1

from sophisticated attention mechanisms, which are critical for modeling long-2

context sequences. However, the computational and memory demands of conven-3

tional attention mask computations, typically scaling with an O(𝑁2) complexity4

where 𝑁 is the sequence length, pose significant challenges. This paper intro-5

duces FlashMask, a simple yet effective Exact attention algorithm designed to6

substantially reduce both the computational complexity and memory requirements7

of attention computations. By adopting a novel column-wise sparse representation8

of attention masks, FlashMask achieves a linear memory complexity of O(𝑁) and9

computational complexity of O(𝑁) ∼ O(𝑁2). We assess the performance of Flash-10

Mask in a variety of masking scenarios, including causal and customized attention11

masks, demonstrating its versatility and robustness across a wide range of attention12

patterns and models. Our empirical analysis encompasses a variety of downstream13

training modalities, including Supervised Fine-Tuning (SFT), Direct Preference14

Optimization (DPO), and Reward Model (RM). We compare FlashMask against15

state-of-the-art techniques, including notably FlashAttention [1]. In kernel-level16

assessments, FlashMask achieves substantial computational speedups, up to 6.7x17

(SFT), 6.9x (DPO), and 8.3x (RM). Furthermore, in end-to-end training, FlashMask18

consistently enhances training speed significantly, with accelerations up to 2.4x19

(SFT), 4.2x (LoRA), 2.5x (DPO), and 2.6x (RM) across these varied scenarios20

without sacrificing model accuracy. Additionally, when implemented in the LoRA21

scenario, FlashMask enables the LLaMA2-7B to process sequence lengths of up to22

544k, significantly enhancing its capability for long-context input.23

1 Introduction24

Transformers [2] , equipped with self-attention mechanisms, have revolutionized natural language25

processing (NLP) by efficiently modeling data dependencies without the limitations of sequential26

processing. This makes them ideal for handling long sequences. Large Language Models (LLMs),27

which utilize training paradigms such as Supervised Fine-Tuning (SFT) [3, 4] and Reinforcement28

Learning from Human Feedback (RLHF) [5, 6], critically rely on selective attention management29

through masks. Effective mask management is essential to focus selectively on pertinent data30

segments, optimizing both performance and computational efficiency.31

However, the conventional attention mechanism in Transformers entails a quadratic increase in32

computational and memory demands O(𝑁2), where 𝑁 denotes the sequence length. This exponential33

growth presents substantial challenges as models scale to sequence lengths ranging from 128K to34

1M in advanced systems like GPT-4 [7], Claude [8], and Gemini [9], necessitating more efficient35

computational approaches. As sequence lengths extend, the memory load for masked attention36

Submitted to 38th Conference on Neural Information Processing Systems (NeurIPS 2024). Do not distribute.



computations also grows quadratically, adversely affecting computational speed and the ability to37

manage various mask configurations across different tasks. Current methodologies often resort to38

approximate sparse attention strategies [10, 11, 12], which unfortunately trade off precision for39

computational efficiency, underscoring an essential gap in achieving high precision with reduced40

computational costs.41

This paper introduces FlashMask, a novel approach utilizing a sparse mask representation to accelerate42

attention computations in transformers, effectively addressing both computational and memory scala-43

bility issues. Unlike previous methods that compromise accuracy for efficiency, FlashMask provides44

precise computations without sacrificing accuracy, ensuring high fidelity in attention mechanisms.45

The contributions of this work include:46

• Exact Computation. FlashMask uniquely ensures precise attention computations across varying47

sequence lengths and tasks. It employs a unique column-wise sparse mask representation, denoted48

by FlashMaskStart (FMS) and FlashMaskEnd (FME), to precisely mask specific rows within49

columns, ensuring computational efficiency and accuracy.50

• Long Context Modeling. FlashMask significantly reduces computational and memory demands,51

enabling efficient processing of extended sequences critical for deploying LLMs in resource-limited52

settings.53

• Efficient Mask Computation. FlashMask leverages strategic sparse masking to increase compu-54

tational throughput, thereby improving processing speeds and broadening the practical utility of55

LLMs in diverse real-world scenarios.56

• Extensive Empirical Validation. Empirical studies validate FlashMask’s efficiency in computation57

and storage. Its practical application in real-world scenarios and integration with existing frame-58

works underscore its potential impact. Moreover, a comprehensive comparison with state-of-the-art59

methods like FlashAttention-DenseMask, FlashAttention-Varlen highlights FlashMask’s efficiency60

and versatility.61

2 Background62

The attention mechanism has revolutionized data handling in NLP by mimicking human selective63

focus, allowing neural networks to prioritize parts of the input data. This addresses limitations64

of traditional sequence-to-sequence models, enhancing context awareness in long sequences. The65

Transformer model by Vaswani et al. [2] implements this mechanism centrally, using multiple parallel66

attention heads instead of recurrent layers, thus improving efficiency and performance.67

2.1 Attention Computation68

Central to the Transformer architecture is the attention mechanism, which computes relevance69

scores between elements in a sequence to focus more on important aspects and less on others. This70

mechanism can be expressed as:71

Attention𝑚𝑎𝑠𝑘 (𝑄, 𝐾,𝑉) = softmax
(
𝑄𝐾𝑇

√
𝑑𝑘
+ 𝑀

)
𝑉, (1)

where 𝑄, 𝐾, 𝑉 , and 𝑀 represent the query, key, value, and mask matrices respectively, derived72

from the input data, and 𝑑𝑘 is the dimension of keys. The term 𝑀 incorporates constraints to73

selectively consider certain parts of the input sequence during attention computation, enabling74

functionality like masking future tokens in sequence-to-sequence modeling. One inherent challenge75

with attention is its computational and memory complexity, both of which scale quadratically with76

the length of the input sequence. Processing long sequences presents significant challenges, which77

are exacerbated in the downstream pipeline of training large language models (LLMs). Different78

training stages, such as Supervised Fine-Tuning (SFT/LoRA [3, 4, 13, 14, 15]), Direct Preference79

Optimization (DPO) [16, 17, 18, 19, 20], Reward Model (RM) [5, 21, 22, 23, 24], and Proximal80

Policy Optimization (PPO) [25, 6], place diverse demands on the attention mask.81

2.2 Masking Variable-Length Sequences82

The advent of large transformer-based models has marked substantial progression in handling83

increased sequence lengths in natural language processing. Previously, models like BERT [26] and84
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GPT-2 [27] were limited to sequences of approximately 512 tokens, whereas more recent adaptations85

such as the LLaMA [28, 29, 30], GPT-4 [7] and Claude series [8] stretched these limits to encompass86

2K to 200K tokens, respectively. Innovations from Google’s Gemini [9] have further shifted this87

boundary, managing up to 1M tokens. Enhanced sequence management within these models employs88

various masking techniques in the attention matrix, adapting to the length and diversity of input89

sequences. Techniques such as the use of padding operations are illustrated in Figure 1(a), which help90

maintain efficiency by allowing uniform processing of diverse input lengths through padding masks.91

However, conventional padding can lead to inefficiencies due to the diverse sequence lengths typically92

found in training data, often following a long-tail distribution. This issue is adeptly addressed by93

dynamic token allocation technologies like InToken [31, 3, 32, 33, 34], which optimize computational94

resources by adjusting the token count based on actual data needs, significantly improving the training95

efficiency for datasets with various sequence lengths in Figure 1(b)(c).96

(a) (b) (c) (d)
Figure 1: Common patterns of attention masks. (a) Padded masks from single-sequence inputs in
unidirectional (uni-) attention. (b) InToken masks from grouping several masks with different lengths
in uni-attention. (c) InToken masks in bidirectional (bidi-) attention. (d) Question and Answering
Masks in uni-attention.

Despite having extensive text-handling capabilities, the meticulous design of masking configurations97

remains crucial for specific training scenarios. The illustrated scenarios in Figure 1(d) and Figure 298

depict various specialized masking mechanisms employed to enhance model training efficiency and99

applicability. Figure 1(d) illustrates a scenario involving DPO/RM with two or more answers, where100

each answer’s tokens have visibility to the tokens of the question, and tokens from different answers101

are not visible to each other. Multi-shot and in-context learning scenarios facilitated by extended102

attention spans in configurations like Figure 2(a) are becoming prevalent, which allows the final103

question in a series to receive comprehensive attention, enhancing contextual understanding [35,104

36]. Furthermore, hybrid masking forms combining features from different methodologies are105

demonstrated in Figure 2(b). These incorporate sink tokens [37] and a sliding window mask from the106

Big Bird [38], facilitating a localized yet extensive context capture. Figure 2(c) is also derived from107

Big Bird, showing a bi-directional global attention mask, which allows for a comprehensive global108

context capture. Such innovative approaches in masking not only bolster the efficiency of training109

large transformer models but also pave the way for advanced explorations into the capabilities of110

attention mechanisms, such as simulating token eviction during inference as depicted in Figure 2(d).111

These advancements underscore the dynamic and adaptable nature of transformer technology in112

accommodating varying training needs and enhancing the overall performance of LLMs.113

2.3 Attention Optimization Techniques114

As aforementioned in Equation 1, the computational and memory demands of this mechanism,115

particularly the computation of 𝑄𝐾𝑇 , become significant as the sequence length 𝑁 increases. This116

is due to the size of the resultant attention scores matrix, which scales quadratically with the117

sequence length, leading to a complexity of O(𝑁2). Several related works has been proposed to118

alleviate the issue. In the realm of model training optimizations, Memory Efficient Attention [39]119

(MEA) and FlashAttention [1] have been pivotal. MEA focuses on reducing the model’s memory120

demands by altering the self-attention mechanisms. This allows either for the use of larger models121

or for the extension of maximum sequence lengths within existing hardware constraints. On the122
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(a) (b) (c) (d)
Figure 2: Extended patterns of attention masks. (a) In-context learning formatted multi-shot masks in
uni-attention. (b) Sink + Slidewindow masks in uni-attention. (c) Global masks in bidi-attention. (d)
Customized masks in uni-attention.

other hand, FlashAttention enhances the efficiency of attention mechanisms with IO-Awareness to123

better utilize contemporary GPU architectures, resulting in faster computations and reduced energy124

consumption. This method reduces memory overhead to O(𝑁) utilizing tiling techniques during125

the computation process, making it particularly effective in scenarios without the need for a custom126

mask. However, for specific training contexts requiring custom masking, the memory overhead127

with FlashAttention remains O(𝑁2). Note that, in typical training setups like unidirectional causal128

attention or bidirectional full-context attention, the default mode of operation with FlashAttention129

does not involve passing a custom mask.130

During the inference stage, optimizations such as FlashDecoding [40] and FlashDecoding++ [41]131

play crucial roles. FlashDecoding enhances the decoder in transformers to expedite the generation of132

sequences by optimizing state management and employing techniques that minimize computational133

waste. FlashDecoding++ further advances these improvements, incorporating sophisticated dynamic134

batching and more refined state management to significantly boost throughput and reduce latency.135

Concerning long sequence training, RingAttention [42] is notable for its efficiency in distributed136

training contexts, managing communication overhead and memory utilization effectively across137

multiple nodes.138

Another class of study targets on the sparsity/low-rank of attention computation. The Sparse Trans-139

former [10] revolutionizes sequence processing with log-linear complexity. Similarly, Reformer [43]140

optimizes memory via locality-sensitive hashing, while Big Bird [38] introduces a hybrid attention141

method to manage longer sequences efficiently. Linformer [44] reduces complexity using low-rank142

approximations, significantly economizing computation and storage requirements. Both of the pre-143

viously discussed solutions either compromise precision or yield only marginal enhancements in144

efficiency. Conversely, our proposed FlashMask is capable of delivering an exact computations.145

3 FlashMask: Algorithm and Analysis146

In this section, we present the critical design of the column-wise sparse mask representation, imple-147

mentation of the mask computation kernel, and a complexity analysis of the proposed FlashMask.148

3.1 Column-wise Sparse Mask Representation149

We introduce FlashMask, a column-wise sparse masking technique, represented using FMS,FME ∈150

R𝑁 (the row index of Flash Mask Start and Flash Mask End), where FMS𝑐,FME𝑐 denote that151

elements in the 𝑐-th column of the attention score matrix S = QK𝑇 within the interval [FMS𝑐,FME𝑐)152

are masked (set to −∞). As shown in Fig. 2(a), FMS = [4, 4, 4, 4, 10, 10, 10, 10, 10, 10], FME =153

[7, 7, 7, 7, 10, 10, 10, 10, 10, 10] indicates that, for the first column, the 4-th to 6-th rows are masked.154

3.2 Integration with FlashAttention155

Unidirectional (causal) attention, commonly utilized in large language models, incorporates Flash-156

Mask within the FlashAttention-2 algorithm, as detailed in Algorithm 1. This paper elaborates the157

implementation of FlashMask using the lower triangular section of the mask for illustration, where158

the blue section represents the computation by the dense mask method (for comparison and not159
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Algorithm 1 Optimized Forward Pass with FlashMask
Require: Matrices Q,K,V ∈ R𝑁×𝑑 in HBM, block sizes 𝐵𝑐 , 𝐵𝑟 , dense mask D ∈ R𝑁×𝑁 , column-wise sparse

mask starting rows FMS ∈ R𝑁 , ending rows FME ∈ R𝑁 .
1: Divide Q into 𝑇𝑟 =

⌈
𝑁
𝐵𝑟

⌉
blocks Q1, . . . ,Q𝑇𝑟 of size 𝐵𝑟 × 𝑑 each, and divide K,V in to 𝑇𝑐 =

⌈
𝑁
𝐵𝑐

⌉
blocks

K1, . . . ,K𝑇𝑐 and V1, . . . ,V𝑇𝑐 , of size 𝐵𝑐 × 𝑑 each.
2: Divide the output O ∈ R𝑁×𝑑 into 𝑇𝑟 blocks O𝑖 , . . . ,O𝑇𝑟 of size 𝐵𝑟 × 𝑑 each, and divide the logsumexp 𝐿

into 𝑇𝑟 blocks 𝐿𝑖 , . . . , 𝐿𝑇𝑟 of size 𝐵𝑟 each.
3: Divide D into 𝑇𝑟 × 𝑇𝑐 blocks D1,1, ...,D𝑇𝑟 ,𝑇𝑐 .
4: Divide FMS into 𝑇𝑐 blocks FMS1, ...,FMS𝑇𝑐 , and divide FME into FME1, ...,FME𝑇𝑐 .
5: Precompute the max value maxFMS1, ...,maxFMS𝑇𝑐 for each FMS1, ...,FMS𝑇𝑐 , write to HBM.
6: Precompute the max value maxFME1, ...,maxFME𝑇𝑐 for each FME1, ...,FME𝑇𝑐 , write to HBM.
7: Precompute the min value minFMS1, ...,minFMS𝑇𝑐 for each FMS1, ...,FMS𝑇𝑐 , write to HBM.
8: Precompute the min value minFME1, ...,minFME𝑇𝑐 for each FME1, ...,FME𝑇𝑐 , write to HBM.
9: for 1 ≤ 𝑖 ≤ 𝑇𝑟 do

10: Load Q𝑖 from HBM to on-chip SRAM.
11: On chip, initialize O(0)

𝑖
= (0)𝐵𝑟×𝑑 ∈ R𝐵𝑟×𝑑 , ℓ (0)

𝑖
= (0)𝐵𝑟

∈ R𝐵𝑟 , 𝑚
(0)
𝑖

= (−∞)𝐵𝑟
∈ R𝐵𝑟 .

12: for 1 ≤ 𝑗 ≤ 𝑇𝑐 do
13: if 𝑖 × 𝐵𝑟 ≥ maxFMS 𝑗 and (𝑖 + 1) × 𝐵𝑟 ≤ minFME 𝑗 then
14: Continue
15: end if
16: Load K 𝑗 ,V 𝑗 from HBM to on-chip SRAM.
17: Load FMS 𝑗 from HBM to on-chip SRAM.
18: Load FME 𝑗 from HBM to on-chip SRAM.

19: On chip, compute S( 𝑗 )
𝑖

= Q𝑖K𝑇
𝑗
∈ R𝐵𝑟×𝐵𝑐 .

20: On chip, set S( 𝑗 )
𝑖

= S( 𝑗 )
𝑖
+ D𝑖, 𝑗

21: if (𝑖 + 1) × 𝐵𝑟 ≥ minFMS 𝑗 and 𝑖 × 𝐵𝑟 ≤ maxFME 𝑗 then
22: On chip, set S( 𝑗 )

𝑖
[𝑥] [𝑦] = −∞,∀𝑥, 𝑦, such that FMS 𝑗 [𝑦] ≤ 𝑖 × 𝐵𝑟 + 𝑥 ≤ FME 𝑗 [𝑦]

23: end if
24: On chip, compute 𝑚 ( 𝑗 )

𝑖
= max(𝑚 ( 𝑗−1)

𝑖
, rowmax(S( 𝑗 )

𝑖
)) ∈ R𝐵𝑟 , P̃( 𝑗 )

𝑖
= exp(S( 𝑗 )

𝑖
− 𝑚 ( 𝑗 )

𝑖
) ∈

R𝐵𝑟×𝐵𝑐 (pointwise), ℓ ( 𝑗 )
𝑖

= 𝑒𝑚
𝑗−1
𝑖
−𝑚( 𝑗)

𝑖 ℓ
( 𝑗−1)
𝑖

+ rowsum(P̃( 𝑗 )
𝑖
) ∈ R𝐵𝑟 .

25: On chip, compute O( 𝑗 )
𝑖

= diag(𝑒𝑚
( 𝑗−1)
𝑖

−𝑚( 𝑗)
𝑖 )−1O( 𝑗−1)

𝑖
+ P̃( 𝑗 )

𝑖
V 𝑗 .

26: end for
27: On chip, compute O𝑖 = diag(ℓ (𝑇𝑐 )

𝑖
)−1O(𝑇𝑐 )

𝑖
.

28: On chip, compute 𝐿𝑖 = 𝑚
(𝑇𝑐 )
𝑖
+ log(ℓ (𝑇𝑐 )

𝑖
).

29: Write O𝑖 to HBM as the 𝑖-th block of O.
30: Write 𝐿𝑖 to HBM as the 𝑖-th block of 𝐿.
31: end for
32: Return the output O and the logsumexp 𝐿.

present in FlashMask) and the red section indicates the FlashMask computation. FlashAttention160

Forward involves two nested loops; the outer loop iterates over each block Q𝑖 of Q, and the inner161

loop iterates over all blocks K 𝑗 of K and V 𝑗 of V. In the inner loop, S( 𝑗 )
𝑖

= QK𝑇 is computed on162

SRAM. Once S( 𝑗 )
𝑖

is generated, the corresponding dense mask is added as a bias (shown in line 20 of163

Algorithm 1), whereas FlashMask applies the column-wise sparse mask by setting elements beyond164

FMS𝑐 but not exceeding FME𝑐 to −∞ (as shown in lines 21 to 23 of Algorithm 1).165

FlashMask further exploits the block computation feature of FlashAttention-2 to reduce computation.166

If all elements within a block are masked, the block’s computation, including matrix multiplication167

and softmax operations, can be skipped. A block defined by rows [𝑟0, 𝑟1) and columns [𝑐0, 𝑐1) is168

skipped if 𝑟0 ≥ max(FMS𝑐0:𝑐1 ) and 𝑟1 ≤ min(FME𝑐0:𝑐1 ). Considering that mask regions often169

exhibit continuity, most blocks are either completely masked or not at all, with only boundary blocks170

requiring fine-grained masking. A block is completely unmasked if every coordinate (𝑟, 𝑐) satisfies171

𝑟 < FMS𝑐 or 𝑟 ≥ FME𝑐, thus skipping fine-grained masking and avoiding extra masking overhead.172

To avoid redundant computations in the FlashAttention-2 compute loop, we precompute173

max(FME𝑐0:𝑐1 ) and min(FME𝑐0:𝑐1 ) for each block before the execution loop using a kernel. This174

computation has a complexity of O(𝑁) and can be easily distributed over 𝑇𝑐 =

⌈
𝑁
𝐵𝑐

⌉
thread blocks. A175
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parallel reduction operation within each thread block then computes the maximum and minimum176

values, yielding 𝑇𝑐 values. The additional space complexity introduced here is O(𝑇𝑐). Similar177

computations are made for max(FMS𝑐0:𝑐1 ), min(FMS𝑐0:𝑐1 ),.178

The backward computation in FlashAttention-2, which is typically column-parallel, benefits more179

from the column sparse mask approach. Blocks for which
⌊max(FMS𝑐0:𝑐1 )

𝐵𝑟

⌋
< 𝑖 <

⌊min(FME𝑐0:𝑐1 )
𝐵𝑟

⌋
are180

fully masked, allowing skipping of these intervals directly. Only blocks satisfying
⌊min(FMS𝑐0:𝑐1 )

𝐵𝑟

⌋
≤181

𝑖 ≤
⌊max(FME𝑐0:𝑐1 )

𝐵𝑟

⌋
require fine-grained masking.182

It is important to note that unlike various approximate attention algorithms, our method ensures183

that each effective element of the attention score matrix is computed identically to FlashAttention-2,184

with masked elements explicitly set to −∞, thus maintaining the accuracy of the algorithm’s results.185

Futhermore, FlashMask is easily extendable to bidirectional attention computations.186

3.3 Complexity Analysis187

We define sparsity as 𝜌 =
𝑝

𝑁 2 , where 𝑝 is the number of masked elements in the attention score matrix,188

and 𝑁 is the maximum sequence length of Q and K, 𝑁2 being the total number of elements in the189

attention score matrix. For a causal mask, 𝜌 =
2×𝑝
𝑁2 since half of the elements in the attention score190

matrix are already masked by the causal mask. The block sparsity 𝛼 is defined as 𝛼 = 𝑎⌈
𝑁
𝐵𝑟

⌉
×
⌈

𝑁
𝐵𝑐

⌉ ,191

where 𝐵𝑟 , 𝐵𝑐 are block sizes, and 𝑎 is the number of completely masked blocks. For a causal mask,192

𝛼 = 2×𝑎⌈
𝑁
𝐵𝑟

⌉
×
⌈

𝑁
𝐵𝑐

⌉ .193

Space complexity. The dense mask is represented as D ∈ R𝑁×𝑁 , with a space complexity of O(𝑁2).194

FlashMask denotes as FMS,FME ∈ R𝑁 , occupying O(𝑁) space, along with four precomputed195

arrays maxFMS,minFMS,maxFME,minFME ∈ R
⌈

𝑁
𝐵𝑐

⌉
, also occupying O(𝑁) space. Thus, the196

total space complexity for FlashMask is O(𝑁), significantly reducing memory usage and supporting197

training on longer sequences.198

Memory access complexity. The dense mask accesses the entire D ∈ R𝑁×𝑁 matrix in line 20 of199

Algorithm 1, totaling 𝑁2 memory accesses on HBM. FlashMask reads the FMS,FME ∈ R𝑁 vectors200

from HBM as shown in lines 17 and 18 of Algorithm 1, with each Q𝑖 reading the entire FMS,FME,201

totaling 2×𝑇𝑟 ×𝑁 memory accesses. This reduces the memory access to approximately 2×𝑇𝑟×𝑁
𝑁2 ≈ 2

𝐵𝑟
,202

significantly boosting performance. Due to FlashMask’s smaller space usage, it is possible to preload203

FMS,FME into SRAM using only 2 × 𝐵𝑐 SRAM, enhancing memory access efficiency. For the204

backward process, which uses a column-parallel approach, SRAM-stored FMS,FME can be well205

reused, further reducing the total memory access on HBM to 2 × 𝑁 .206

Computational complexity. The attention computation process normally iterates over the entire207

attention score matrix, with a computational complexity of O(𝑁2). By skipping entirely masked208

blocks, FlashMask leverages block sparsity to reduce computational complexity to O((1 − 𝛼)𝑁2).209

4 Experiments210

4.1 Setup211

Experiments were conducted using GPU A800-SXM 80G, Intel(R) Xeon(R) Platinum 8350C CPUs,212

CUDA 12.0, and driver version 525.125.06. We evaluated FlashMask against various methods213

including Vanilla Attention, FlashAttention with dense mask (FA-DenseMask), variable length (FA-214

Varlen), and sliding window (FA-Window) across different scenarios and sequence lengths. Both215

kernel-level and end-to-end performance demonstrated the effectiveness of our method.216

4.2 Data Construction217

As mentioned in the Background section, commercial large models now support sequences up to218

128K in length. FlashMask, with its lower memory overhead, can facilitate training with even longer219
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Figure 3: Comparison of Kernel Latency Based on Varying Sequence Lengths. FlashMask achieves
substantial computational speedups, up to 6.7x (SFT), 6.9x (DPO), and 8.3x (RM).

contexts. However, currently available public datasets do not contain training data for scenarios220

exceeding 128K. For comprehensive testing of FlashMask, we constructed synthetic data to simulate221

long-sequence training.222

For a given sequence length 𝐿, sequences were generated by mimicking InToken method with several223

sub-sequences. Randomly selecting 𝑠 ∈ [1, 10] split points uniformly within the range (0, 𝐿), the224

sequence was divided into 𝑠 sub-sequences. The segment from the last split point to the end of the225

sequence was considered as Padding. For the RM scenario, shorter sequence lengths used a smaller226

upper limit on the number of splits: 𝑠 ∈ [1, 3] for 𝐿 ∈ (0, 4096] and 𝑠 ∈ [1, 4] for 𝐿 ∈ (4096, 8192].227

By discarding samples not meeting size requirements, we ensure each sub-sequence length was228

at least 128 (SFT, LoRA, DPO) or 512 (RM) and padding not exceeding 128 (SFT, LoRA, DPO)229

or 512 (RM). Suppose one sub-sequence with length 𝐿′ was further divided into a query and 𝑘230

answers based on the scenario. The length of each answer was randomly determined from the231

range [ 0.1𝐿′
1+0.1×𝑘 ,

0.2𝐿′
1+0.2×𝑘 ], making the answer lengths approximately [0.1, 0.2] of the query length.232

Therefore, the query length was equal to 𝐿′ minus the total answer lengths. A total of 240 valid233

samples per given sequence length 𝐿 were collected and binned into 10 categories by sparsity 𝜌, as234

shown in Appendix A.2.235
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Figure 4: Top: Comparison of Kernel Latency while Varying Window Size. Bottom: Comparison of
Kernel Latency while Varying Input Sparsity.

4.3 Kernel Experiments236

We conducted tests with batch sizes of 1, 2, and 4 using Vanilla Attention, FA-DenseMask, and237

FlashMask. Each experiment began with 5 warm-up runs followed by 50 measurements, totaling 55238

runs with kernel latency as the performance metric. Additional comparisons were made with FA-239

Varlen in the SFT scenario. Results for batch size 1 are shown in Figure 3 (results for batch sizes 2 and240
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Figure 5: Comparison of End-to-End Training Throughput on Synthetic Dataset.

4 can be found in Appendix A.3). FlashMask demonstrated significant latency advantages across all241

lengths, up to 8.3-fold time saving compared to FA-DenseMask. Vanilla Attention was significantly242

more time-consuming and exceeded memory limits at lengths greater than 32K. The closest competitor243

to FlashMask, FA-Varlen, exhibited higher latencies as sequence lengths increased. Similar trends244

were observed in the DPO and RM scenarios, with FlashMask significantly outperforming FA-245

DenseMask and Vanilla Attention, especially in the RM scenario where higher sparsity levels246

further enhanced FlashMask’s effectiveness. Performance benefits from varying sparsity levels247

were also quantified, with FlashMask showing linear negative correlation with increasing sparsity,248

demonstrating efficient utilization of sample sparsity for acceleration. FlashMask’s capability to249

perform sliding window attention was further tested against FA-Window with window sizes of 256,250

512, 1024, 2048, 4096, and 8192, as shown in Figure 4 Top. FlashMask matched FA-Window in251

latency across sequence lengths of 8K, 16K, and 32K, showing comparable delay performances at252

increasing window sizes.253

4.4 End-to-End Experiments254

The end-to-end performance1 of the model was tested using synthetic datasets across three scales of the255

LLaMA2 model and four downstream scenarios (SFT, LoRA, DPO, RM) at various sequence lengths,256

measuring throughput in average Tokens/Sec/GPU. Each sequence length of 240 valid samples was257

trained for one epoch, with results presented in Figure 5. In the SFT scenario, FlashMask showed a258

clear throughput advantage over FA-DenseMask and Vanilla Attention, performing comparably to FA-259

Varlen. As sequence lengths increased, the throughput advantage of FlashMask over FA-DenseMask260

and Vanilla Attention also enhanced, even enabling the completion of longer sequence tasks within the261

same computational resources. In LoRA, DPO, and RM scenarios, FlashMask consistently showed262

significant advantages. Notably, in the LoRA scenario at the LLaMA2-7B, FlashMask achieved a263

4.16x throughput improvement over FA-DenseMask, supporting sequence lengths up to 544K. It’s264

important to note that FA-Varlen was unable to support the DPO and RM scenarios with the answers265

sharing one question, whereas FlashMask was capable of handling various scenarios including DPO266

and RM.267

Additional experiments were conducted on the open-source dataset LongBench [45], comparing the268

end-to-end performance of FA-DenseMask, FA-Varlen, and FlashMask at sequence lengths of 16K,269

32K, and 64K. The performance improvements were consistent with those observed in the synthetic270

dataset. The detailed results are presented in Appendix A.3. Memory usage during the experiments271

was also recorded, showing significant reductions for FlashMask compared to FA-DenseMask, with272

detailed results presented in Appendix A.3.273

1To simplify the tuning of hyperparameters, we standardize the global batch size to 16, with a batch size of 1
per device. Additional training hyperparameters are detailed in Table 1
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5 Discussion274

Several key topics emerge that are crucial for comprehending the full scope and implications of275

FlashMask. These include the rationale behind the design choices, adaptations for supporting276

bidirectional and other custom masks, and the necessity as well as limits of the current approach.277

Necessity and Scope of the Study. The substantial advancement rendered by FlashMask in improving278

attention mask computation is a significant evolution over the current FlashAttention framework.279

Notably, FlashMask addresses and significantly mitigates the limitations observed with FlashAttention280

in handling conventional and custom mask computations. This enhancement not only broadens the281

applicative reach of FlashAttention but also signifies a key shift in efficiency metrics critical for282

Transformer architectures. More importantly, the flexibility of FlashMask extends beyond the283

proprietary boundaries of FlashAttention, offering potential benefits to a wider range of Transformer-284

based models. By facilitating more efficient computation of the attention mechanism, FlashMask285

enables innovations in processing vast datasets and complex models, thereby improving performances286

across varied applications in the LLM field. This cross-model adaptability confirms the robustness287

and utility of FlashMask as a universally applicable enhancement tool within and potentially outside288

the Transformer architecture spectrum, promising substantial gains in computational efficiency and289

model scalability.290

Bidirectional and Custom Masks. In the exploration of attention mechanisms, the introduction of291

FlashMask as discussed in this study offers a significant leap in computational efficiency, particularly292

for masking processes in unidirectional attention mechanisms. By extending this approach to293

bidirectional networks through the simple addition of vectors indicating the start and end indices294

of the mask, FlashMask transcends conventional computational bounds, casting itself not just as295

a sparse attention methodology, but as a versatile computational paradigm. Its adaptability across296

various custom masking tasks and ability to effectively manage diverse types of mask combinations297

underscores its potential to greatly enhance the efficiency of attention computations. Moreover, the298

inherent sparsity of the attention mask during inference provides a robust justification for employing299

FlashMask, indicating its utility and effectiveness in practical applications. This paradigm shift300

highlights the importance of developing scalable and efficient computational strategies in the evolving301

landscape of transformer architectures, suggesting that future research should continue to leverage302

these innovations to tackle increasing computational demands.303

Limitations and Future Directions. While FlashMask demonstrates impressive performance in304

handling long-context sequences, it is observed that the computational cost of training Transformers305

increases more than linearly as the sequence length grows—not only due to the computation of306

masked attention but also because of the extensive use of other operators. This scenario highlights the307

inevitable need for leveraging or integrating distributed computing strategies or further algorithmic308

enhancements to elevate training efficiency. Such advancements could be practical in managing309

the computationally intensive tasks involved in processing extended contexts efficiently. As a part310

of future research directions, exploring synergistic solutions that combine the strengths of both311

algorithmic innovation (like FlashMask) and distributed system designs stands as a promising venture.312

This approach is anticipated to address scalability challenges and could set the stage for breakthroughs313

in handling unprecedentedly large data sets and complex model architectures.314

6 Conclusion315

In this paper, we introduced FlashMask, a groundbreaking attention computation paradigm designed316

to tackle the high computational and memory demands inherent in conventional attention mechanisms317

in large-scale transformers. By implementing a novel column-wise sparse representation of attention318

masks, FlashMask substantially reduces the memory and computational complexity from quadratic to319

linear with the sequence length, thereby enhancing processing speeds and efficiency. Our algorithm320

demonstrates versatility across various masking scenarios and retains robust performance in different321

training pipelines. Extensive empirical analysis confirms that FlashMask accelerates computational322

speed significantly, achieving up to 8.3x speedup in common modalities comparable to state-of-the-art323

methods like FlashAttention. This advancement marks a significant leap forward in the design of324

attention computation, offering the potential for broader applications and setting a new benchmark in325

the efficiency of processing long-context sequences.326
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A Appendix / supplemental material445

A.1 Algorithm Details446

The detail implementation of FlashMask Backward Pass is presented in Algorithm 2. We do447

precomputations of max and min values of FMS and FME similar to the Forward Pass. Then the448

FMS 𝑗 and FME 𝑗 can be loaded to SRAM outside the inner loop (line 14-15), reducing the HBM449

accesses to 2 × 𝑁 . Then, we do inner loop on 𝑄𝑖 (line 16), computing the two valid parts and450

bypassing the masked part 𝑖 ∈ (
⌊

maxFMS 𝑗

𝐵𝑟

⌋
,

⌊
minFME 𝑗

𝐵𝑟

⌋
).451

Algorithm 2 Optimized Backward Pass with FlashMask
Require: Matrices Q,K,V,O, dO ∈ R𝑁×𝑑 in HBM, vector 𝐿 ∈ R𝑁 in HBM, block sizes 𝐵𝑐 , 𝐵𝑟 , dense bias

mask 𝐷 ∈ R𝑁×𝑁 , column-wise sparse mask starting rows FMS ∈ R𝑁 , ending rows FME ∈ R𝑁 .
1: Divide Q into 𝑇𝑟 =

⌈
𝑁
𝐵𝑟

⌉
blocks Q1, . . . ,Q𝑇𝑟 of size 𝐵𝑟 × 𝑑 each, and divide K,V in to 𝑇𝑐 =

⌈
𝑁
𝐵𝑐

⌉
blocks

K1, . . . ,K𝑇𝑐 and V1, . . . ,V𝑇𝑐 , of size 𝐵𝑐 × 𝑑 each.
2: Divide O into 𝑇𝑟 blocks O𝑖 , . . . ,O𝑇𝑟 of size 𝐵𝑟 × 𝑑 each, divide dO into 𝑇𝑟 blocks dO𝑖 , . . . , dO𝑇𝑟 of size
𝐵𝑟 × 𝑑 each, and divide 𝐿 into 𝑇𝑟 blocks 𝐿𝑖 , . . . , 𝐿𝑇𝑟 of size 𝐵𝑟 each.

3: Initialize dQ = (0)𝑁×𝑑 in HBM and divide it into 𝑇𝑟 blocks dQ1, . . . , dQ𝑇𝑟 of size 𝐵𝑟 × 𝑑 each. Divide
dK, dV ∈ R𝑁×𝑑 in to 𝑇𝑐 blocks dK1, . . . , dK𝑇𝑐 and dV1, . . . , dV𝑇𝑐 , of size 𝐵𝑐 × 𝑑 each.

4: Divide the dense mask D into 𝑇𝑟 × 𝑇𝑐 blocks D1,1, ...,D𝑇𝑟 ,𝑇𝑐
5: Divide FMS into 𝑇𝑐 blocks FMS1, ...,FMS𝑇𝑐 , and divide FME into FME1, ...,FME𝑇𝑐 .
6: Precompute the max value maxFMS1, ...,maxFMS𝑇𝑐 for each FMS1, ...,FMS𝑇𝑐 , write to HBM.
7: Precompute the max value maxFME1, ...,maxFME𝑇𝑐 for each FME1, ...,FME𝑇𝑐 , write to HBM.
8: Precompute the min value minFMS1, ...,minFMS𝑇𝑐 for each FMS1, ...,FMS𝑇𝑐 , write to HBM.
9: Precompute the min value minFME1, ...,minFME𝑇𝑐 for each FME1, ...,FME𝑇𝑐 , write to HBM.

10: Compute 𝐷 = rowsum(dO ◦O) ∈ R𝑑 (pointwise multiply), write 𝐷 to HBM and divide it into 𝑇𝑟 blocks
𝐷1, . . . , 𝐷𝑇𝑟 of size 𝐵𝑟 each.

11: for 1 ≤ 𝑗 ≤ 𝑇𝑐 do
12: Load K 𝑗 ,V 𝑗 from HBM to on-chip SRAM.
13: Initialize dK 𝑗 = (0)𝐵𝑐×𝑑 , dV 𝑗 = (0)𝐵𝑐×𝑑 on SRAM.
14: Load FMS 𝑗 from HBM to on-chip SRAM.
15: Load FME 𝑗 from HBM to on-chip SRAM.

16: for 1 ≤ 𝑖 ≤
⌊maxFMS 𝑗

𝐵𝑟

⌋
𝑎𝑛𝑑

⌊minFME 𝑗

𝐵𝑟

⌋
≤ 𝑖 ≤ 𝑇𝑟 do

17: Load Q𝑖 ,O𝑖 , dO𝑖 , dQ𝑖 , 𝐿𝑖 , 𝐷𝑖 from HBM to on-chip SRAM.
18: On chip, compute S( 𝑗 )

𝑖
= Q𝑖K𝑇

𝑗
∈ R𝐵𝑟×𝐵𝑐 .

19: On chip, set S( 𝑗 )
𝑖

= S( 𝑗 )
𝑖
+ 𝐷𝑖, 𝑗

20: if
⌊maxFME 𝑗

𝐵𝑟

⌋
≤ 𝑖 ≤

⌊minFMS 𝑗

𝐵𝑟

⌋
then

21: On chip, set S( 𝑗 )
𝑖
[𝑥] [𝑦] = −∞, for every 𝑖 ∗ 𝐵𝑟 + 𝑥 ≥ 𝑀 𝑗 [𝑦].

22: end if
23: On chip, compute P( 𝑗 )

𝑖
= exp(S𝑖 𝑗 − 𝐿𝑖) ∈ R𝐵𝑟×𝐵𝑐 .

24: On chip, compute dV 𝑗 ← dV 𝑗 + (P( 𝑗 )𝑖
)⊤dO𝑖 ∈ R𝐵𝑐×𝑑 .

25: On chip, compute dP( 𝑗 )
𝑖

= dO𝑖V⊤𝑗 ∈ R
𝐵𝑟×𝐵𝑐 .

26: On chip, compute dS( 𝑗 )
𝑖

= P( 𝑗 )
𝑖
◦ (dP( 𝑗 )

𝑖
− 𝐷𝑖) ∈ R𝐵𝑟×𝐵𝑐 .

27: Load dQ𝑖 from HBM to SRAM, then on chip, update dQ𝑖 ← dQ𝑖 + dS( 𝑗 )
𝑖

K 𝑗 ∈ R𝐵𝑟×𝑑 , and write
back to HBM.

28: On chip, compute dK 𝑗 ← dK 𝑗 + dS( 𝑗 )
𝑖

⊤
Q𝑖 ∈ R𝐵𝑐×𝑑 .

29: end for
30: Write dK 𝑗 , dV 𝑗 to HBM.
31: end for
32: Return dQ, dK, dV.

A.2 Supplementary Experimental Details452

All end-to-end training and testing in this paper were conducted on 4 servers, each equipped with 32453

NVIDIA A800-SXM 80G GPUs. We comprehensively evaluated the performance of the LLaMA2454
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model across three different parameter scales, four downstream task scenarios, and various sequence455

lengths. Given the diversity of experimental combinations and the specific distributed parallel456

strategies required by models, in varying parameter scales, the primary goal of the experiments is457

not to achieve optimal end-to-end training performance but to demonstrate the effectiveness of the458

FlashMask method. Therefore, to ensure consistency, we set the following hyperparameters in Table 1459

with the same hardware configuration.460

Table 1: Training Hyperparameters for Various Scales of LLaMA2 Models.

Model LLaMA2-7B LLaMA2-13B LLaMA2-70B
Global Batch Size 16 16 16
Gradient Accumulation Step 2 4 16

Sharding Stage1 Degree 8 4 1
Tensor Parallel Degree 4 4 8
PipeLine Parallel Degree 1 2 4
Sequence Parallel Degree ✓ ✓ ✓

To verify the representativeness of our synthetic dataset, sparsity distribution histograms of synthetic461

dataset are presented in Figure 6. Then we use InToken method with max sequence length of 16K,462

32K, 64K, and 128K on the open-source dataset LongBench, and compute the distribution histograms,463

presented in Figure 7. Note that many long sentences are truncated for max sequence length 16K,464

and 32K. Results indicate that the sparsity distributions of LongBench dataset and synthetic dataset465

are similar.466
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Figure 6: Sparsity Distribution of Synthetic Dataset.
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Figure 7: Sparsity Distribution of LongBench Dataset.

A.3 Full Experiment Results467

Kernel experiments are also conducted on batch sizes 4, and 8. FA-Varlen is excluded by default.468

Results are presented in Figure 8 and 9. The trends are identical to Figure 3 in Section 4.3, except469

memory exhaustion occurred with less sequence length, especially for FA-DenseMask and Vanilla470

Attention which require 𝑂 (𝑁2) memory to launch.471
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Figure 8: Kernel Latency Comparison with Varying the Length of Sequence.(Batch Size = 4)
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Figure 9: Kernel Latency Comparison with Varying the Length of Sequence. (Batch Size = 8)

We evaluate the effectiveness of FlashMask on the open-source dataset LongBench. The throughput of472

LoRA fine-tuning for LLaMA2-7B are shown in Figure 10. FlashMask performed close to FA-Varlen,473

showcasing 4.12x faster than FA-DenseMask, proving that FlashMask can deliver significant training474

accelerations in generalized real-world scenarios.475
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Figure 10: Comparison of End-to-End Training Throughput on LongBench Dataset.

Figure 11 presents the GPU memory consumption in End-to-End training. FlashMask showed linear476

memory consumption with increasing sequence length, far less than FA-DenseMask. Therefore,477

FlashMask supports training with much longer sequences in memory limits of 80G.478
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Figure 11: Comparison of End-to-End Training GPU Memory.
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Answer: [Yes]483
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Guidelines:485

• The answer NA means that the abstract and introduction do not include the claims486

made in the paper.487

• The abstract and/or introduction should clearly state the claims made, including the488

contributions made in the paper and important assumptions and limitations. A No or489
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much the results can be expected to generalize to other settings.492
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Answer: [Yes]497
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violations of these assumptions (e.g., independence assumptions, noiseless settings,504

model well-specification, asymptotic approximations only holding locally). The authors505

should reflect on how these assumptions might be violated in practice and what the506

implications would be.507
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and how they scale with dataset size.517

• If applicable, the authors should discuss possible limitations of their approach to518
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• While the authors might fear that complete honesty about limitations might be used by520

reviewers as grounds for rejection, a worse outcome might be that reviewers discover521

limitations that aren’t acknowledged in the paper. The authors should use their best522

judgment and recognize that individual actions in favor of transparency play an impor-523

tant role in developing norms that preserve the integrity of the community. Reviewers524

will be specifically instructed to not penalize honesty concerning limitations.525
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Question: For each theoretical result, does the paper provide the full set of assumptions and527

a complete (and correct) proof?528

Answer: [Yes]529
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Justification: In sec 3.3 Complexity Analysis530
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• The answer NA means that the paper does not include theoretical results.532

• All the theorems, formulas, and proofs in the paper should be numbered and cross-533

referenced.534

• All assumptions should be clearly stated or referenced in the statement of any theorems.535

• The proofs can either appear in the main paper or the supplemental material, but if536

they appear in the supplemental material, the authors are encouraged to provide a short537

proof sketch to provide intuition.538

• Inversely, any informal proof provided in the core of the paper should be complemented539

by formal proofs provided in appendix or supplemental material.540

• Theorems and Lemmas that the proof relies upon should be properly referenced.541

4. Experimental Result Reproducibility542

Question: Does the paper fully disclose all the information needed to reproduce the main ex-543

perimental results of the paper to the extent that it affects the main claims and/or conclusions544

of the paper (regardless of whether the code and data are provided or not)?545

Answer: [Yes]546

Justification: The source code will be public available and can reproduce the results accord-547

ing README.548
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• The answer NA means that the paper does not include experiments.550

• If the paper includes experiments, a No answer to this question will not be perceived551

well by the reviewers: Making the paper reproducible is important, regardless of552

whether the code and data are provided or not.553

• If the contribution is a dataset and/or model, the authors should describe the steps taken554

to make their results reproducible or verifiable.555

• Depending on the contribution, reproducibility can be accomplished in various ways.556

For example, if the contribution is a novel architecture, describing the architecture fully557

might suffice, or if the contribution is a specific model and empirical evaluation, it may558

be necessary to either make it possible for others to replicate the model with the same559

dataset, or provide access to the model. In general. releasing code and data is often560

one good way to accomplish this, but reproducibility can also be provided via detailed561

instructions for how to replicate the results, access to a hosted model (e.g., in the case562

of a large language model), releasing of a model checkpoint, or other means that are563

appropriate to the research performed.564

• While NeurIPS does not require releasing code, the conference does require all submis-565

sions to provide some reasonable avenue for reproducibility, which may depend on the566

nature of the contribution. For example567

(a) If the contribution is primarily a new algorithm, the paper should make it clear how568

to reproduce that algorithm.569

(b) If the contribution is primarily a new model architecture, the paper should describe570

the architecture clearly and fully.571

(c) If the contribution is a new model (e.g., a large language model), then there should572

either be a way to access this model for reproducing the results or a way to reproduce573

the model (e.g., with an open-source dataset or instructions for how to construct574

the dataset).575

(d) We recognize that reproducibility may be tricky in some cases, in which case576

authors are welcome to describe the particular way they provide for reproducibility.577

In the case of closed-source models, it may be that access to the model is limited in578

some way (e.g., to registered users), but it should be possible for other researchers579

to have some path to reproducing or verifying the results.580

5. Open access to data and code581

Question: Does the paper provide open access to the data and code, with sufficient instruc-582

tions to faithfully reproduce the main experimental results, as described in supplemental583

material?584
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reproduce the results. See the NeurIPS code and data submission guidelines (https:596

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.597

• The authors should provide instructions on data access and preparation, including how598

to access the raw data, preprocessed data, intermediate data, and generated data, etc.599

• The authors should provide scripts to reproduce all experimental results for the new600

proposed method and baselines. If only a subset of experiments are reproducible, they601

should state which ones are omitted from the script and why.602

• At submission time, to preserve anonymity, the authors should release anonymized603

versions (if applicable).604

• Providing as much information as possible in supplemental material (appended to the605

paper) is recommended, but including URLs to data and code is permitted.606
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parameters, how they were chosen, type of optimizer, etc.) necessary to understand the609

results?610

Answer: [Yes]611
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• The answer NA means that the paper does not include experiments.614
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that is necessary to appreciate the results and make sense of them.616

• The full details can be provided either with the code, in appendix, or as supplemental617

material.618
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Question: Does the paper report error bars suitably and correctly defined or other appropriate620
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Answer: [Yes]622
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• The answer NA means that the paper does not include experiments.625

• The authors should answer "Yes" if the results are accompanied by error bars, confi-626

dence intervals, or statistical significance tests, at least for the experiments that support627

the main claims of the paper.628
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run with given experimental conditions).631
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• It is OK to report 1-sigma error bars, but one should state it. The authors should637
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Guidelines:665

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.666

• If the authors answer No, they should explain the special circumstances that require a667

deviation from the Code of Ethics.668

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-669

eration due to laws or regulations in their jurisdiction).670

10. Broader Impacts671

Question: Does the paper discuss both potential positive societal impacts and negative672

societal impacts of the work performed?673

Answer: [NA]674

Justification: There is no societal impact of the work performed.675

Guidelines:676

• The answer NA means that there is no societal impact of the work performed.677

• If the authors answer NA or No, they should explain why their work has no societal678

impact or why the paper does not address societal impact.679

• Examples of negative societal impacts include potential malicious or unintended uses680

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations681

(e.g., deployment of technologies that could make decisions that unfairly impact specific682

groups), privacy considerations, and security considerations.683

• The conference expects that many papers will be foundational research and not tied684

to particular applications, let alone deployments. However, if there is a direct path to685

any negative applications, the authors should point it out. For example, it is legitimate686

to point out that an improvement in the quality of generative models could be used to687
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generate deepfakes for disinformation. On the other hand, it is not needed to point out688

that a generic algorithm for optimizing neural networks could enable people to train689

models that generate Deepfakes faster.690

• The authors should consider possible harms that could arise when the technology is691

being used as intended and functioning correctly, harms that could arise when the692

technology is being used as intended but gives incorrect results, and harms following693

from (intentional or unintentional) misuse of the technology.694

• If there are negative societal impacts, the authors could also discuss possible mitigation695

strategies (e.g., gated release of models, providing defenses in addition to attacks,696

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from697

feedback over time, improving the efficiency and accessibility of ML).698

11. Safeguards699

Question: Does the paper describe safeguards that have been put in place for responsible700

release of data or models that have a high risk for misuse (e.g., pretrained language models,701

image generators, or scraped datasets)?702

Answer: [NA]703

Justification: The paper poses no such risks.704

Guidelines:705

• The answer NA means that the paper poses no such risks.706

• Released models that have a high risk for misuse or dual-use should be released with707

necessary safeguards to allow for controlled use of the model, for example by requiring708

that users adhere to usage guidelines or restrictions to access the model or implementing709

safety filters.710

• Datasets that have been scraped from the Internet could pose safety risks. The authors711

should describe how they avoided releasing unsafe images.712

• We recognize that providing effective safeguards is challenging, and many papers do713

not require this, but we encourage authors to take this into account and make a best714

faith effort.715

12. Licenses for existing assets716

Question: Are the creators or original owners of assets (e.g., code, data, models), used in717

the paper, properly credited and are the license and terms of use explicitly mentioned and718

properly respected?719

Answer: [Yes]720

Justification: CC BY-NC-ND 4.0721

Guidelines:722

• The answer NA means that the paper does not use existing assets.723

• The authors should cite the original paper that produced the code package or dataset.724

• The authors should state which version of the asset is used and, if possible, include a725

URL.726

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.727

• For scraped data from a particular source (e.g., website), the copyright and terms of728

service of that source should be provided.729

• If assets are released, the license, copyright information, and terms of use in the730

package should be provided. For popular datasets, paperswithcode.com/datasets731

has curated licenses for some datasets. Their licensing guide can help determine the732

license of a dataset.733

• For existing datasets that are re-packaged, both the original license and the license of734

the derived asset (if it has changed) should be provided.735

• If this information is not available online, the authors are encouraged to reach out to736

the asset’s creators.737

13. New Assets738

Question: Are new assets introduced in the paper well documented and is the documentation739

provided alongside the assets?740
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Answer: [NA]741

Justification: The paper does not release new assets.742

Guidelines:743

• The answer NA means that the paper does not release new assets.744

• Researchers should communicate the details of the dataset/code/model as part of their745

submissions via structured templates. This includes details about training, license,746

limitations, etc.747

• The paper should discuss whether and how consent was obtained from people whose748

asset is used.749

• At submission time, remember to anonymize your assets (if applicable). You can either750

create an anonymized URL or include an anonymized zip file.751

14. Crowdsourcing and Research with Human Subjects752

Question: For crowdsourcing experiments and research with human subjects, does the paper753

include the full text of instructions given to participants and screenshots, if applicable, as754

well as details about compensation (if any)?755

Answer: [NA]756

Justification: The paper does not involve crowdsourcing nor research with human subjects.757

Guidelines:758

• The answer NA means that the paper does not involve crowdsourcing nor research with759

human subjects.760

• Including this information in the supplemental material is fine, but if the main contribu-761

tion of the paper involves human subjects, then as much detail as possible should be762

included in the main paper.763

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,764

or other labor should be paid at least the minimum wage in the country of the data765

collector.766

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human767

Subjects768

Question: Does the paper describe potential risks incurred by study participants, whether769

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)770

approvals (or an equivalent approval/review based on the requirements of your country or771

institution) were obtained?772

Answer: [NA]773

Justification: The paper does not involve crowdsourcing nor research with human subjects.774

Guidelines:775

• The answer NA means that the paper does not involve crowdsourcing nor research with776

human subjects.777

• Depending on the country in which research is conducted, IRB approval (or equivalent)778

may be required for any human subjects research. If you obtained IRB approval, you779

should clearly state this in the paper.780

• We recognize that the procedures for this may vary significantly between institutions781

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the782

guidelines for their institution.783

• For initial submissions, do not include any information that would break anonymity (if784

applicable), such as the institution conducting the review.785
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