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Abstract

In this work, we take a first step towards design-001
ing summarization systems that are faithful to002
the author’s intent, not only the semantic con-003
tent of the article. Focusing on a case study of004
preserving political perspectives in news sum-005
marization, we find that existing approaches006
alter the political opinions and stances of news007
articles in more than 50% of summaries, mis-008
representing the intent and perspectives of the009
news authors. We thus propose P3SUM, a dif-010
fusion model-based summarization approach011
controlled by political perspective classifiers.012
In P3SUM, the political leaning of a generated013
summary is iteratively evaluated at each de-014
coding step, and any drift from the article’s015
original stance incurs a loss back-propagated016
to the embedding layers, steering the political017
stance of the summary at inference time. Ex-018
tensive experiments on three news summariza-019
tion datasets demonstrate that P3SUM outper-020
forms state-of-the-art summarization systems021
and large language models by up to 11.4% in022
terms of the success rate of stance preserva-023
tion, with competitive performance on standard024
metrics of summarization quality. Our find-025
ings present a first analysis of preservation of026
pragmatic features in summarization, highlight027
the lacunae in existing summarization models—028
that even state-of-the-art models often struggle029
to preserve author’s intents—and develop new030
summarization systems that are more faithful031
to author’s perspectives.032

1 Introduction033

What constitutes a faithful summary? In addition to034

preserving factual consistency—the focus of much035

prior work (Kryscinski et al., 2020; Goyal and036

Durrett, 2020; Wang et al., 2020a; Pagnoni et al.,037

2021; Feng et al., 2023a; Tam et al., 2023)—a good038

summarization system should preserve the writer’s039

voice—the style, intent, and points of view con-040

veyed by the authors. However, such subtle prag-041

matic cues are harder to extract and control for by042

existing models (Borji, 2023), and it remains under- 043

explored whether existing summarization systems 044

generate summaries that are faithful to the opinions 045

and perspectives of the authors. Moreover, though 046

language models (LMs) have been widely applied 047

to many summarization tasks, they inevitably con- 048

tain political biases and such biases could further 049

impact downstream tasks (Feng et al., 2023b). So 050

we hypothesize that summarization systems built 051

on top of LLMs would propagate biases further, 052

but not necessarily align them with stances in the 053

source text. Specifically in the task of summariza- 054

tion, instead of “de-biasing” and generating only 055

neutral summaries, we argue that a good summa- 056

rization system should preserve the perspectives of 057

the authors in generated news summaries. 058

To this end, we first evaluate to what extent sum- 059

marization systems and LLMs preserve political 060

stances in generated summaries, by employing a 061

state-of-the-art political perspective evaluator (Liu 062

et al., 2022d) to quantify the gap between stances 063

in news articles and summaries. (§2) We identify 064

that existing summarization systems and LLMs do 065

alter opinions and perspectives in the original doc- 066

ument, resulting in shifting stances in more than 067

50% of summaries, with around 25% drifting to the 068

partisan extremes (Figure 1). This highlights a new, 069

underexplored concern with current LLMs as they 070

fail to preserve the intents and perspectives of the 071

authors of news documents during summarization, 072

potentially misinforming the readers. 073

To address this issue, we propose P3SUM, a sum- 074

marization model aiming to Preserve the Political 075

Perspectives of news articles. (§3) P3SUM em- 076

ploys a non-autoregressive diffusion language 077

model with modular control capabilities to steer the 078

generated summary towards the same perspective 079

of the news article. Specifically, we first fine-tune 080

a diffusion language model (Mahabadi et al., 2023; 081

Han et al., 2023b,a) on summarization data. During 082

inference, the generated summary is evaluated by a 083
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Figure 1: Changes in political stances between the sum-
mary and the article. The political perspective classifier
produces left, center, or right labels for each text se-
quence. Left (or Right) indicates a shift in summary
stance towards left (or right) by 2 units while Lean Left
(Or Lean Right) indicates a shift by 1 unit. No change in-
dicates that there is no difference in the political leaning
of the summary and the context. Our study shows that
existing approaches alter the stances of news articles
in more than 50% of cases across both datasets.

political stance classifier (Liu et al., 2022d) at each084

step, compared to the target stance in the source085

document while summary generation is steered to-086

wards the target stance. Our primary motivation087

to use diffusion models is that they allow us to088

(1) apply the stance classifier on the whole sum-089

mary at each decoding step, rather than on a prefix090

generated autoregressively (Kumar et al., 2022b),091

and (2) seamlessly incorporate various pretrained092

classifiers without adaptation, to carefully steer093

generation process. Thus, as an inference-time094

approach based on diffusion models and control-095

lable text generation (Kumar et al., 2021; Li et al.,096

2022a; Han et al., 2023a,b; Mahabadi et al., 2023;097

Austin et al., 2021; Strudel et al., 2022; Dieleman098

et al., 2022), P3SUM alleviates the need for addi-099

tional training or pretraining, handles news articles100

from different ideological stances, and is compati-101

ble with future classifiers of author perspectives.102

Extensive experiments on three news datasets103

demonstrate that P3SUM greatly outperforms base-104

lines in preserving the political stances of news105

articles while maintaining good summarization106

utility. Specifically, P3SUM is at least 13.7%,107

2.9%, and 1.6% better in perspective preserva-108

tion on CNN/DM (Nallapati et al., 2016), XSUM109

(Narayan et al., 2018), and POLITICS (Liu et al.,110

2022d), outperforming popular summarization sys-111

tems (Raffel et al., 2020; Liu et al., 2022b; Zhang112

et al., 2020) and large language models (Touvron113

et al., 2023; Penedo et al., 2023; Chiang et al.,114

2023). In addition, P3SUM obtains ROUGE scores115

CHANGE CNN/DM XSUM

Left 20.6 5.0
Lean left 13.2 3.8
No change 43.0 39.2
Lean right 15.8 14.2
Right 7.4 37.8

Table 1: Changes (%) in political stances between the
gold summary annotations and the news article. Around
57% to 60.8% of reference summaries in news summa-
rization datasets alter author perspectives.

and abstractiveness metrics that are only slightly 116

lower than state-of-the-art systems, while quali- 117

tative analysis highlights P3SUM’s effectiveness 118

in generating high-quality, perspective-preserving 119

summaries. We envision P3SUM as a first step to- 120

wards summarization systems that are faithful to 121

the intents and perspectives of the authors. 122

2 Examining Perspective Preservation 123

Given a news article, the generated summary 124

should preserve the authors’ political perspectives 125

in the document. However, existing models are 126

not designed to control for author intent or per- 127

spectives, and we first investigate to which extent 128

summarization systems and large language models 129

alter the perspectives in the generated summaries. 130

To this end, we measure the political leaning 131

of the generated summaries and compare them to 132

the political stances of original articles, using 500 133

randomly chosen news articles from the CNN/DM 134

(Nallapati et al., 2016) and POLITICS (Liu et al., 135

2022d) datasets1. We use a political perspective 136

evaluator (Liu et al., 2022d) to quantify political 137

stances of summaries and news articles (mapping 138

text sequences to left, center, or right), investigat- 139

ing the change in political leanings with six sum- 140

marization models and LLMs: GPT-3.5 (TEXT- 141

DAVINCI-003), CHATGPT (GPT-3.5-TURBO), PE- 142

GASUS (Zhang et al., 2020), BART (Lewis et al., 143

2020), BRIO (Liu et al., 2022b), and T5 (Raffel 144

et al., 2020). We then determine the perspective 145

gap between the summary and the news article. 146

As shown in Figure 12 , current summariza- 147

tion systems struggle to provide faithful summaries 148

and significantly alter political perspectives. Con- 149

cretely, the political stance of the generated sum- 150

mary is different from the news article in more than 151

50% of cases across different models, while around 152

25% drift to partisan extremes. 153

1All data are sampled from the test sets of the datasets
2For more specific numbers, please refer to Appendix A
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Figure 2: During inference time, we iteratively refine the noisy logits and guide the perspective towards the original
political stance by modular control. At each time step, we compare the stance between the current version of the
summary and the given article. Then a loss will be calculated if there is any inconsistency, and the corresponding
gradients will be backpropagated to steer the generation for the following steps. At training time, we add progressive
noise to S0 and learn to predict S0 from each noisy St.

Besides, we also examine the political perspec-154

tive of reference summaries provided in well-155

established summarization datasets, namely CN-156

N/DM and XSUM in Table 1, and find that more157

than 50% of them also alter the stances of the given158

article. Although these human-written or annotated159

summaries are considered gold standards for sum-160

marization tasks and are used for both training and161

evaluation, they hardly preserve the original po-162

litical perspectives, incorporating another layer of163

data bias into the training and evaluation process.164

As a result, how to develop summarization ap-165

proaches that are faithful to the authors’ perspec-166

tives in the news document remains an open re-167

search question.168

3 P3SUM169

We propose P3SUM, a diffusion model that steers170

the political stance of the generation towards the171

news article at inference time with an off-the-shelf172

classifier. Given a news article d, P3SUM aims to173

generate a summary s that preserves the original174

political stance of the article. We first finetune a175

diffusion-based language model on summarization176

datasets. At decoding time, we employ a political177

stance classifier to steer the generated summary178

by incorporating the gradient from the classifier,179

ensuring that the political stance of the generation180

is consistent with the original article.181

3.1 Diffusion Model Finetuning182

At a high level, a diffusion model performs forward183

diffusion by adding noise to the original data and184

then learns to reconstruct the input(Sohl-Dickstein185

et al., 2015; Ho et al., 2020; Chen et al., 2022; Han186

et al., 2023a,b; Mahabadi et al., 2023). During 187

inference time, we use the learned model to itera- 188

tively reconstruct from noisy representations and 189

obtain high-quality generations. To preserve the 190

political stance, we modify the decoding process 191

by incorporating the gradients from an external 192

political classifier iteratively to guide the model 193

generation. 194

Continuous Data Representation Following 195

Han et al. (2023a), we define a function 196

logits-initialization(·) to obtain a logits represen- 197

tation over the model’s vocabulary V , mapping 198

each discrete tokens of the news context and sum- 199

mary into continuous space. We map a token w to 200

w̃ ∈ {−K,+K}|V | as follows: 201

w̃(j) =

{
+K when w = V (j)

−K when w ̸= V (j)
202

where V (j) denotes the j-th token in the vocabulary 203

and K is a pre-defined scalar hyperparameter. 204

Forward Diffusion For each passage d and 205

gold summary s, we concatenate them to form 206

a sequence w = (w1, . . . , wL). We adopt non- 207

autoregressive modeling (Mahabadi et al., 2023) 208

which feeds the entire sequence into the model 209

to better handle long article contexts. Let S0 = 210

(w̃1, . . . , w̃L) ∈ {±K}L×|V | be the logit repre- 211

sentations of w. Each step in the forward diffu- 212

sion derives St by: St =
√
ᾱtS0 +

√
1− ᾱtϵt 213

where t ∈ (1, T ), ϵt ∼ N (0,K2I), and ᾱt → 0 as 214

t → T following a predefined schedule. At step T , 215

sm(ST ) are fully noisy simplexes over V (we use 216

sm as a shorthand for softmax). 217
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Reverse Process Based on the noisy representa-218

tion St (or noisy simplex sm(St)) and a current219

timestep t, we learn to reverse the forward process220

by predicting the original representation S0 with221

our model Transformerθ. The predicted outputs222

are the output logits from the Transformer model223

θ, denoted as Ŝθ(St, t).224

Ŝθ(St, t) = Transformerθ(sm(St), t) (1)225

We also apply self-conditioning (Chen et al., 2022)226

with a 50% probability during prediction, re-227

computing St in Eq. 1 by:3228

St =
1

2
(St + Ŝθ(St, t))229

Loss Function After obtaining the model pre-230

diction Ŝθ(St, t), we employ a cross-entropy loss231

between this predicted representation of S0 and the232

target summary tokens w:233

L(θ) = Et,S0

[
−
∑
i∈s

log pθ(wi|St, t)

]
234

= Et,S0

[
−
∑
i∈s

log sm[Ŝθ(St, t)]wi

]
235

where log pθ(·|·) denotes the cross-entropy loss236

over the output logits of the transformer model θ237

that we are learning,4 and i ∈ s denotes whether238

this token belongs to summary s.239

3.2 Perspective-Guided Decoding240

A diffusion language model generates the output se-241

quence non-autoregressively by initializing a noise242

sequence ST and iteratively refining it through243

St+1,St, . . . ,S0.244

Given an article as input, we initialize the sum-245

mary as a noisy sequence ST where each token is246

represented as a logit sampled from the normal dis-247

tribution N (0,K2I). Using our learned model θ,248

We first obtain an estimated output reconstructing249

from ST :250

Ŝsc,T = Ŝθ(ST , T ), (2)251

Self-Conditioning Mahabadi et al. (2023) ob-252

serve that self-conditioning (Chen et al., 2022) can253

improve the consistency between the model pre-254

dictions and given context. Following their setting,255

for all steps t < T , we perform self-conditioning256

by mixing and leveraging the predictions from the257

3See Mahabadi et al. (2023) for more details.
4For more details, see Han et al. (2023a,b).

previous time step in the current step. Let St+1 258

denotes the incoming logits at t from the previous 259

time step t + 1, and Ŝsc,t+1 denotes the original 260

estimation of the logits at time step t+ 1. We per- 261

form self-conditioning by computing the average 262

of these representations and then pass to the model 263

θ for a prediction: 264

Ŝsc,t = Ŝθ(
St+1 + Ŝsc,t+1

2
, t+ 1) 265

Modular Control We employ political bias clas- 266

sifiers to steer the generated summary toward the 267

stances of the news article. To guide P3SUM to 268

generate summaries with a target political leaning 269

y ∈ {left, center, right}, we use an external stance 270

classifier fϕ(·) that maps texts to the three stance 271

labels and update our previous prediction Ŝsc,t at 272

each timestep t guided by the gradients from the 273

political stance classifier. 274

Ŝctr,t = Ŝsc,t + λ∇Ŝsc,t
fϕ(y | sm(Ŝsc,t)) (3) 275

where λ is controlling learning rate, a hyperpa- 276

rameter governing the intensity of stance steering 277

and the parameters of ϕ are frozen. This enables 278

P3SUM to iteratively steer the political stances 279

of the generated summary toward the news arti- 280

cle. P3SUM employs a modular plug and control 281

paradigm so that any off-the-shelf political bias 282

classifier5 could be seamlessly integrated. 283

Logits Projection To obtain the almost one-hot 284

logits similar to the initial data distribution, we fur- 285

ther project logits Ŝctr,t at the end of every iteration 286

following (Han et al., 2023b): 287

Ŝ
(j)
proj,t=

{
+K if j=top-p-sampling(Ŝctr,t)

−K otherwise
288

where top-p is the hyperparameter for nucleus sam- 289

pling (Holtzman et al., 2019). After projecting 290

Ŝctr,t to Ŝproj,t , we add a noise according to the 291

forward diffusion schedule and pass the representa- 292

tion St as the incoming logits for the next iteration 293

t− 1: 294

St =
√
ᾱtŜproj,t +

√
1− ᾱtϵt 295

So the decoding process can be summarized 296

as iteratively denoising logits ST to obtain 297

St+1,St, . . . ,S0, and S0 is the final summary. At 298

time step t, we first mix the noisy logits St+1 and 299

the model estimation Ŝsc,t+1 from time step t+ 1 300

(self-conditioning) and obtain a model estimation 301

5We assume the classifier employs a common tokenizer.
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Method Pres. Model Size
POLITICS CNN/DM XSUM

SUC↑ DIST↓ SUC↑ DIST↓ SUC↑ DIST↓

T5 ✗ 200M 44.10 0.35 47.13 0.38 50.53 0.35
BRIO ✗ 400M 44.95 0.35 48.65 0.37 29.19 0.49
PEGASUS ✗ 568M 44.19 0.36 44.03 0.37 25.40 0.51
VICUNA ✗ 7B 52.01 0.30 42.71 0.38 53.19 0.31
FALCON ✗ 40B 41.51 0.41 40.78 0.39 31.58 0.45
LLAMA2 ✗ 70B 41.97 0.42 43.40 0.39 43.03 0.35

T5 ✓ 200M 47.29 0.34 41.83 0.40 47.97 0.38
BRIO ✓ 400M 42.15 0.38 46.98 0.38 30.96 0.48
PEGASUS ✓ 568M 42.38 0.36 43.78 0.38 31.28 0.48
VICUNA ✓ 7B 53.52 0.29 48.07 0.36 46.02 0.34
FALCON ✓ 40B 39.64 0.42 46.64 0.36 37.63 0.41
LLAMA2 ✓ 70B 40.15 0.45 43.38 0.44 51.54 0.30

P3SUM (ours) ✓ 125M 54.36 0.28 55.32 0.31 54.75 0.33

Table 2: Performance of political perspective preservation on the three datasets. “Pres.” indicates whether the
model is instructed to preserve stances or not. ↑ and ↓ indicate whether the metric should be high or low. P3SUM
outperforms all baseline models that are 1.6x to 560x larger on five of the six settings across the three datasets.

for step t: Ŝsc,t. Then, we apply the classifier to302

predict the perspective for the current estimation303

Ŝsc,t and compare it with a target stance y. The304

difference between the prediction and the target305

stance is backpropagated to steer the logits Ŝctr,t.306

After that, we project the logits Ŝctr,t to Ŝproj,t and307

add Gaussian noise to derive St. Such process is308

repeated T times with S0 as the final representa-309

tion. The final summary is obtained by converting310

argmaxS0 to natural language tokens.311

Ŝsc,t = Ŝθ(
St+1 + Ŝsc,t+1

2
, t+ 1)312

Ŝctr,t = Ŝsc,t + λ∇Ŝsc,t
fϕ(y | sm(Ŝsc,t))313

Ŝproj,t = logits-projection(Ŝctr,t)314

St =
√
ᾱtŜproj,t +

√
1− ᾱtϵt315

4 Experiments316

4.1 Experimental Settings317

Datasets We adopt three news datasets: CNN/DM318

(Nallapati et al., 2016), XSUM (Narayan et al.,319

2018), and POLITICS (Liu et al., 2022d). Since320

there are no ground truth summaries provided in321

POLITICS, we employ the GPT-3.5-TURBO model322

from OpenAI API to generate reference summaries323

similar to Zhang et al. (2023).324

Baselines We compare P3SUM with two types of325

baselines: 1) summarization systems, specifically326

BRIO (Liu et al., 2022b), PEGASUS (Zhang et al.,327

2020), and T5 (Raffel et al., 2020). 2) large lan-328

guage models, specifically Vicuna (Chiang et al.,329

Method POLITICS CNN/DM

R1 R2 R-L R-avg R1 R2 R-L R-avg

T5 38.31 18.04 27.82 33.07 40.82 18.30 28.64 29.25
BRIO 47.91 24.24 33.12 35.09 46.21 22.04 31.36 33.20
PEGASUS 40.62 19.36 29.64 29.87 42.70 19.69 29.76 30.72
VICUNA 21.33 8.84 14.78 14.98 13.20 3.48 8.51 8.40
FALCON 18.77 4.32 11.28 11.46 15.59 3.17 9.43 9.40
LLAMA2 30.93 12.98 20.72 21.54 22.21 6.75 13.89 14.28

P3SUM (ours) 37.48 16.50 26.01 26.66 41.12 18.20 27.73 29.02

Table 3: Rouge scores on POLITICS and CNN/DM.
Though the decoding process is steered by classifier
gradients to preserve political stances, P3SUM’s sum-
marization utility is still competitive among baselines.

2023), Falcon (Penedo et al., 2023), and Llama- 330

2 (Touvron et al., 2023).6 For each baseline, we 331

employ two modes: without preservation, where 332

the baseline is directly used for summarization; 333

with preservation, where we prepend instructions 334

to encourage stance preservation.7 335

Implementation We employ the encoder-only 336

ROBERTA-BASE (Liu et al., 2019) as the backbone 337

of P3SUM’s diffusion component. To preserve per- 338

spectives at inference time, we leverage the po- 339

litical bias classifier from POLITICS (Liu et al., 340

2022d), which measures the political stance of the 341

generation and compares it with the original stance 342

at each decoding step. This allows a loss term 343

measuring the political stance difference to back- 344

propagate to the embedding layers, penalizing per- 345

spective inconsistencies. We provide full details of 346

6We test them in the zero-shot setting.
7For similar baselines of controllable text generation such

as Liu et al. (2021a), we do not compare them with our method
since the classifier we use is a discriminator, not a generator
as required by the paper.
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Context Model Summary Stance

Biden . . . will confront a divided country beset
by an unprecedented and complex set of
difficulties . . . Election returns and exit polls
revealed sharp differences between men and
women and white and minority
Americans.. . . His response to these challenges
will be limited by a Republican Senate, a solidly
conservative Supreme Court majority, hostility
from Trump supporters . . . Biden enjoyed a big
edge with non-white Americans while white
voters stuck with the incumbent. . . (center)

Ours
Election returns and exit polls
reveal sharp differences between
men and women and white.. . .

center
✓

T5

Biden . . . will be limited by a Re-
publican Senate, a solidly con-
servative Supreme Court major-
ity, hostility from Trump sup-
porters. . . .

left
✗

BRIO
. . . Biden must confront the pan-
demic, rebuild the economy and
address climate change . . .

right
✗

Table 4: A qualitative example of generated summaries from different approaches. Existing summarization systems
often alter the political perspective by presenting partial facts or making up non-existing statements. Our method
successfully preserves the original perspective by presenting only the main idea and facts in the original article.

P3SUM training and inference in Appendix B.347

Evaluation We define two metrics to evalu-348

ate the success of preserving political stances349

in the summary using the political stance clas-350

sifier that maps text sequences to a bias la-351

bel fbias(·) : str → {−1, 0, 1} representing352

left, center, and right-leaning. 1) Success Rate353

(Suc): 1
|D|

∑
d∈D 1(fbias(d) = fbias(s)), where354

1(·) denotes the indicator function and D de-355

notes the full dataset. 2) Stance Distance (Dist):356
1
|D|

∑
d∈D |fbias(d) − fbias(s)|. While Suc exam-357

ines whether the stance of the summary is consis-358

tent with the article, Dist further evaluates how far359

the perspective of summaries drifts from the news360

documents. For summarization utility evaluation,361

we employ Rouge-1/2/L scores (Lin, 2004) and362

abstractiveness scores (Chan et al., 2021).363

4.2 Results364

Preserving Author Perpsectives Table 2 demon-365

strates that P3SUM achieves the highest average366

success rate as well as the lowest stance dis-367

tance across five of the six settings, outperforming368

baselines that are 1.6x to 560x larger. For suc-369

cess rate, we surpass the second-best method by370

1.6%, 13.7%, and 2.9% respectively on the POLI-371

TICS,CNN/DM, and XSUM datasets. This suggests372

that the combination of diffusion language models373

and plug-in political bias classifiers offers a promis-374

ing approach to preserving political perspectives in375

news summarization.376

For large language model baselines that perform377

text summarization in a zero-shot setting, we ob-378

serve that adding instructions for stance preserva-379

tion produces mixed effects on their performance.380

For example, the instructions work for FALCON on381

CNN/DM but are counterproductive on POLITICS.382

Method POLITICS CNN/DM XSUM
T5 9.02 8.61 7.15
BRIO 5.17 4.11 3.16
PEGASUS 6.76 3.80 6.46
VICUNA 3.98 2.64 1.50
FALCON 1.77 0.83 0.65
LLAMA2 3.99 2.20 1.29
P3SUM (ours) 6.32 2.59 2.93

Table 5: Abstractiveness scores (Chan et al., 2021), the
lower the better. P3SUM successfully produces concise
summaries that are competitive with existing approaches
while improving perspective preservation.

We hypothesize that large language models struggle 383

to grasp the concept of preserving political opin- 384

ions off-the-shelf, potentially influenced by their 385

internal notion of political leanings that is often bi- 386

ased and inaccurate (Shaikh et al., 2022; Feng et al., 387

2023b). However, with an explicit classifier-based 388

gradient steering paradigm, P3SUM successfully 389

advances the ability to preserve political perspec- 390

tives in generated summaries. 391

Summarization Utility We evaluate P3SUM and 392

baselines on CNN/DM and POLITICS by com- 393

paring them to reference summaries and present 394

results in Tables 3 and 5. Table 3 demonstrates that 395

P3SUM achieves Rouge scores that are on-par with 396

state-of-the-art approaches, while Table 5 shows 397

that P3SUM is producing abstractive and concise 398

summaries. Together these results demonstrate that 399

P3SUM gets better at preserving political opinions 400

without greatly sacrificing summarization quality. 401

Qualitative Analysis In Table 4, we present an 402

example news article from the POLITICS dataset, 403

where models produce summaries with different po- 404

litical leanings. The original article takes a mostly 405

neutral stance, analyzing the electorate and voter is- 406

sues. However, T5 generates a strongly left-leaning 407
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Figure 3: We measure models’ inherent biases by av-
eraging the shift in political stances across all center-
leaning articles in POLITICS. P3SUM with explicit con-
trollable generation has the lowest absolute bias.

summary by priming the hostility from Republi-408

cans and focusing on incorrect facts such as a Re-409

publican Senate to support its argument.8 BRIO410

instead makes a right-leaning pitch by highlighting411

the challenges looming for the incoming admin-412

istration. In contrast, P3SUM maintains a neutral413

standpoint, summarizing the demographic differ-414

ences in the 2020 election and preserving the orig-415

inal article’s political stance, as confirmed by the416

stance classifier.417

5 Analysis and Discussion418

Inherent Bias of Models Previous works suggest419

that LLMs could have inherent social and political420

biases (Feng et al., 2023b; Abdulhai et al., 2023;421

Kurita et al., 2019; Manzini et al., 2019; Cheng422

et al., 2023; Ladhak et al., 2023). We now explore423

how LLM inherent biases could prevent models424

from preserving author perspectives in news sum-425

marization. Given center-leaning articles, we take426

the summaries generated from different systems427

and measure their political leaning. We then calcu-428

late the difference between the frequency of right-429

leaning summaries and left-leaning ones for each430

model and present the results in Figure 3. Baselines431

such as BRIO are consistently steering summaries432

toward the right while most LLMs result in leftware433

shifts. We argue that these inherent biases present434

challenges in preserving political perspectives by435

reinforcing views from one angle, while P3SUM436

with specific classifier control has the lowest aver-437

age bias and mitigates these issues.438

Effects of Misleading Gold Summary To ex-439

plore how inconsistent gold summaries can mislead440

8In 2020, Democrats narrowly won control of the senate
with a tie-breaking vote from the Vice President.
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Figure 4: We show how gold summaries as in-
context examples alter the perspectives and how model-
generated summaries are affected accordingly. We pro-
vide CHATGPT with both articles and gold summaries as
in-context examples. The left-rightward shift of exam-
ples can greatly increase the possibility of similar shifts
in the model-generated summaries.

Ablation POLITICS CNN/DM XSUM
SUC↑ DIST↓ SUC↑ DIST↓ SUC↑ DIST↓

P3SUM 54.36 0.56 55.32 0.62 54.75 0.65
w/o MC 33.66 0.93 39.53 0.81 52.44 0.69
change -20.70 +0.37 -15.79 +0.19 -2.31 +0.04
w/o SC 47.36 0.65 44.61 0.78 45.95 0.70
change -7.00 +0.09 -10.71 +0.16 -8.80 +0.05

Table 6: Ablation study investigating how modular
control (MC) and self-conditioning (SC) contribute to
P3SUM’s performance.

the models, we compare experiments with CHAT- 441

GPT in the few-shot setting. The passage and the 442

corresponding gold summary will be provided first 443

as an example, and then the article will be given 444

again to ask for the model’s summary. We measure 445

how gold summary changes the perspectives of 446

the author and the effects on the model-generated 447

summaries. It is noteworthy that if a reference sum- 448

mary changes the political leaning toward "right" 449

or "lean right", the chance of CHATGPT generating 450

a "right" or "lean right" summary will be improved. 451

And there is a similar trend for the left-leaning 452

examples. 453

Ablation Study We observe how P3SUM’s per- 454

formance degrades by dropping the modular con- 455

trol (MC) or self-conditioning (SC) and present the 456

results in Table 6. It is shown that modular control 457

has a significant impact on forcing the model to be 458

faithful to the original opinions. The preserving 459

capacity also drops without self-conditioning. 460
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6 Related Work461

Text Summarization and Factuality Evaluation462

Research on neural text summarization has pro-463

duced models and systems that are capable of gen-464

erating fluent and informative summaries (Liu and465

Lapata, 2019; Balachandran et al., 2021; Rothe466

et al., 2021; Narayan et al., 2021; Bhattacharjee467

et al., 2023; Chen et al., 2023b; He et al., 2023; Liu468

et al., 2023b; Chen et al., 2023a), given documents469

from various domains such as news articles (Fabbri470

et al., 2019; Liu et al., 2022a; Bahrainian et al.,471

2022), scientific literature (Goldsack et al., 2022),472

social media and dialogue (Tang et al., 2022; Liu473

et al., 2022c). However, it remains challenging to474

generate summaries that are factually consistent475

with the given document (Cao et al., 2018; Bal-476

achandran et al., 2022), resulting in the research477

area of factuality evaluation. Existing works pro-478

pose benchmarks to evaluate the factuality of gen-479

erated summaries (Pagnoni et al., 2021; Tang et al.,480

2023), develop factuality evaluation models and481

metrics (Wang et al., 2020b; Kryscinski et al., 2020;482

Nan et al., 2021; Goyal and Durrett, 2021; Ribeiro483

et al., 2022; Utama et al., 2022; Laban et al., 2022;484

Feng et al., 2023a; Luo et al., 2023), and improve485

the factuality of generated summaries (Aharoni486

et al., 2023; Liu et al., 2023a). Recent studies487

suggest that state-of-the-art large language mod-488

els (Goyal et al., 2022; Bhaskar et al., 2022) are489

capable of achieving remarkable factuality in text490

summarization. However, while LLMs are capable491

of generating summaries that are factually faith-492

ful, our work demonstrates that they struggle to493

generate summaries that are faithful to the authors’494

original opinions and perspectives (Figure 1). As a495

result, we propose P3SUM, an important first step496

towards summarization systems that preserve the497

authors’ opinions in the generated summary.498

Understanding the Social and Political Biases499

of Language Models Extensive research has500

demonstrated that machine learning models could501

encode and exhibit social and political biases (Ben-502

der et al., 2021; Jin et al., 2021; Shaikh et al., 2022;503

Li et al., 2022b). Existing works mainly analyze504

biases expressed in word embeddings (Bolukbasi505

et al., 2016; Caliskan et al., 2017; Kurita et al.,506

2019), token probabilities (Borkan et al., 2019; Bor-507

dia and Bowman, 2019; Liu et al., 2021b), model508

performance discrepancy (Hardt et al., 2016; Feng509

et al., 2023b), and generated texts (Kumar et al.,510

2022a). Specifically for political biases, several511

studies have been proposed to probe LLMs (Bang 512

et al., 2021; Feng et al., 2023b), evaluate the po- 513

litical leaning of texts (Feng et al., 2021; Zhang 514

et al., 2022; Liu et al., 2022d; Qiu et al., 2022), 515

and pretraining LMs on partisan corpora (Jiang 516

et al., 2022). Annotator (Sap et al., 2019, 2022; 517

Gordon et al., 2022) and data bias (Dixon et al., 518

2018; Dodge et al., 2021; Harris et al., 2022) are 519

commonly attributed as the cause of LM biases, 520

while existing works also established that LM bi- 521

ases could propagate into downstream tasks and 522

cause fairness issues (Li et al., 2020; Feng et al., 523

2023b; Steed et al., 2022; Ladhak et al., 2023). In 524

this work, we uniquely focus on the task of news 525

summarization: while existing LM-based summa- 526

rization approaches generate summaries being in- 527

consistent with the political stances of the article, 528

we propose P3SUM to steer the perspective of the 529

summary through iterative controllable generation. 530

Controllable Text Generation In text summa- 531

rization, controllable text generation can generate 532

summaries with given entities, predefined lengths, 533

and more (Chan et al., 2021; He et al., 2020; Li 534

et al., 2022a). More generally, inference-time meth- 535

ods can be used to steer the generation process by 536

altering the output probability distribution at decod- 537

ing time (Dathathri et al., 2019; Krause et al., 2021; 538

Yang and Klein, 2021; Liu et al., 2021a; Lu et al., 539

2021; Pascual et al., 2021; Kumar et al., 2021; Qin 540

et al., 2022; Kumar et al., 2022b; Mireshghallah 541

et al., 2022). Particularly, Han et al. (2023a) lever- 542

age diffusion-based methods that apply inference- 543

time control through off-the-shelf classifiers. In 544

this work, we further explore the summarization 545

setup using diffusion models to preserve opinions 546

in the decoding process. 547

7 Conclusion 548

We demonstrate that existing summarization sys- 549

tems and LLMs struggle to preserve the authors’ 550

political perspectives in news summarization. We 551

present P3SUM, a diffusion-based summarization 552

model that improves political perspective preser- 553

vation by iteratively guiding the decoding process 554

with an external political stance classifier. Exten- 555

sive experiments demonstrate that P3SUM outper- 556

forms large language models and summarization 557

systems in producing summaries faithful to the 558

political stances of news documents while main- 559

taining competitive summarization utility. 560
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Limitations561

Trade off between Utility and Preservation562

While P3SUM has achieved state-of-the-art perfor-563

mance in preserving author perspectives among564

all methods, steering the stance during the infer-565

ence time can affect the utility of the summary,566

which results in lower rouge scores or abstractive-567

ness measures. As shown in Figure 1, the gold568

summaries provided in the datasets do have biases569

and not the ideal references for preserving original570

perspectives, which motivates this work and future571

directions to improve model stability in control-572

lable summarization.573

Time Overhead Diffusion models for language574

are notoriously slower at inference time. While our575

proposed P3SUM is better than existing summa-576

rization systems and LLMs at preserving authors’577

political perspectives in the generated summaries,578

it comes at the cost of inference time subject to579

the classifier control component at the decoding580

time of diffusion models. We employ 1000 decod-581

ing steps to refine a generated summary so that it582

is consistent with the news articles’ perspectives583

and stances, which adds to inference-time compu-584

tational costs.585

Political Bias Classifier We employ POLITICS586

(Liu et al., 2022d), an LM-based political bias clas-587

sifier to iteratively steer the political stances of the588

generated summary. While it successfully helps589

to preserve author perspectives, it only provides590

coarse-grained categorical political leanings (left-591

/center/right). Besides, it is shown in Liu et al.592

(2022d) that this political bias classifier is not 100%593

accurate at identifying political stances, which may594

mislead the process of preserving the original opin-595

ions. Besides, since the classifier we use is based on596

American political news sources, the political lean-597

ings defined in this paper are according to the US598

policy. There will be different definitions for other599

countries. However, we argue that our proposed600

methodology in P3SUM is general and compatible601

with future political bias classifiers that are more602

fine-grained, accurate, and appropriate.603

Ethics Statement604

Although P3SUM’s intended use case is to preserve605

author perspectives in news summarization, there606

is a potential risk for misuse of controllable genera-607

tion models: the same methodology can be used to608

steer the political leaning of the generated summary609

towards the hyperpartisan extremes, furthering soci- 610

etal divides and deepening polarization. Therefore, 611

we plan to establish access permission to the fine- 612

tuned P3SUM weights to ensure that it is only used 613

for research purposes. 614
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B Experiment Details 1217
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CHANGE TEXT-DAVINCI CHATGPT PEGASUS BART BRIO T5
Left 14.4 7.6 17.0 3.8 4.2 5.0
Lean left 8.8 9.8 14.4 9.8 8.0 8.2
Center 44.2 41.2 45.0 40.6 39.0 38.4
Lean right 14.0 18.2 18.6 23.4 15.6 20.6
Right 18.6 27.0 5.0 18.6 33.2 27.8

Table 7: Changes in political stances between the generated summaries and the news article.

Pres. Prompt

✗
You are an abstractive summarizer that follows
the output pattern. Please write a summary for
the document. Document:

✓

You are an abstractive summarizer that follows
the output pattern. You should always respect
the political bias in the original article.Please
write a summary for the document. Document:

Table 8: Prompts for large language models, where
"Pres." is the abbreviation for whether it belongs to the
preservation setting.

Method POLITICS CNN/DM
TEXT-DAVINCI 74.93 84.44

CHATGPT 96.15 89.35

Table 9: Factuality score for LLM-generated sum-
maries.

(Liu et al., 2022d) use ROBERTA-BASE, and thus1229

they share the same tokenizer. Therefore, as men-1230

tioned in (Han et al., 2023a), they can be used for1231

control in an off-the-shelf manner.1232

For POLITICS, there are no human-written sum-1233

maries. Therefore, we take the summarization of1234

GPT-TURBO as the ground truth. The details are in1235

the appendix H1236

With CNN/DM as a popular dataset in text sum-1237

marization, we aim to test how well P3SUM can1238

perform traditional summarization tasks. How-1239

ever, not all the news articles in the CNN/DM1240

are within the political discipline, which is inap-1241

propriate for political leaning preservation. There-1242

fore, we leverage the POLITICS dataset(Liu et al.,1243

2022d), which consists of political news with labels1244

of political leaning.1245

.1246

C Number of Decoding Steps1247

Besides control learning rate, another important1248

hyperparameter is the number of decoding steps1249

in the inference time, which can vary from 10001250

to 5000 in existing diffusion language modelsHan1251

et al. (2023a); Mahabadi et al. (2023). Thus, we1252

Hyperparameter Value
training steps 20000
learning rate 3× 10−5

decoding steps 1000
max target length 120
control learning rate λ 4000
simplex value K 5

Table 10: Hyperparamters for P3SUM
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Figure 5: We observe how our model behaves if the
total diffusion steps change from 1000 to 8000. If the
number of total steps is increased beyond 1000, a drop
in the performance would be observed.

observe how our model behaves if the total diffu- 1253

sion steps change from 1000 to 8000 and present 1254

the results in Figure 5. It is shown that the best 1255

performance is achieved at step = 1000, and grad- 1256

ually drops when the number of decoding steps 1257

increases. 1258

D Stance Control Learning Rate 1259

An important hyperparameter in P3SUM is the clas- 1260

sifier control learning rate λ in equation 3, which 1261

determines the intensity of stance steering by con- 1262

trolling the gradients. We show how this parameter 1263

affects the model’s performance in Figure 6. It 1264

is observed that the highest success rate and the 1265

lowest distance are achieved at λ = 4000, and the 1266

controlling capability then gradually declines when 1267

λ increases, potentially due to top-p setting (Han 1268

et al., 2023a). 1269

15



1000 2000 3000 4000 5000 6000 7000 8000 9000
Control Learning Rate

40

42

44
Su

c Suc

0.78

0.80

0.82

0.84

Di
stDist

Figure 6: We show how the stance control learning rate
λ affects model performance. “Suc” should be high
and “Dist” should be low. Best stance preservation is
achieved at λ = 4000, while text degeneration happens
with higher λs.

E Understanding Political Instructions in1270

Prompts1271

The prompt we use for zero-shot inference for large1272

language models are listed in the Table 8.1273

F Ablation Study (cont.)1274

In addition to success rate and distance, we also1275

present the results of rouge scores for the ablation1276

settings in Table 12.1277

G Qualitative Analysis (cont.)1278

Although P3SUM achieves the highest performance1279

on the datasets, it can also fail in certain cases. We1280

present one failure in Table 13 and more examples1281

in the following tables.1282

H Selecting Criteria1283

Because there aren’t gold summaries in the POL-1284

ITICS(Liu et al., 2022d) dataset, we use model-1285

generated summaries for calculating rouge scores.1286

We prompt the TEXT-DAVINCI and CHATGPT, and1287

compare factuality and overall rouge scores.1288

We calculate the factuality score of summaries1289

by Feng et al. (2023a) and present the scores in1290

Table 9. It is shown that CHATGPT has a higher1291

level of faithfulness.1292

Choosing TEXT-DAVINCI and CHATGPT as ref-1293

erence summaries respectively, we calculate the1294

rouge scores respectively on POLITICS dataset and1295

present the results in Table 11.1296

We can see that most models achieve higher1297

rouge scores when selecting CHATGPT to generate1298

gold summaries, which implies a higher agreement.1299
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Method
text-davinci as gold ChatGPT as gold

R-1 R-2 R-L R-avg R-1 R-2 R-L R-avg
T5 28.40 11.20 21.66 20.42 36.35 17.50 27.62 27.16
BRIO 31.11 13.66 23.25 22.67 47.91 24.24 33.12 35.09
PEGASUS 26.10 9.40 19.37 18.29 40.62 19.36 29.64 29.87

Table 11: Comparison of rouge scores using TEXT-DAVINCI or CHATGPT as gold summaries.

Ablation POLITICS CNN/DM XSUM
R-1 R-2 R-L R-avg R-1 R-2 R-L R-avg R-1 R-2 R-L R-avg

P3SUM 37.48 16.50 26.01 26.66 41.12 18.20 27.73 29.02 19.19 2.77 13.08 11.68
w/o MC 36.24 16.21 25.58 26.01 39.66 17.52 27.71 28.29 18.51 2.89 12.35 11.25
change -1.24 -0.29 -0.43 -0.65 -1.46 -0.69 -0.02 -0.72 -0.68 0.12 -0.73 -0.43
w/o SC 32.60 11.78 21.90 22.09 37.46 13.70 24.89 25.35 19.01 2.53 12.78 11.44
change -4.88 4.72 -4.11 -4.57 -3.66 -4.50 -2.84 -3.67 -0.18 -0.24 -0.30 -0.24

Table 12: Ablation study (cont.) investigating how modular control (MC) and self-conditioning (SC) contribute to
P3SUM’s performance.

Context Model Summary Stance
For months, Republican leaders have been
uniform in their insistence that they would allow
everyone’s taxes to rise if the rich did not get to
keep their Bush-era tax breaks. Mr. Obama has
proposed continuing the tax cut for the 98
percent of taxpaying families . . . Republicans
have demanded tax cuts for all, and, so far, not a
single Republican leader has lined up behind
Mr. Boehner’s concession. Ultimately, the case
for the top-level tax cuts is increasingly shaky.
If Republicans are the least bit serious about
reducing the deficit, they have to acknowledge
that doing so requires additional
revenues. . . (left)

Ours Republican leaders have been ready to
maintain Bush-era tax breaks to con-
tinue tax rates. Mr. Obama, who has
earned less than $250,000, will keep up
with extra revenue at top rates. . . .

right
✗

T5 The case for the top-level tax cuts is
increasingly shaky. If Republicans are
the least bit serious about reducing the
deficit, they have to acknowledge that
doing so requires additional revenues.

left
✓

BRIO . . . Republicans have demanded tax cuts
for all, . . . If Republicans are serious
about reducing the deficit, they have to
acknowledge that doing so requires ad-
ditional revenues.

left
✓

Table 13: Example #1 of one news article, three summaries generated by P3SUM and two baselines, as well as their
stances as evaluated by the political bias classifier.

Context Model Summary Stance

Biting his nails nervously, these are the first
pictures of the migrant boat captain accused of
killing 900 men, women and children in one of
the worst maritime disasters since World War
Two. Tunisian skipper Mohammed Ali Malek,
27, was arrested when he stepped onto Sicilian
soil last night, some 24 hours after his boat
capsized in the Mediterranean. Before leaving
the Italian coastguard vessel, however, he was
forced to watch the bodies of 24 victims of the
tragedy being carried off the ship for burial on
the island of Malta. He was later charged with
multiple manslaughter, causing a shipwreck and
aiding illegal immigration. Prosecutors claim he
contributed to the disaster by mistakenly
ramming the overcrowded fishing boat into a
merchant ship that had come to its rescue.
. . . (left)

Ours "Mohammed Ali Malek, 27, was ar-
rested when he stepped into Sicilian soil
last night.. . . Mamud Bikhit, 26, also
charged with ’aiding illegal immigration’
Migrants shifted position on the boat,
causing it to overturn as result of colli-
sion."

left
✓

FALCON The EU’s foreign chief, Federica
Mogherini, called for ’rapid, concrete
and coordinated’ action to deal with the
Mediterranean migrant disaster . . . She
said the situation was a ’humanitarian
emergency’ and urged EU governments
to step up their efforts to help refugees
. . .

right
✗

LLAMA2. . . The tragedy has sparked widespread
outrage and calls for action from politi-
cians and religious leaders. Pope Fran-
cis, who has been an outspoken advocate
for migrant rights, said he was’shocked’
by the tragedy and called for an end
to’such slaughter’.. . .

left
✓

Table 14: Example #2 of one news article, three summaries generated by P3SUM and two baselines, as well as their
stances as evaluated by the political bias classifier.
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Context Model Summary Stance

At least 34 people were arrested after hundreds
of protesters gathered in New York City on
Tuesday night to march against police brutality.
The march was organized by National Actions
to Stop Murder By Police. Many of the
protesters cited the deaths of . . . The protesters
marched from Manhattan’s Union Square and
across the Brooklyn Bridge where they partially
blocked traffic. Scroll down for video.
Hundreds of protesters gathered in New York
City on Tuesday night to march against police
brutality. . . . Organizers say Tuesday’s protest
was one of 28 being held across the country.
Protesters tried to gain accress to the roadways
of the Brooklyn Bridge, but they were blocked
by police. . . . Stephen Davis, the Police
Department’s chief spokesman, said 34 people
had been arrested by 6:40 p.m, reports the New
York Times. Police say an off-duty police
officer driving home on the bridge was
assaulted by two protesters when he got out of
his vehicle to investigate. Police say the
suspects ran off after he identified himself as a
police officer. He was hospitalized with injuries
to his face and arm. . . . (left)

Ours The march was organized by Na-
tional Actions to Stop Murder By Po-
lice. Protesters cited the deaths of . . . .
Protesters marched from Manhattan’s
Union Square . . . where they partially
blocked traffic. Protesters tried to gain
accress to roadways but were blocked by
police. . . .

left
✓

LLAMA2The protesters marched from Manhat-
tan’s Union Square and across the
Brooklyn Bridge where they partially
blocked traffic. . . . Scroll down for
video. The protesters marched from
Manhattan’s Union Square and across
the Brooklyn Bridge where they par-
tially blocked traffic. . . .

center
✗

BRIO The march was organized by Na-
tional Actions to Stop Murder By Po-
lice.. . . Many of the protesters cited the
deaths of Eric Garner in Staten Island
and Walter Scott in South Carolina. Po-
lice say an off-duty police officer was as-
saulted by two protesters on the bridge.

left
✓

Table 15: Example #3 of one news article, three summaries generated by P3SUM and two baselines, as well as their
stances as evaluated by the political bias classifier.

Context Model Summary Stance
In Iowa, Ryan says budget a step toward GOP

unity. CEDAR RAPIDS, Iowa (AP) —
Republican U.S. Rep. Paul Ryan told an Iowa
audience Friday that his party can and must
come together, and he held out his recently
passed budget plan as a sign of growing GOP
unity. Although blocs of Republicans object to
aspects of the plan passed Thursday in the U.S.
House, Ryan said it embodies the principles
upon which the nation was founded. “Some
people wanted to go further, some people
thought it went too far. The point is we unified
around these common principles in a plan,” the
Wisconsin congressman told reporters after
headlining a state party dinner in Cedar Rapids.
“That’s very important to me — which is we
can’t just oppose, we have to propose.” Ryan,
the 2012 Republican vice presidential nominee,
also played down the significance of his speech
in Iowa . . . (center)

Ours U.S. Paul Ryan says his party can and
must come together. Ryan says budget
plan a step toward GOP unity. Ryan:
"Very important to me is we can’t just
oppose, we have to propose"

center
✓

FALCON

__ Follow David Pitt on Twitter at . . .

✗

VICUNA 2014 The Associated Press. All rights
reserved. This material may not be pub-
lished, broadcast, rewritten, or redis-
tributed.

✗

Table 16: Example #4 of one news article, three summaries generated by P3SUM and two baselines, as well as their
stances as evaluated by the political bias classifier.
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Context Model Summary Stance

Chamber of Commerce hits Democratic Senate
candidates on union bill. The Chamber has been
one of the biggest opponents of EFCA. The
group has lobbied heavily against the bill,
arguing it would lead to job losses from strikes
and union disruption. The labor movement
considered the bill one of its top legislative
priorities this Congress. Unions say it will help
the economy by granting more workers
collective bargaining rights, pushing up wages
and benefits in the process. Despite the union
support, EFCA has struggled to gain enough
backing to move past an expected
Republican-led filibuster in the Senate. Several
Democratic centrists have distanced themselves
from the bill, with some, such as Sen. Blanche
Lincoln (D-Ark.), coming out against it. So far,
EFCA has not had a vote in this Congress.
Republicans and business groups, however,
remain on alert because Democrats could take
up the bill in Congress’s lame-duck session
after the elections. Union leaders have hinted at
that being a possibility. . . . (center)

Ours The Chamber has been one of the
biggest opponents of EFCA. The group
has argued the bill would lead to job
losses from strikes and union disruption.
Unions say it will help the economy by
granting more workers collective bar-
gaining rights. . . .

center
✓

FALCON Can you elaborate on the Chamber’s ar-
gument that EFCA would lead to job
losses from strikes and union disruption?
How does the labor movement respond
to this claim? The Chamber argues that
EFCA would allow unions to quickly or-
ganize workers . . .

left
✗

LLAMA2The Chamber of Commerce has been ac-
tively campaigning against Democratic
Senate candidates due to their support of
the Employee Free Choice Act (EFCA).
The Chamber believes the bill would
lead to job losses and union disruption,
while labor unions argue it would help
the economy by granting more workers
collective bargaining rights and . . .

center
✓

Table 17: Example #5 of one news article, three summaries generated by P3SUM and two baselines, as well as their
stances as evaluated by the political bias classifier.

Context Model Summary Stance
Nancy Pelosi, Chuck Schumer demand equal

airtime for Democrats after Donald Trump
address. Democratic leaders on Monday asked
the broadcast networks for equal airtime to
counter President Trump’s planned immigration
speech Tuesday, saying it’s only fair they get a
chance to counter his “malice and
misinformation.” House Speaker Nancy Pelosi
and Senate Minority Leader Charles E.
Schumer signaled disappointment with the
networks’ decisions to grant the president a slot
at 9 p.m. . . . Democrats must immediately be
given equal airtime,” they said in a joint
statement. The minority party is usually granted
time after major addressed such as a state of the
union speech, though reactions to short
presidential addresses to the nation are usually
less structured. Mr. Trump in his speech is
expected to make a plea for Congress to
approve . . . Democrats have resisted, saying
they won’t approve any new money for a
program they say is unneeded and which Mrs.
Pelosi calls “immoral.” . . . (center)

Ours Democratic leaders asked the broad-
cast networks for equal airtime. Nancy
Pelosi and Charles E. Schumer sig-
naled disappointed with the networks’
decisions to grant the president a slot
. . . Obama again blamed him for the par-
tial government shutdown . . . Democrats
have resisted, saying they won’t approve
any money for a program that is un-
needed and which Mrs. Pelosi calls ‘im-
moral’

left
✗

FALCON Given that the President is making false
claims about border ‘security’,” Mr.
Schumer and Mrs. Pelosi said, “we can-
not allow the President to use the air-
waves, at a time of his choosing, to fur-
ther mislead the American people.” . . .

left
✗

LLAMA2The president’s speech is expected to
be carried live on all major television
networks, including ABC, CBS, NBC,
CNN and Fox News. The speech is
scheduled to begin at 9 p.m. EST. . . .

✗

Table 18: Example #6 of one news article, three summaries generated by P3SUM and two baselines, as well as their
stances as evaluated by the political bias classifier.
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