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Abstract
The recent advances in Legal Large Language Models (LLMs) have transformed the land-
scape of legal research and practice by automating tasks, enhancing research precision, and
supporting complex decision-making processes. However, effectively adapting LLMs to the
legal domain remains challenging due to the complexity of legal reasoning, the need for
precise interpretation of specialized language, and the potential for hallucinations. This
paper examines the efficacy of Domain-Adaptive Continual Pre-Training (DACP) in im-
proving the legal reasoning capabilities of LLMs. Through a series of experiments on legal
reasoning tasks within the Taiwanese legal framework, we demonstrate that while DACP
enhances domain-specific knowledge, it does not uniformly improve performance across all
legal tasks. We discuss the trade-offs involved in DACP, particularly its impact on model
generalization and performance in prompt-based tasks, and propose directions for future
research to optimize domain adaptation strategies in legal AI.
Keywords: Large Language Models (LLMs); Legal AI; Domain Adaptation; Continual
Pre-Training; Legal Reasoning

1. Introduction
The advent of legal AI represents a significant transformation in the delivery of legal services
and the execution of legal research. As AI technologies advance, they offer unprecedented
capabilities for automating routine tasks, enhancing the precision of legal research, and fa-
cilitating complex decision-making processes. Legal LLMs, in particular, enable large-scale
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legal text processing and democratize access to legal knowledge (Lai et al., 2023). However,
integrating legal-domain knowledge into LLMs poses significant challenges, particularly in
ensuring ethical use, maintaining transparency in decision-making, and addressing concerns
about bias. Among these challenges, the most crucial is enhancing the reasoning capabil-
ities of LLMs (Almeida et al., 2024). Legal reasoning is a complex process that involves
interpreting statutes, case laws, and regulations, and applying them to specific facts. Unlike
other forms of logical reasoning, legal reasoning demands an understanding of the precise
and normative meanings of legal language, which is often highly specialized and context-
dependent (Bongiovanni et al., 2018).

Given these challenges, Domain-Adaptive Continual Pre-Training (DACP) offers a promis-
ing solution for improving LLMs’ legal reasoning and reducing the occurrence of hallucina-
tions. It is noteworthy that most existing research on DACP in the legal domain has been
conducted within Anglo-American legal systems. This paper seeks to break new ground
by focusing on the Taiwanese-Mandarin legal system, which has been adapted from and
influenced by the Continental legal system.

The rest of the paper is organized as follows. We briefly review the literature on legal
reasoning and related evaluation benchmarks. In Section 3, we present our models, which
have been trained on legal data. Section 4 describes the construction of our benchmark,
specifically designed to assess the legal reasoning capabilities of LLMs within the Taiwanese
legal framework. The benchmark consists of multiple tasks: single-multiple choice questions
(4.1), argument-based decision-making in legal symposia (4.2), and essay questions (4.3).
The experiment results of the LLMs are illustrated respectively. Section 5 concludes the
paper, and Section 6 discusses limitations and future work.

2. Related Work

Domain-Adaptive Continual Pre-Training. Building on the success of English LLMs,
many studies explored language- and task-specific continual pre-training (Cui et al., 2024;
Guo and Hua, 2023; Zhao et al., 2024; Zheng et al., 2023). Domain-Adaptive Continual
Pre-Training (DACP) extends a general-purpose model with large-scale domain-specific
unlabeled data (Gururangan et al., 2020; Jin et al., 2022; Shi et al., 2024), aligning it more
closely with in-domain distributions (Wu et al., 2022; Xie et al., 2023; Çağatay Yıldız et al.,
2024). Well-known examples include BioBERT (Lee et al., 2019), PubMedBERT (Gu et al.,
2021), BloombergGPT (Wu et al., 2023), and EcomGPT-CT (Ma et al., 2023).

Despite notable gains in some settings, DACP often introduces trade-offs, such as general
knowledge forgetting or reduced performance in general NLP tasks like NER or long-context
understanding (Chen et al., 2020; Ma et al., 2023; Yang et al., 2024; Zhang et al., 2023;
Zheng et al., 2023). Its benefits are thus inconsistent across task types. For example, Cheng
et al. (2023) found that DACP strengthens domain knowledge but it unexpectedly reduces
performance on prompting tasks across various domains, while Xie et al. (2023) showed
that FinPythia outperforms Pythia in some financial tasks but underperforms in sentiment
analysis. Similarly, smaller domain-specific models such as PARAMANU-AYN (Niyogi and
Bhattacharya, 2024) can achieve comparable results at lower cost, further questioning the
universal advantage of DACP.
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Evaluation Benchmarks Recent advances in LLMs have underscored the need for
refined benchmarks to assess domain-specific capabilities. For Chinese language evalua-
tion, benchmarks such as C-Eval (Huang et al., 2023), CMMLU (Li et al., 2024), and
TMMLU+ (Tam et al., 2024) extend MMLU (Hendrycks et al., 2021) to Simplified and
Traditional Chinese, testing multiple-choice reasoning across diverse academic disciplines.
In the legal domain, benchmarks including LawBench (Fei et al., 2023), LAiW (Dai et al.,
2024), LegalBench (Guha et al., 2023), and DISC-LawLLM-Eval (Yue et al., 2023) evaluate
legal knowledge and reasoning through tasks such as judicial exams, legal application, and
argument generation. While these resources mark substantial progress, they remain dom-
inated by classification-style questions, leaving the evaluation of complex, generative legal
reasoning an open challenge for future research.

3. Models and Methods
This section describes the training pipeline and models used in our study. We follow a three-
stage process—domain-adaptive continual pre-training, instruction tuning, and preference
alignment—to develop the Llawa models, and we compare them against two LoRA-based
baselines.1

For Llawa, we used Llama3-TAIDE-LX-8B-Chat-Alpha1(TAIDE)2 as our base
model for continuously pre-training Llawa. It was continuously pre-trained from Meta’s
Llama-3-8B (Meta, 2024)3 on 43B tokens of Traditional Chinese that reflect the linguistic
and cultural characteristics of Taiwan. We chose this model with the belief that a domain-
adapted, culturally aware model would be beneficial to downstream tasks involving local
law.

We carry out three stages of training:

1. We perform Domain-Adaptive Pre-Training on legal documents from Taiwan. This
step helps the base model learn knowledge relevant to Taiwan’s legal system.

2. We perform full-parameter instruction tuning on several law-related tasks. This
teaches the model to answer legal questions helpfully.

3. We perform preference alignment on the instruction-tuned model from the previous
stage. Preference alignment often helps improve the model’s output in becoming more
helpful (e.g., more informative, less harmful)

3.1. Stage 1: Domain-Adaptive Pre-Training in the Legal Domain

Information regarding the pre-training datasets can be found in Table 1. Taiwan Law
contains publicly available data from Judicial Yuan,4 including laws and regulations, as
well as court documents. German Law is a subset of the MultiLegalPile,5 which is a

1. The models described in this paper are available on our Hugging Face repository: https://huggingface.
co/lopentu.

2. https://huggingface.co/taide/Llama3-TAIDE-LX-8B-Chat-Alpha1
3. https://huggingface.co/collections/meta-llama/meta-llama-3-66214712577ca38149ebb2b6
4. https://www.judicial.gov.tw/tw/mp-1.html
5. https://huggingface.co/datasets/joelniklaus/Multi_Legal_Pile_Commercial
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Dataset Size (GB) Tokens (B)
Taiwan Law 112.36 56
German Law 41.23 41
Self-Curated 10.37 10

Table 1: Datasets used for pre-training. Token counts are calculated using the base model’s
tokenizer.

multilingual legal dataset containing case law, contracts, legislation, and others. We use
the de subset that contains all German language data. This was added because of the
influence Germany’s legal system has had on Taiwan’s legal system (Zhang, 2019).

Self-Curated contains data such as knowledge graphs from ConceptNet6 for English,
German, and French and the Chinese Buddhist Electronic Texts Association7 (CBETA).
The considerations for selecting these data include enhancing logical reasoning, providing
reference knowledge for civil law systems, and familiarizing the model with Classical Chinese
(since the legal language style in Chinese closely resembles Classical Chinese).

Pre-training for Llawa is done on 2 x NVIDIA DGX H100 nodes (16 H100 GPUs).
These resources are accessed via the Taipei-1 supercomputer located in the Kaohsiung
Software Park. We use NVIDIA NeMo8 and NVIDIA NeMo Framework Launcher9 to run
our training scripts. We use FP8 mixed-precision training to take advantage of the memory
savings and faster training afforded by the hardware. We use a tensor parallel size of 2.
We trained for one epoch, using a global batch size of 224 and a sequence length of 8192.
Training took approximately 8 days. We started with a learning rate of 1e-4 and gradually
decreased it using a cosine decay schedule.

3.2. Stage 2: Instruction Tuning
Instruction tuning serves to bridge the gap between pre-training’s next token prediction
task on unlabeled data and the task of being a helpful model to users. This entails training
the model on (INSTRUCTION, OUTPUT) pairs (Zhang et al., 2024).

3.2.1. Llawa Training Details

Full-parameter instruction tuning is performed on 4 x NVIDIA RTX 6000 Ada using Axolotl
(Axolotl AI, 2024). We train two instruction-tuned versions of Llawa.

The first version, Llawa-TC-YZL-Instruct, is trained in two stages. For the first
stage, the base Llawa model is trained on a cleaned version of TaiwanChat (Lin and
Chen, 2023).10 This stage is meant to allow the model to learn general instruction following
capabilities. TaiwanChat is an instruction dataset comprising other instruction datasets,
which are translated to Traditional Chinese using GPT-3.5-Turbo. We use a cleaned

6. https://huggingface.co/datasets/conceptnet5/conceptnet5
7. https://www.cbeta.org/
8. https://github.com/NVIDIA/NeMo
9. https://github.com/NVIDIA/NeMo-Framework-Launcher

10. https://huggingface.co/datasets/yentinglin/TaiwanChat
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version that removes duplicates and malformed conversations (e.g., conversations ending
with the user instead of an assistant’s response). We train on this dataset for three epochs.
The second stage further trains the model on legal-related tasks, the types of which can
be found in Table 2. This stage can be seen as specializing the model to answer more
legal-oriented questions. We train for two epochs, which is when validation loss fails to
improve.

The second version, Llawa-TCxYZL-Instruct, is fine-tuned in one stage by combin-
ing TaiwanChat and our legal dataset and shuffling the resulting dataset. Training on
both the general instruction dataset and the legal instruction dataset simultaneously can
reduce the likelihood of the model forgetting any generalizable skills that would be benefi-
cial for completing any tasks. We train for two epochs, which is when validation loss does
not continue to improve.

3.2.2. Bllawa & Blawstral Training Details

Bllawa and Blawstral are trained by applying Low-Rank Adaptation (LoRA, Hu et al.
2021) on 1 x NVIDIA A100 80GB to all linear layers (r = 64, α = 128, lr = 5 × 10−5).
We use the Unsloth (Han and Han, 2024) library, which uses custom-written kernels that
reduce memory usage and training time. We train for three epochs on our legal dataset.

3.3. Stage 3: Preference Alignment
Preference alignment is often included as a post-training step. The purpose of this stage
is to have the model learn desirable responses and behaviors from the knowledge it has
obtained in previous training steps. For example, while a coding model should understand
common programming mistakes, it should output high-quality, correct code in normal cir-
cumstances (Rafailov et al., 2024).

We experiment with two preference alignment methods: Direct Preference Optimiza-
tion (DPO) and Odds Ratio Preference Optimization (ORPO). DPO is often used because
of its simplicity compared to other methods, such as reinforcement learning from human
feedback (RLHF), by optimizing a simple binary cross entropy objective between preferred
and dispreferred responses (Rafailov et al., 2024).

While DPO requires instruction-tuning beforehand, ORPO performs model alignment
during the supervised fine-tuning stage by including an odds ratio-based penalty to the neg-
ative log-likelihood loss (NLL), thus simplifying post-training further (Hong et al., 2024).
While ORPO is usually used from a base model before instruction-tuning, we wish to keep
the number of potential confounding factors to a minimum (i.e., the order and number of
post-training steps), and so perform preference alignment with ORPO after instruction-
tuning. We select Llawa-TCxYZL-Instruct as our base model due to its superior per-
formance on our evaluation benchmarks. In lieu of human annotators, we synthetically
construct preference pairs from the training and validation datasets by designating the
ground truth as the preferred response and the base model’s output for the same prompt
as the dispreferred response.

Preference optimization was conducted using 2 x NVIDIA A100 80GB GPUs. We use
TRL’s (von Werra et al., 2020)11 implementation of DPO and ORPO. We set DPO’s and

11. We use v0.9.6.
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ORPO’s beta parameters to 0.01 and 0.1, respectively. We train for a maximum of three
epochs or until loss on the evaluation dataset converges.12

3.4. Baseline Models

Besides training Llawa, we instruction-tune two additional models using LoRA:

1. Bllawa, fine-tuned from Meta-Llama-3-8B-Instruct13

2. Blawstral, fine-tuned from Mistral-Nemo-Instruct-240714

Bllawa and Blawstral are trained by applying LoRA on 1 x NVIDIA A100 80GB
to all linear layers (r = 64, α = 128, lr = 5 × 10−5). We use the Unsloth (Han and Han,
2024) library, which uses custom-written kernels that reduce memory usage and training
time. We train for three epochs on our legal dataset.

The purpose of training these two models is to see if performing only LoRA can achieve
comparable results. LoRA is a parameter-efficient method of fine-tuning a model and is
more accessible to those with fewer resources. Furthermore, TAIDE was continuously
pre-trained from Meta-Llama-3-8B. By fine-tuning Llama-3-8B-Instruct on our legal
tasks, we can observe how the additional knowledge gained from TAIDE’s pre-training and
our pre-training stages benefit the final model.

Task Data Source Instances Input Output
A Bar and Judicial

Exam
662 Multiple-choice

question with 4
options

Answer (sg.)

B Taiwan Jurist
Journal

242 Multiple-choice
question with 4-6
options

Answer (sg./pl.)

C Legal Symposium
of Taiwan High
Court

1854 Issue for discussion
with multiple
arguments

Final argument

D Bar and Judicial
Exam

40 Hypothetical legal
scenario

Essay

Table 2: Overview of Tasks A, B, C, and D. sg. represents an answer with a single option,
while pl. represents an answer with multiple options.

12. Details for preference training can be found in the supplementary materials: https://osf.io/sxjbr/
?view_only=59bc169477ae4eea84dab4b5092d2046

13. https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
14. https://huggingface.co/mistralai/Mistral-Nemo-Instruct-2407
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Model Task A Task B Task C Task D
gpt-4-turbo 53.93 43.80 49.43 80.85
Mistral-Nemo-Instruct-2407 27.19 30.99 51.28 74.26
Blawstral 37.76 37.19 56.54 62.03
Meta-Llama-3-8B-Instruct 38.82 38.84 51.64 68.25
Bllawa 36.56 32.64 52.18 51.42
Llama-3-TAIDE-LX-8B-Chat-Alpha1 24.92 33.47 51.40 77.62
Llawa-TC-YZL-Instruct 25.38 30.17 53.49 0
Llawa-TCxYZL-Instruct 28.55 33.47 53.07 0
Llawa-TCxYZL-ORPO 25.38 29.34 45.67 0
Llawa-TCxYZL-DPO 24.47 28.51 43.94 0

Table 3: Model performance of the three tasks. The metric is accuracy (%) for Tasks A, B,
and C. Task D used GPT-4o as the evaluator in which each model’s response was
graded against the reference answer.

4. Experiments

We create four legal reasoning tasks as datasets,15 detailed in Table 2. We conduct a
comparison between our models and other open-source models. For each model, we employ
greedy decoding for generation. The maximum input token length is 7192, with prompts
exceeding this limit truncated on the right. All models are assessed in one-shot settings,
with an example question-answer pair following the instructions.

4.1. Tasks A&B: Multiple Choice Questions

Table 3 summarizes model performance across all tasks. For Tasks A and B, gpt-4-turbo
leads among all models on multiple-choice question answering. While fine-tuning is expected
to enhance task-specific performance, our results show a more nuanced pattern. Notably,
Meta-Llama-3-8B-Instruct surpasses Bllawa on both tasks despite the latter being
fine-tuned for them, whereas Blawstral (fine-tuned from Mistral-Nemo-Instruct-
2407) demonstrates marked improvement compared to its base model.

The performance drop from Meta-Llama-3-8B-Instruct to Bllawa may stem from
the former’s extensive post-training processes (SFT, rejection sampling, DPO), which yield
stronger reasoning and test-taking skills. Our fine-tuning process may have inadvertently
over-specialized Bllawa, improving in-domain generation but weakening general evaluative
abilities. This highlights an open question regarding the optimal balance of domain-specific
fine-tuning versus retention of general reasoning skills.

Llawa-TCxYZL-Instruct, adapted from Llama-3-TAIDE-LX-8B-Chat-Alpha1,
shows slightly higher accuracy on Task A and comparable results on Task B. Since its gains
over the base model are marginal, we examined the effects of preference optimization (DPO

15. The data for Tasks A, B, and D were sourced from Taiwan’s Bar and Judicial Exam, while the data
for Task C were gathered from the Taiwan High Court website (https://tph.judicial.gov.tw/tw/
np-1131-051.html).
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and ORPO). Using ground-truth outputs as “preferred” and model responses as “rejected”
did not improve performance.

Possible explanations include: (1) suboptimal preference pair design, (2) low data diver-
sity causing overfitting, and (3) insufficient hyperparameter tuning due to limited resources
and time. Future research should explore these factors to clarify the impact of preference
optimization in fine-tuning and address the discrepancies observed here.

Input Output
Issue Opinions Final Argument Review/Research Opinion
After the commencement of a juve-
nile court trial, can the victim of a
crime in a juvenile case file a supple-
mentary civil lawsuit to seek dam-
ages?

Opinion A: According to Article 1 of
the Juvenile Delinquency Act, which
states... Opinion B: The nature of
juvenile corrective measures is fun-
damentally different...

Opinion B is adopted. The Juvenile
Delinquency Act explicitly enumer-
ates the provisions of the Code of
Criminal Procedure that apply (such
as in Articles 16 and 24 of the Juve-
nile Delinquency Act). Since there
is no provision in the Juvenile Delin-
quency Act for applying the sup-
plementary civil lawsuit procedures
of the Code of Criminal Procedure,
they cannot be applied.

Judicial Yuan Second Division Re-
search Opinion: The research opin-
ion agrees with the discussion re-
sult and finds Opinion B to be cor-
rect. However, the issue originally
referred to ”the crime victim in a
juvenile case,” which is a misnomer
and should be corrected to ”the vic-
tim in a juvenile corrective measure
case.” As for the crime victim in a
juvenile criminal case, they may still
file a supplementary civil lawsuit.

Table 4: Model input and output for Task C. This is an instance of legal symposium:
Judicial Yuan Opinion No. 059 (1980). For brevity, the details of the two opinions
are omitted. The full text with English translation is in Appendix G.

4.2. Task C: Argumentation in Legal Symposium

For Task C, we prompt the LLMs to select a specific stance based on the arguments within
a legal symposium.

4.2.1. Legal Symposium

Taiwan’s annual legal symposium is organized by the High Court, High Administrative
Court, and Intellectual Property Court. The case-handling process generally follows four
steps: (1) the proposing court raises an issue and presents opinions (e.g., Opinion A and
B); (2) its opinion forms the preliminary discussion result; (3) the High Court panel issues
a review opinion, possibly adding new views (e.g., Opinion C); (4) a discussion result is
determined by voting among court, prosecutor, and lawyer representatives.

Outcomes are classified as preliminary discussion results, review opinions, and discussion
results.16 These outcomes are non-binding for the Supreme Court but provide references
for judicial practice, legal research, and education.

4.2.2. Task Description and Results

For the input, we provide the models with information about a legal symposium: its meta-
data, the legal issue being discussed, and the arguments (Opinion A and B), as shown in

16. Preliminary discussion result: the proposing court’s original position. Review opinion: the High
Court panel’s assessment, which may support, revise, or add new perspectives. Discussion result: the
final vote of symposium participants, which task C models should match.
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Table 4. The task requires generating the discussion results, which involve nuanced out-
comes—such as partially adopting an argument, affirming or denying a claim, reserving
judgment, or referring the case to a higher court—depending on the context and number of
arguments.

As shown in Task C of Table 3, Blawstral achieves the best performance, followed
by Llawa-TC-YZL-Instruct and Llawa-TCxYZL-Instruct. Bllawa also surpasses
its base model, Meta-Llama-3-8B-Instruct, indicating its strength in generating final
opinions from legal arguments. In contrast, gpt-4-turbo, Mistral-Nemo-Instruct-
2407, and Meta-Llama-3-8B-Instruct show lower accuracy, possibly due to limited
exposure to Taiwanese legal data and the inherent complexity of symposium discussions,
where factual bases are often incomplete or conflicting (Bongiovanni et al., 2018).

In actual symposia, the final discussion results are from group discussion and voting,
and even a selected opinion may be revised. Task C evaluates model outputs only against
the final discussion result, without considering the intermediate review process, which is a
limitation to be addressed in future work.

4.3. Task D: Essay Questions in the Bar and Judicial Exams
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Figure 1: Correlation between question length and the grade components for each model.
The six components include Fragestellung, Obersatz, Subsumtion, Ergebnis (four
components of the Juristisches Gutachten legal reasoning method), presentation
and style, and the final grade.

For Task D, we use criminal law essay questions from the bar and judicial exam dataset.
Unlike previous benchmarks, this task is difficult to evaluate due to the open-ended nature
of essay responses. It examines both the effect of question length on model performance
and the models’ ability to handle complex legal reasoning.
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Figure 2: Model performance varies as question length increases for many of the models.

GPT-4-Turbo is prompted to segment the reference answers into four components,17

following the German Juristisches Gutachten format for legal reasoning. The segmented
reference answers are then reviewed by law school experts. Next, we divide the dataset
into four subsets by question length and randomly select ten questions from each, totaling
forty questions. Each tested model generates answers using the four-part Gutachten format.
Finally, GPT-4o evaluates chunk-level similarity and legal reasoning quality against the
expert-viewed reference answers. The instruction prompt is shown in Appendix F.

Figure 1 shows that the correlation between question length and score components across
models is relatively weak (–0.43 to 0.18). As illustrated in Figure 2, question length slightly
affects certain models (e.g., Bllawa) but has minimal influence on others such as GPT-
4-Turbo. Mann–Whitney U tests reveal significant performance differences among most
model pairs (13/15, p<0.05) with large effect sizes (9/15, d>0.8), while ANOVA results
indicate no significant within-model effect of question length (p>0.05). Robustness, how-
ever, varies considerably (GPT-4-Turbo: 3.2% vs. Bllawa: 18.9% drop), suggesting that
model architecture and training largely determine resilience to question length variation.18

In Task D, GPT-4-Turbo scored highest (80.85), reflecting its strong instruction-
following and multi-step reasoning abilities. TAIDE followed (77.62), benefiting from both

17. The four components include: Fragstellung (problem statement), Obersatz (general principle or major
premise), Subsumtion (application of law to facts), and Eergebnis (conclusion). This can be analogous
to the IRAC reasoning steps proposed in the LegalBench benchmark: Issue, Rule, Application, and
Conclusion, which is a framework American legal scholars use to execute legal reasoning. A detailed
description is shown in Appendix E.

18. Detailed statistics available in the supplementary materials: https://osf.io/sxjbr/?view_only=
59bc169477ae4eea84dab4b5092d2046
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general reasoning and familiarity with Taiwanese legal texts. By contrast, Llawa variants
failed to generalize, producing repetitive or incoherent text and scoring near zero. Gen-
eral instruction-tuned models performed moderately (Mistral-Nemo-Instruct: 74.26;
Meta-Llama-3-8B-Instruct: 68.25), while LoRA-based models underperformed (Blaw-
stral: 62.03; Bllawa: 51.42). Overall, Task D favors models with strong multi-step
reasoning and structured generation, while excessive domain-specific tuning may reduce
flexibility and degrade performance.

As summarized in Table 3, the strong performance of Meta-Llama-3-8B-Instruct
across most tasks (except Task C) suggests that extensive post-training for general rea-
soning and instruction-following can outweigh domain-specific continual pre-training. The
degradation observed in Bllawa supports this view: excessive in-domain fine-tuning does
not necessarily lead to improvement and may harm general reasoning skills. This supports
our main argument that DACP is not always the most optimal strategy.

5. Conclusion

This paper examined the effect of Domain-Adaptive Continual Pre-Training (DACP) on
Legal LLMs across general and complex reasoning tasks in Taiwanese Mandarin. While
DACP enhances domain-specific reasoning by integrating legal knowledge, its benefits are
task-dependent. It can strengthen specialized reasoning yet diminish the model’s perfor-
mance on prompt-based or general tasks, indicating a trade-off between specialization and
generalization. Future work should explore hybrid strategies, such as combining DACP with
task-specific fine-tuning or meta-learning, to balance legal expertise with broader reasoning
skills. Improved evaluation benchmarks are also needed to better reflect the diversity and
complexity of legal reasoning tasks.

6. Limitations

A limitation of our study is the potential for data contamination in the pre-training corpora.
In the legal domain, some overlap between training and evaluation data is inevitable, as
foundational public documents like statutes and court judgments are ubiquitous. To miti-
gate this risk, however, we took several precautions. A substantial portion of our continual
pre-training corpus consists of non-public legal documents, which are inherently separate
from public benchmarks. Moreover, we deliberately sourced our evaluation data from dis-
tinct, non-public datasets, thereby minimizing data leakage and preserving the credibility
of our results. The optimal mixture ratio between the general corpus and the legal-domain
corpus remains an open question, which Que et al. (2024) also highlighted.

Our fine-tuning methodology introduces another limitation. Our approach to generat-
ing preference data deviates from the standard practice of using human annotators. We
recognize that using model-generated outputs as rejected responses, while scalable, is a po-
tential constraint as it may not reflect the same error patterns or quality distribution found
in human-curated data.

A key limitation is our evaluation methodology. Traditional metrics like BLEU or
ROUGE are insufficient for capturing the nuances of flexible legal reasoning. While we use
GPT-4o for certain tasks, we recognize that using LLMs as evaluators can introduce poten-
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tial biases and lacks full transparency. This challenge persists even with the development
of more comprehensive benchmarks. Therefore, the creation of specialized, human-aligned
evaluation frameworks for advanced legal tasks remains a critical need for the field.
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