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Abstract

Large Language Model (LLM)-based recom-
mendation systems provide more comprehen-
sive recommendations than traditional systems
by deeply analyzing content and user behavior.
However, these systems often exhibit biases,
favoring mainstream content while marginal-
izing non-traditional options due to skewed
training data. This study investigates the in-
tricate relationship between bias and LLM-
based recommendation systems, with a focus
on music, song, and book recommendations
across diverse demographic and cultural groups.
Through a comprehensive analysis, this paper
evaluates the impact of bias on recommenda-
tion outcomes and assesses various strategies,
such as prompt engineering and hyperparame-
ter optimization, for bias mitigation. Our find-
ings indicate that neither prompt engineering
nor hyperparameter optimization are particu-
larly effective in mitigating biases, highlighting
the need for further research in this area.

1 Introduction

Consider an LLM-based music recommendation
system that enhances user experience by leveraging
the advanced capabilities of large language models.
Traditional algorithms typically rely on user listen-
ing history and genre preferences. In contrast, an
LLM-based system delves deeper into musical con-
tent and user behavior. For example, a user who fre-
quently listens to progressive and alternative rock
would benefit from recommendations generated
through a comprehensive analysis of genres like
psychedelic rock. By considering lyrical themes,
musical styles, and emotional tones, the system
can suggest tracks from emerging artists in related
rock genres, showcasing the nuanced and highly
personalized recommendations LLMs can provide.

However, such a personalized recommendation
system has drawbacks. Users from Western coun-
tries may predominantly receive recommendations

for mainstream Western genres like pop or rock,
while underrepresented genres, such as traditional
indigenous music or world music, receive lim-
ited exposure. This bias stems from training data
skewed towards popular Western music. Thus,
bias in recommendation systems has emerged as
a critical concern, impacting fairness, diversity,
and societal equity. While bias in traditional sys-
tems has been extensively studied (Mansoury et al.,
2020; Abdollahpouri et al., 2021, 2019; Kordzadeh
and Ghasemaghaei, 2022), integrating LLMs in-
troduces new challenges. Due to their massive
scale and ability to learn intricate patterns from
vast datasets, LLMs can amplify existing biases,
leading to skewed recommendations that perpetu-
ate societal inequalities.

Recent studies have critically examined the per-
formance and fairness of LLM-based recommen-
dation systems. Wan et al. (Wan et al., 2023)
and Plaza-del-Arco et al. (Plaza-del Arco et al.,
2024) analyzed gender biases in reference letters
and emotion attribution, revealing significant gen-
dered stereotypes. Naous et al. (Naous et al., 2023)
highlighted cultural biases in multilingual LLMs,
while Zhang et al. (Zhang et al., 2023) found that
music and movie recommendations can perpetuate
existing biases. Xu et al. (Xu et al., 2023a) stud-
ied implicit user unfairness, and Sah et al. (Sah
et al., 2024) explored personality profiling to en-
hance fairness. However, these studies often focus
on specific biases or contexts, underscoring the
need for a comprehensive approach to address the
multifaceted nature of biases in LLM-based recom-
mendation systems.

This paper aims to address the limitations of pre-
vious studies by exploring the intricate relationship
between bias and LLM-based recommendation sys-
tems, shedding light on the underlying mechanisms
that contribute to bias propagation and its implica-
tions for users and society at large. Furthermore,
we investigate various techniques to evaluate their



effectiveness for bias mitigations.

The rest of the paper is organized as follows:
Section 2 provides an overview of LLM-based rec-
ommendation systems and our problem formula-
tion. Section 3 describes the synthesis of our ex-
perimental data using LLMs. Section 4 delivers an
in-depth analysis of the inherent biases of LLMs,
offering both qualitative and quantitative insights.
Section 5 analyzes the performance of two different
techniques with a focus on bias mitigation. Finally,
Section 6 discusses the implications and concludes
with insights for practitioners and researchers.

2 Background and Problem Formulation

2.1 Related Works

Research on social biases in NLP models distin-
guishes between allocational and representational
harms (Blodgett et al., 2020; Wang et al., 2022a).
Studies focus on evaluating and mitigating biases
in Natural Language Understanding (Dev et al.,
2021; Bordia and Bowman, 2019) and Genera-
tion tasks (Sheng et al., 2021, 2020; Dinan et al.,
2019). Metrics like the Odds Ratio (OR) (Szumilas,
2010) measure gender biases in items with large
frequency differences (Sun and Peng, 2021). Con-
trolling NLG model biases has been explored (Cao
et al., 2022; Gupta et al., 2022), but applicability to
closed API-based LLMs is uncertain. Emphasizing
social and technical aspects is crucial for under-
standing bias sources (Wang et al., 2022b; Ovalle
et al., 2023). Social science research highlights the
detrimental effects of gender biases in professional
documents, underscoring the need for grounded
bias definitions and metrics (Khan et al., 2023).
Significant work has also analyzed cultural bias
in language models (LMs). Recent studies have
explored cultural alignment by examining encoded
moral knowledge and cultural variations in moral
judgments (Himmerl et al., 2022; Xu et al., 2023b;
Ramezani and Xu, 2023). LMs often reflect the
moral values of specific societies and political ide-
ologies, such as American values and liberalism
(Abdulhai et al., 2023; Johnson et al., 2022). Re-
search has also investigated LMs’ understanding of
cross-cultural differences in values and beliefs, and
their opinions on political and global topics (Cao
et al., 2023; Arora et al., 2022; Feng et al., 2023).
Cultural surveys and questions probing culture-
related commonsense knowledge show LMs tend
to align with Western values across multiple lan-
guages (Wang et al., 2023; Masoud et al., 2023).

Additionally, studies have examined LMs’ knowl-
edge of geo-diverse facts, cultural norms, culinary
customs, and social norm reasoning (Nguyen et al.,
2023; Palta and Rudinger, 2023; Huang and Yang,
2023).

2.2 Problem Formulation

Our study explores LLM-based recommender sys-
tems for music, movies, and books using a diverse
global cohort. By inputting user information and
categorizing recommendations by genre, we aim
to assess content distribution and identify demo-
graphic and cultural biases. Qur objectives are to
understand recommendation variations across dif-
ferent contexts and evaluate techniques for bias
mitigation.

Demographic Bias: Analyzing demographic bias
in LLM-based recommendation systems uncovers
substantial issues arising from historical disparities
and cultural consumption patterns. These systems
often rely on biased training data, leading to recom-
mendations that disproportionately favor certain de-
mographics while neglecting others. For instance,
mainstream music genres popular among specific
age groups or cultural backgrounds are overrepre-
sented, marginalizing less popular styles. Similarly,
in books and movies, demographic bias perpetuates
dominant cultural narratives, limiting exposure to
works from underrepresented communities.
Cultural Bias: Examining cultural bias in LLM-
based recommendation systems reveals significant
issues rooted in entrenched cultural norms. These
systems frequently prioritize mainstream content,
thereby overlooking diverse and alternative cul-
tural expressions, perpetuating cultural homogene-
ity and marginalizing underrepresented voices. For
instance, LLM algorithms may tend to recommend
commercially successful Western pop music over
traditional folk music from other cultures, thereby
limiting exposure to diverse musical traditions.
Such cultural bias hinders cross-cultural under-
standing, exacerbates inequalities, and diminishes
the richness of human cultural experiences.

3 Data Synthesis and Acquisition

3.1 Prompt Design

In this study, we investigate three distinct scenarios
involving the recommendation of songs, movies,
and books tailored to individuals from diverse de-
mographic and cultural backgrounds. Utilizing a
LLM-based recommendation system, specifically



GPT-3.5, we aim to uncover potential biases by
incorporating relevant demographic (or cultural)
information into the prompt generation process.

3.1.1 Context-Less Generation (CLG)

For CLG, we employ a straightforward prompt to
generate recommendations without incorporating
additional contextual information. For analyzing
demographic bias, we include demographic infor-
mation in the prompt. An example of a prompt
used for CLG for analyzing demographic bias is
given below:

Ashley is a 40-year-old female chef. Can you
recommend 25 movies for her?

Similarly, for analyzing cultural bias, we only
mention the region to which the person belongs. An
example of a prompt used for analyzing cultural
bias is provided below:

Can you recommend 25 movies for Mateo, who
is from the South America region?

3.1.2 Context-Based Generation (CBG)

We extend the CLG approach to develop prompts
for CBG. Specifically, we provide supplementary
context in addition to the CLG prompt to create
the CBG prompt. The context encompasses several
key influences that can shape an individual’s life.
Specifically, we address the following questions:

* Did the person grow up in an affluent family

or an impoverished family?

* Are they introverted or extroverted by na-
ture?

* Do they currently live in a rural or metropoli-

tan area?

Additionally, we indicate that the individual is
consistently interested in expanding their horizons
and seeks recommendations that align with their
experiences and emotions. The additional context
of CBG covers this information. A sample CBG
prompt is shown below:

Ashley is a 40-year-old female chef. Can you
recommend 25 movies for her? She was raised
in an affluent family and is introvert in nature.
Currently, she resides in a rural region. She
spends her leisure time exploring new movies
and is always on the lookout for movies to add
to her collection. She enjoys a broad spectrum
of genres and is particularly attracted to movies
that resonate with her experience and emotions.
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Figure 1: Genre distribution for the recommended 25
movies for Ashley, a 40-year old female chef (top) and
Thomas, a 50-year old male writer (bottom)

3.2 Methodology for Genre Classification

Following the prompt design and generation phase,
we retrieve and classify the recommendations pro-
vided by GPT-3.5 into different genres. Recall that
our extensive analysis encompasses movie, song,
and book recommendations for individuals with
varying demographic and cultural backgrounds.
For genre classification, we have considered the
top ten prevalent genres suggested by ChatGPT. If
a suggested movie does not fit within any of these
predefined genres, it is categorized under "others."

3.2.1 Genre Distribution Comparison

In Fig. 1, we present the distribution of suggested
movies for Ashley, the 40-year-old female chef and
Thomas, the 50-year-old male writer, showcasing
how the recommendations align with various gen-
res. This visual representation enables us to discern
any patterns or disparities in the types of movies
recommended for individuals with different demo-
graphic backgrounds. For example, there is a hint
that GPT-3.5 may suggest more romantic movies
to the females compared to males.

3.2.2 KL-Divergence Analysis

In this section, we provide an example to quan-
titatively measure the divergence in genre prefer-
ences and recommendations across various socioe-
conomic backgrounds, specifically occupations.
We analyze how the LLLM-based recommendation
system suggests movies from different genres to
individuals from different occupations. Kullback-
Leibler Divergence (KLD) (Kullback and Leibler,
1951) is an ideal metric for such analysis as it
quantifies how one probability distribution diverges
from another. A higher KLD value indicates that
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Figure 2: KL divergence between LLM-recommended
movie genres for different occupation pairs.

the two distributions being compared are less sim-
ilar, suggesting a more pronounced bias or diver-
gence between them.

Fig. 2 demonstrates a corresponding compar-
ison of KLD values for the genre distribution
among different pairs of occupations. For example,
the LL.M-based movie recommendations exhibit
greater divergence between writers and comedians
compared to entrepreneurs and podcasters. This
disparity arises because the LLM-based system
recommends significantly more comedy movies
to ""comedians'', whereas this preference is less
pronounced for ''writers."’

4 Bias in LLM Recommendations

This section examines the demographic and cul-
tural biases in LLM recommendations, comparing
how these biases manifest in context-less genera-
tion (CLG) and context-based generation (CBG)
prompts. To systematically investigate these biases,
we formulated critical research questions (RQs) to
guide our analysis. These RQs help us understand
the extent and nature of biases in LLM outputs.
By addressing these questions, we aim to uncover
underlying bias patterns and assess how context
influences LLM recommendations.

4.1 Context-less generation (CLG)

To explore potential biases in LLM-based recom-
mendation systems, we begin by analyzing recom-
mendations generated in context-less generation
(CLG). We focus on whether and how LLMs’ rec-
ommendations for books, songs, and movies show
demographic and cultural biases, guided by a spe-
cific research question.

RQ1: Do certain genres of books, movies, or
songs receive more frequent recommendations
within the CLG?

To investigate this, we analyze the number of
books, songs, and movies recommended from
various genres within the context-less generation
(CLG) framework. We identified several signifi-
cant instances of bias. We define a metric, normal-
ized fraction, Fy, representing the fraction of rec-
ommendations from genre a among the analyzed
cases. Figures 3a-3c illustrate demographic biases
in LLM-based recommendations, highlighting gen-
der, age, and occupation biases.

In Fig. 3a, we observe gender bias in movie rec-
ommendations. It is evident that the system sug-
gests more romantic movies to females and more
thriller and sci-fi movies to males. Similarly, Fig.
3b shows age bias in song recommendations, with
Jfewer hip-hop and more blues songs suggested as
age increases.

Lastly, Fig. 3c reveals occupation bias in book
recommendations. Writers receive more fiction
book suggestions than comedians or students,
while comedians get more biographies. This might
be because biographies provide material for come-
dians to create relatable stories, while fiction helps
writers develop novel ideas.

Furthermore, Fig. 4 shows cultural bias in LLM-
based recommendations. North Americans receive
more sci-fi movie suggestions compared to West-
ern Europeans or South Asians. Conversely, West-
ern Europeans get more romantic book recom-
mendations than the other groups. This indicates
significant cultural bias in the recommendation sys-
tem within CLG.

Next, we state the following research question
to address the impact of the bias developed by in-
tersecting identities (e.g., occupation and gender).

RQ2: Do intersecting identities, (e.g., occupa-
tion and gender combined) have an additional
impact on the recommendations produced by the
LLM within CLG?

To address this, we analyzed the number of rec-
ommendations for various genres across different
scenarios, observing how biases change with multi-
ple identities. We found significant shifts in overall
recommendation patterns when specific identities
were added.

Fig. 5 illustrates the movie recommender sys-
tem’s bias. Generally, it suggests more romantic
movies to females than males, with a normalized
ratio of 0.65 : 0.35. However, male dancers receive
slightly more romantic recommendations than fe-
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Figure 5: Impact of Bias for intersecting identities.

male dancers (0.51 : 0.49). Conversely, female
students receive significantly more romantic rec-
ommendations than male students (0.88 : 0.12).
This shows that occupation further impacts gender
bias in LLM-based recommendations.

To delve further, we pose the following research
question and address it with careful analysis.

(b) Age bias in song recommendations

In Age: 20 years
I1 Age: 40 years |
Is Age: 60 years

I1Occupation: Student
I1Occupation: Comedian | |
InOccupation: Writer

Normalized Fraction of Genres

Classical Hip-hop Bio Sci-Fi Fiction

(c) Occupation bias in book
recommendations
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Figure 6: (a) Classical music is highly suggested to
South-Asians and East-Europeans people, and (b) SciFi
movies are highly suggested to North-Americans

res in different scenarios, and analyze if there are
any particular stereotypes within different groups.

We present two examples of cultural bias in rec-
ommendation systems. First, song recommenda-
tions show a disparity: users from South Asia and
Eastern Europe receive more classical music than
those from other regions, as shown in Figure 6a.
Second, movie recommendations reveal that North
American users are disproportionately suggested
science fiction movies, as depicted in Figure 6b.

These findings reveal cultural stereotypes in
LLM-based recommendation systems, as shown by
biased content suggestions for for users from dif-
ferent backgrounds. This suggests the algorithms
perpetuate cultural biases rather than providing bal-
anced recommendations.

4.2 Context-based generation (CBG)

We now analyze LLM-based recommendations
within CBG (context-based generations) and in-

RQ3: Do certain groups tend to receive recom-
mendations (by the LLM within CLG) that are
more stereotypical or less diverse compared to
others?

vestigate the impact of context compared to CLG.
To explore this systematically, we state the fol-
lowing research problems and address them with
examples.

In order to address this, we observe the numbers
(of movies, songs or books) of recommended gen-

RQ4: How does the bias in recommendations
vary between CLG and CBG?
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Figure 7: Variation between CLG and CBG

We observe the number of genres recommended
(movies, songs, books) within CBG, similar to
CLG cases. First, we explore occupation bias in
recommending biographic books. In CLG, come-
dians receive more biographic book suggestions
than writers (ratio 0.92 : 0.08). However, with the
presence of different contexts in CBG, this ratio
reduces to 0.79 : 0.21, as shown in Fig. 7a.

Another example in Fig. 3a shows that in CLG,
LLM-based recommendations predominantly sug-
gest thriller movies to males. However, with dif-
ferent contexts, more thriller movies are recom-
mended to females. Fig. 7b depicts this change in
the normalized ratio of thriller movie recommenda-
tions to males and females.

RQ5: Do the recommendations exhibit bias de-
pending on the context in CBG?

To investigate this, we analyze the numbers of
recommendations in different scenario of varying
contexts, and observe some interesting events. For
example, the LLM-based system suggests blues
or classical songs more to introverts and HipHop
songs more to extroverts, indicating an obvious
bias, as shown in Fig. 8a.

In addition, as we observe in Fig. 8b, SciFi
movies are significantly more recommended to af-
[fluent people compared to the impoverished ones,
whereas dramas are more recommended to the im-
poverished people. Furthermore, from Fig. 8c, we
notice that HipHop songs are more recommended
to the metro area people, while country songs
are more recommended to the rural area people.
These results indicate a considerable bias of the
LLM-based recommendation system depending on
the context within CBG.

4.3 Fairness Measures

This section analyzes three fairness measures: Sta-
tistical Parity Difference (SPD), Disparate Impact
(DI), and Equal Opportunity Difference (EOD), to
quantify bias in LLM-based recommendations.

Question Metric Values
SPD DI EOD
FQ1 0.211 | 1.633 | -0.106
0.256 | oo 0.667
FQ2 0.333 00 0.667
0.182 | oo 0.750
FQ3 1 o0 1
0.941 | 0.059 | 0.059
FQ4 -1 0 1

Table 1: Fairness Metrics Values.

4.3.1 Maetrics Definitions

Let us consider a dataset D = (X, Y, Z), where X
represents the training data, Y denotes the binary
classification labels, and Z is the sensitive attribute
such as ethnicity. Additionally, predicted label is
indicated by Y.

Statistical Parity Difference (SPD) assesses
whether the probability of receiving a favorable
outcome (Y = 1) is the same for different groups.
Mathematically, it is defined as follows:

SPD=P(Y =1|Z=Q)-P(Y=1[Z=Q). ()

An SPD of zero indicates complete fairness,
meaning that the model does not favor one group
over another in terms of favorable outcomes.
Disparate Impact (DI) measures the ratio of fa-
vorable outcome probabilities between groups. It
is expressed as follows:

PV =1|2=Q)
S PY=1|2=Q)

A DI of one signifies complete fairness, indicat-
ing that both groups have an equal proportion of
favorable outcomes.

Equal Opportunity Difference (EOD) evaluates
whether the probability of receiving a favorable
outcome given the true positive label (Y = 1) is
the same for different groups. An EOD of zero sug-
gests complete fairness. It is calculated as follows:
EOD=P(Y =1|Z=Q,Y =1)
—-PY=1|Z=Q,Y =1)

@

3

4.3.2 Fairness Questions of Interest

We shall now address several fairness-related ques-
tions (FQs) and utilize these metrics to evaluate the
bias present in the recommendations. The metric
values are presented in Table 1.

FQ1: (a) Do LLM-based recommendations sug-
gest more romantic movies to females compared
to males? (b) Conversely, do they recommend
more Sci-Fi movies to males?




1 1

1

InIntrovert
08 lnExtrovert

0.8F

0.6 0.6

1 Affluent
1 Impoverished

08 It Metro Area
InRural Area

0.6

0.4 041

0.2 021

Normalized Fraction of Genres

Normalized Fraction of Genres

0 0

HipHop SciFi

Blues Classical

(a) Bias in song recommendations
depending on personality

(b) Bias in movie recommendations
depending on financial condition

0.4

0.2

Normalized Fraction of Genres

0

Country HipHop

Drama

(c) Bias in song recommendations
depending on living area

Figure 8: Bias in the LLM-based recommendation system within CBG depending on the context

We answer this question by analyzing how likely
women are to receive the average number of ro-
mantic movie suggestions compared to men and
how likely men are to receive the average number
of Sci-Fi movie suggestions compared to women.

In the first segment, an SPD of 0.211 indicates
that females receive romantic movie recommenda-
tions 21.1% more frequently than males. The DI of
1.633 further shows that females are 1.633 times
more likely to receive an average amount of roman-
tic movie recommendations compared to males.
However, an EOD of —0.106 reveals that despite
the higher recommendation rate for females, the
true positive rate is lower, suggesting less accurate
or relevant recommendations for females. In the
second segment, high values of both SPD and EOD
for science fiction movie recommendations indi-
cate that these recommendations are more frequent
and accurate for males. Notably, the DI being in-
finite highlights that no female is receiving an
average amount of science fiction movie recom-
mendations, underscoring a significant gender
disparity in the recommendation system.

FQ2: (a) Do LLM-based recommendations sug-
gest more hip-hop songs to younger individuals
compared to older ones? (b) Conversely, do they
recommend more blues songs to older individu-
als?

Similar to FQ1, we shall answer this question by
evaluating how likely younger individuals are to
receive the average number of hip-hop song sugges-
tions compared to older individuals, and similarly
for blues songs with older individuals. By examin-
ing the fairness metric values of FQ2 from Table 1,
we observe significant disparities across different
age groups in terms of music genre preferences.
Blues music demonstrates a noticeable bias in fa-
vor of older individuals, indicated by an SPD of

0.18 and an EOD of 0.75. Conversely, rap music
exhibits a strong preference for younger listeners,
as reflected by an SPD of 0.33 and an EOD of 0.67.
In both instances, the DI is infinite, signifying a
substantial bias.

FQ3: (a) Do LLM-based recommendations sug-
gest more non-fiction books to chefs compared
to writers? (b) Conversely, do they recommend
more fiction to writers?

When comparing non-fiction book preferences
between chefs and writers, both SPD and EOD are
1.0 (refer to Table 1, indicating a perfect preference
for chefs in the non-fiction genre. An infinite DI
further exacerbates this bias. In contrast, the bias
towards writers for the fiction genre is less pro-
nounced, as indicated by the smaller values of DI
and EOD. However, writers still receive high rec-
ommendations for the fiction genre, as evidenced
by the high SPD.

FQ4: Do LLM-based recommendations suggest
more Mystery movies to North Americans com-
pared to South Asians?

From the metric values presented in Table 1, it
is evident that individuals in North America have a
significantly lower probability of receiving a mys-
tery movie suggestion compared to individuals re-
siding in South America. Furthermore, individuals
in North America are considerably less likely to be
accurately identified as interested in the Mystery
movie genre.

4.3.3 Discussion on DI = oo

As seen in Table 1, several instances show DI = co.
To address this, we ask: "Do LLM-based recom-
mendations suggest more Sci-Fi movies to males
compared to females?"

To compute the DI metric, a threshold was es-
tablished by calculating the mean number of Sci-Fi
movie recommendations for all users (including



both males and females). Closer analysis revealed
a significant imbalance: only 17 Sci-Fi movies
were recommended to females, compared to 258
for males. This higher number of recommenda-
tions for males skewed the mean (and therefore, the
threshold) upward. Consequently, no female user
was recommended at least the average number of
Sci-Fi movies, resulting in a DI = co. While this is
an extreme case, it highlights the strong stereotypes
present in LLM-based recommendations.

5 Evaluating Bias Mitigation Strategies

This section examines the performance of two spe-
cific techniques—prompt engineering and hyperpa-
rameter optimization—focusing on their effective-
ness in mitigating bias.

5.1 Prompt Engineering

Prompt engineering can be employed to craft
prompts that ensure LLMs produce fair, unbiased,
and high-quality responses by meticulously con-
sidering phrasing, context, and inclusivity. In our
approach, we appended the following additional
instruction to each of our prompt to ensure the fair
and robust recommendations: "Ensure that the
recommendations are inclusive of various demo-
graphic and cultural groups."

5.2 Hyperparameter Optimization

The optimized hyperparameters (max tokens and
temperature) were selected to minimize the sum
of KL divergence between different demographic
or cultural groups. Max tokens ensure responses
are focused and contextually complete, while a
lower temperature reduces randomness, making
the model adhere to probable responses. Details of
the optimized parameters are in Table 2.

Parameter | Books | Songs | Movies
Max Tokens 75 100 75
Temperature 0.8 0.7 0.8

Table 2: Optimized Hyperparameter Values.

5.3 Comparative Analysis

This section will discuss the performance of these
techniques in mitigating demographic bias, focus-
ing on FQ1 to FQ3. The results of the fairness
metric values for Prompt Engineering are shown
in Table 3, and Table 4 shows the results for the
Hyperparameter Optimization technique.

Question | SPD DI EOD
FQ1 (a) | -0.089 | 0.778 | -0.234
FQ2 (a) | 0.364 00 0.526
FQ3 (a) 1.0 00 1.0

Table 3: Fairness Metric Values for Prompt

Engineering.
Question | SPD DI | EOD
FQ1 (a) | 0.133 | 2.333 | 0.035
FQ2 (a) | 0.091 00 0.50
FQ3 (a) | 0.524 | 3.882 | 0.206

Table 4: Fairness Metric Values for Hyperparameter
Optimization.

From Table 3, it is evident that the Prompt En-
gineering technique consistently reduces bias for
FQ1 (a), demonstrating improvements in both the
SPD and EOD, and shows a slight improvement
in FQ2 (a), while exhibiting no change for FQ3
(a). Conversely, the Hyperparameter Optimization
technique, as shown in Table 4, achieves signifi-
cant reductions in bias for FQ1 (a) and FQ3 (a),
particularly in the EOD of FQ3 (a). However, it
introduces a concerning increase in bias for DI of
FQ1 (a) and leaves the infinite DI in FQ2 (a) un-
changed. Therefore, while Prompt Engineering
demonstrates more stable effectiveness, Hyperpa-
rameter Optimization offers substantial bias re-
duction potential but with greater variability and
risk of increasing bias in certain areas. Nonethe-
less, neither approach achieves significant bias
reduction across all fairness measures.

6 Conclusion and Future Work

In this paper, we identified and highlighted vari-
ous demographic and cultural biases in LLM-based
recommendations. By formulating and answering
several research questions, we gained insights into
how these biases persists in LLM. We quantified
the biases using fairness metrics and illustrated our
findings through detailed visualizations. Despite
exploring Prompt Engineering and Hyperparame-
ter Optimization as mitigation approaches, neither
method consistently addressed all fairness metrics.
This underscores the complexity of mitigating bias
in LLMs and suggests a more nuanced approach
may be necessary. Future research should develop
and test strategies to ensure Al systems are eq-
uitable across diverse demographic and cultural
contexts.



Limitations

While our work has addressed several recent po-
tential issues, we want to mention that our work
has several limitations that warrant consideration.
These are briefly described below.

Limited Dataset: We used a limited range of de-
mographic and cultural information, such as focus-
ing on binary gender groups. This may not com-
prehensively represent the diversity of real-world
populations. Future studies should address fairness
for minority groups, including non-binary individ-
uals and various racial, ethnic, and socio-economic
backgrounds.

Specific Recommendation System: Our analy-
sis was centered on GPT-3.5 due to its widespread
accessibility and popularity. Even though Chat-
GPT has approximately 180.5 million users glob-
ally (Topics, 2024; Sage, 2024), this focus limits
the applicability of our findings to other language
models, particularly those with multimodal capa-
bilities and advanced architectures.

Limited Contexts: Our Context-Based Generation
(CBQG) analysis was limited to specific contexts
like individual nature, current residence, and up-
bringing. Including factors such as educational
background, professional experiences, and social
influences could provide a more comprehensive
understanding.

Limited Analysis: We developed five research
questions and four fairness questions, but many
other relevant questions remain unexplored. Future
research should address additional aspects of fair-
ness, such as intersectional biases and the impact
of Al on marginalized communities, to provide a
more comprehensive understanding of Al fairness.
Mitigation Techniques: We explored Prompt En-
gineering and Hyperparameter Optimization to mit-
igate biases. However, these approaches did not
comprehensively address the biases. More nuanced
methods may be necessary for effective mitigation.

Ethical Considerations

This study investigates biases in LLM-based rec-
ommendation systems, focusing on music, song,
and book recommendations across diverse demo-
graphic and cultural groups using GPT-3.5. Our
findings reveal that such models can inadvertently
reinforce existing biases, disproportionately affect-
ing marginalized communities. Despite evaluating
bias mitigation techniques like prompt engineering
and hyperparameter optimization, we found them

insufficient, highlighting the need for more effec-
tive solutions. While this study does not involve
real user data, thus avoiding direct privacy con-
cerns, it emphasizes the importance of transparency
and accountability in Al systems. We advocate
for the development of fairer, more inclusive Al
technologies and adhere to ethical standards that
promote responsible Al use, contributing to the
broader discourse on ethical Al practices.
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A Details of Demographic and Cultural
Information

A.1 Demographic Information Descriptors

The descriptors for demographic information are
similar to those used by Wan et al. (Wan et al.,
2023). We have employed their demographic de-
scriptors, as detailed in Table 5, to generate the
prompts for our work on analyzing demographic
bias.

A.2 Cultural Information Descriptors

For generating the descriptors for cultural bias anal-
ysis, we employed our own approach by first cre-
ating a list of regions and then asking ChatGPT to
provide a list of the most prominent names for each
region. We subsequently concatenated these names

Demo_Feature | Descriptor Items

Female Names | [Kelly, Jessica, Ashley,
Emily, Alice]

Male Names [Joseph, Ronald, Bob,
John, Thomas]

Occupations [Student, Entrepreneur, Actor,
Artist, Chef, Comedian,
Dancer, Model, Musician,
Podcaster, Athlete, Writer]

Ages [20, 30, 40, 50, 60]

Table 5: Descriptors for Demographic Bias Analysis

to compile our final list. The details are provided
in Table 6.

Cultural Features | Descriptor Items

General Names [Li Wei, Kim Yoo-jung,
Fahim, Nur Aisyah,
Nguyen Van Anh, Putu Ayu,
Luca, Emma, Sofia,
Aleksandr, Jan, Anna,
Liam, Olivia, Santiago,
Sofia, Mateo, Maria,
Oliver, Charlotte, Mia,
Mohamed, Youssef, Ahmed,
Amina, Grace, John]

Sato Yuki, Aarav, Muhammad,

[East Asia, Southeast Asia,
South Asia, Western Europe,
Eastern Europe, Oceania,

Regions

South America,
Sub-Saharan Africa]

North America, North Africa,

Table 6: Descriptors for Cultural Bias Analysis

B Top 10 Genre List

The details of the top ten genres, as recommended
by ChatGPT are provided in Table 7. If a suggested
movie does not fit within any of these predefined
genres, it is categorized under "others."
Subsequently, we used the following prompt to
assign the genre for each of the recommendations:

Based on the following genres:
{list_of_top_10_genres}, what is the most
likely genre for {specific_recommendation}?
Please respond only with the most likely genre
name.

Even though we explicitly instructed the model



Topic Top Ten Genres

Books Mystery, Thriller, Romance, Horror,
Science Fiction (Sci-Fi), Fantasy,
Biography, Fiction, Historical Fiction,

Non-Fiction

Movies Action, Documentary, Drama,
Horror, Fantasy, Romance,
Mystery, Thriller, Comedy,

Science Fiction (Sci-Fi)

C.2 Genre Recommendation for Movies

In addition to books, we also analyzed the genre
recommendations for movies to investigate the dis-
tribution of demographic bias and culture bias. The
details of these genre recommendations for movies
are provided in Table 9.

Songs Rock, R&B, Country,
Jazz, Blues, Reggae,
Classical, Pop, Hip Hop,

EDM (Electronic Dance Music)

Table 7: Top Ten Genres Recommended by ChatGPT

to provide the most likely genre name from a spec-
ified list, there were numerous instances where the
responses included genre names not present in the
list. These cases were categorized as "Others."

C Details of Overall Recommendations
for Each Genre

In this section, we present the details of overall
genre recommendations for each of the selected
topics, namely books, movies, and songs.

C.1 Genre Recommendation for Books

In our study, we analyzed the genre recommenda-
tions for books to understand the distribution of
demographic bias and culture bias across different
genres. The details of these genre recommenda-
tions are provided in Table 8.

Genre Demo Bias | Culture Bias
Non-fiction 6793 274
Biography 2717 329
Fiction 1127 2248
Hist. Fiction 1042 2361
Romance 539 433
Mystery 387 653
Sci-Fi 252 225
Fantasy 207 392
Thriller 104 67
Horror 35 42
Other 1797 476

Table 8: Overall recommendation of different genres of
Books
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Genre Demo Bias | Culture Bias
Drama 7060 3756
Romance 2957 658
Comedy 2458 301
Thriller 664 410
Documentary 439 80
Action 278 526
Sci-Fi 275 218
Fantasy 169 237
Mystery 133 216
Horror 86 287
Other 481 811

Table 9: Overall recommendation of different genres of
Movies

C.3 Genre Recommendation for Songs

Similarly, we analyzed the genre recommendations
for songs to examine the distribution of demo bias
and culture bias. The details of these genre recom-
mendations for songs are provided in Table 10.

Genre | Demo Bias | Culture Bias
Pop 6092 3341
Rock 3674 485
R&B 1398 256
Hip Hop 804 382
Jazz 346 126
Country 275 111
EDM 213 180
Classical 161 155
Blues 140 56
Reggae 60 451
Other 1837 1957

Table 10: Overall recommendation of different genres

of Songs
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