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ABSTRACT

Randomly masking and predicting word tokens has been a successful approach in pre-training language models for a variety of downstream tasks. In this work, we observe that the same idea also applies naturally to sequential decision making, where many well-studied tasks like behavior cloning, offline RL, inverse dynamics, and waypoint conditioning correspond to different sequence maskings over a sequence of states, actions, and returns. We introduce the FlexiBiT framework, which provides a unified way to specify models which can be trained on many different sequential decision making tasks. We show that a single FlexiBiT model is simultaneously capable of carrying out many tasks with performance similar to or better than specialized models. Additionally, we show that performance can be further improved by fine-tuning our general model on specific tasks of interest.

1 INTRODUCTION

Masked language modeling (Devlin et al., 2018) is a key technique in natural language processing (NLP). Under this paradigm, models are trained to predict randomly-masked subsets of tokens in a sequence. For example, during training, a BERT model might be asked to predict the missing words in the sentence “yesterday I ___ cooking a ___”. Importantly, while unidirectional models like GPT (Radford et al., 2018) are trained to predict the next token conditioned only on the left context (making their most natural usage that of language generation), bidirectional models trained on this objective learn to model both the left and right context to represent each word token. This leads to richer representations that can then be fine-tuned to excel on a variety of downstream tasks (Devlin et al., 2018).

Our work investigates how masked modeling can be a powerful idea in sequential decision problems. Consider a sequence of states $s$ and actions $a$ collected across $T$ timesteps $s_1, a_1, \ldots, s_T, a_T$. If we consider each state and action as tokens of a sequence (analogous to words in NLP) and mask the last action, say $(s_1, a_1, s_2, a_2, s_3, \_)$, predicting the missing token $a_3$ amounts to a Behavior Cloning prediction with two timesteps of history (Pomerleau, 1991), given that this masking corresponds to the inference $P(a_3|s_1:3, a_1:2)$. From this perspective, training a model to predict missing tokens from all maskings of the form $(s_1, a_1, \ldots, s_t, \_, \ldots, \_)$ for all $t \in [1, \ldots, T]$ corresponds to training a Behavior Cloning (BC) model.

Similarly, many well-studied inference tasks can be expressed as a masking: goal or waypoint conditioned BC (Ding et al., 2020; Rhinehart et al., 2019), offline reinforcement learning (RL) (Levine et al., 2020a), forward or inverse dynamics prediction (Ha & Schmidhuber, 2018; Christiano et al., 2016; Chen et al., 2022b), initial-state inference (Shah et al., 2019), and more. With this idea, we introduce the FlexiBiT framework: Flexible Inference in Sequential Decision Problems via Bidirectional Transformers. In this framework, a model can be trained to perform a variety of inference tasks in a unified way by expressing each inference of interest as a masking scheme and training on all such masking schemes. In contrast to standard approaches that train a specialized
model for each inference task, we show how a single FlexiBiT model can be trained to perform a large variety of tasks out-of-the-box (even without fine-tuning).

We test this framework in a gridworld navigation task. We train a FlexiBiT model using a random masking scheme, which corresponds to training a single model to perform all possible inference tasks by sampling among them. We show how this scheme enables a single FlexiBiT model to condition on arbitrary subsets of states, actions, and rewards to perform a variety of useful inference tasks. We then systematically analyze how the masking schemes seen at training time affect downstream task performance. We find that, compared to specialized models that only train on the task of interest, a FlexiBiT model trained on random masking performs better than many of them without fine-tuning. Fine-tuning such a generic FlexiBiT model on any task of interest further improves performance.

Our results suggest that expressing tasks as sequence maskings with the FlexiBiT framework may be a promising unifying approach to building general-purpose “multi-task” models, or simply offer an avenue for building better-performing single-task models via unified multi-task training.

2 RELATED WORK

Transformer models. Transformer sequence models [Vaswani et al., 2017] have been successfully applied in other domains such as natural language processing [Devlin et al., 2018; Radford et al., 2018; Brown et al., 2020] and computer vision [Dosovitskiy et al., 2020; He et al., 2021]. Using transformers in RL and sequential decision problems has proven difficult due to the instability of training [Parisotto et al., 2020], but recent work has investigated how to use transformers in model-based RL [Chen et al., 2022a], motion forecasting [Ngiam et al., 2021], learning from demonstrations [Recchia, 2021], and teleoperation [Clever et al., 2021].

The utility of randomized masking. In addition to being used as one of the main training objectives for BERT (the “cloze task”, Devlin et al., 2018), the flexibility afforded by randomized masking in bidirectional models has been utilized in other previous works applied to language (Ghazvininejad et al., 2019; Mansimov et al., 2019) and vision (Chang et al., 2022) – mostly for the purpose of speeding up auto-regressive decoding, which is not our focus here.

Sequential decision-making as sequence modeling. We are not the first to consider sequential decision problems as a sequence modeling problem. [Chen et al., 2021] and [Janner et al., 2021] focus on RL and show how one can use GPT-style (causally-masked) Transformer models to directly generate high-reward trajectories in an offline RL setting. Unlike this line of work, we focus on many tasks that a sequence modeling perspective enables one to do, rather than just offline-RL. While some previous work has cast doubt on the necessity of using transformers to achieve good results in offline RL [Emmons et al., 2021], we note that offline RL [Levine et al., 2020] is just one of the various tasks we consider. Concurrent work to ours generalizes the left-to-right masking in the Transformer to condition on future trajectory information for tasks such as state marginal matching [Furuta et al., 2021] and multi-agent motion forecasting [Ngiam et al., 2021]. In contrast to these works, we systematically investigate how a single bidirectional Transformer model can be trained to perform arbitrary downstream tasks (in more complex settings than motion forecasting—i.e., we also consider agent actions and rewards in addition to states). The main thing that sets us apart from these works is a systematic view of all tasks that can be represented by this sequence-modeling perspective, and a detailed investigation of how different multi-task training regimes compare.

Self-supervised learning for sequential decision problems. Training on random maskings of one’s data can be considered as a form of self-supervised learning. Previous work on self-supervised learning is mostly focused on improving RL by training models on auxiliary objectives such as state dynamics prediction [Sekar et al., 2020] or intrinsic motivation [Pathak et al., 2017]. Typically, to accomplish the tasks we consider, prior work relies on specialized models: for example, goal-conditioned imitation learning [Ding et al., 2019], RL [Kaelbling, 1993], waypoint-conditioning [Rhinehart et al., 2019], property-conditioning [Zhan et al., 2020; Furuta et al., 2021], or dynamics model learning [Ha & Schmidhuber, 2018; Christiano et al., 2016]. In contrast, we demonstrate how sequence modeling can be a unifying framework for formulating and solving any inference task with a single model.
Figure 1: Just a few of the many possible tasks that can be represented in the FlexiBiT framework. For each task we show the inputs to the model and (with lower opacity) the predictions which we train the network to make for each input masking. Note that inputs and outputs always have the same dimensionality—what differs is which tokens are masked or unmasked. For example, future inference tries to predict all future states and actions only conditional on initial states and actions. Here we only display one input masking scheme for each task, even though there might be multiple that are valid or necessary (e.g. BC will have up to T different masking schemes, one for each possible history length—although in practice one would generally use the model with a sliding window).

3 FlexiBiT

We introduce the FlexiBiT framework, first describing how common inference tasks in sequential decision problems can be formulated as masking schemes (Section 3.1), and then describing various possible training regimes (Section 3.2).

We model trajectories as sequences of states, actions, and return-to-go tokens:

\[ \tau = \{(s_1, a_1, \hat{R}_1), \ldots, (s_T, a_T, \hat{R}_T)\} \]

where the return-to-go \( \hat{R}_t \) is the sum of rewards from timestep \( t \) to the end of the episode, \( \hat{R}_t = \sum_{t' = t}^{T} r_{t'} \).

3.1 Tasks as Masking Schemes

In the FlexiBiT framework, we formulate tasks in sequential decision problems as input masking schemes. Formally, with the expression masking scheme we refer to a function which randomly assigns masks to each token in trajectory snippets \( \tau_{t:t+k} \) of length \( k \) drawn uniformly at random from a dataset of trajectories. Each masking scheme defines both which input tokens are masked (determining what tokens are shown to the model for prediction) and which outputs of the model are masked before computing losses (determining which outputs the model should learn to predict).

In Figure 1 we illustrate how commonly-studied tasks such as BC, goal and waypoint conditioned imitation, offline RL (reward-conditioned imitation), and dynamics modeling can be unified under the representation of tasks as masking schemes. We describe the masking scheme for each of these tasks below.

For each trajectory snippet \( \tau_{t:t+k} \) in each batch:

- **Behavioral Cloning.** Select \( i \in [0,k] \) uniformly. Feed \( s_{t:i}, a_{t:i-1} \) to the network (include no actions if \( i = 0 \)), with all other tokens masked out. Have the network only predict the next missing action \( a_{t+i} \).

- **Goal-Conditioned.** Same as BC, but \( s_{t+k} \) is always unmasked.

- **Reward-Conditioned imitation (Offline-RL).** Same as BC, but return-to-go \( \hat{R}_t \) is always unmasked.

\[ ^1 \]While reward-to-go (or other trajectory statistics) are not necessary, we formulate the most general form to showcase how one can easily condition on additional properties of a trajectory if available. Using reward-to-go also enables us to baseline our method against previous offline-RL work (Chen et al., 2021).
Figure 2: The FlexiBiT model takes in a snippet of a trajectory which is masked according to a masking scheme before inference time. For each input possible masking, there are (many) corresponding tasks of predicting the missing inputs. Above we show an input masking corresponding to conditioning on both reward and final (goal) state; we highlight the output corresponding to predicting the agent’s next action, i.e. performing the inference $P(a_2|s_0; a_{0:1}, \hat{R}_0)$.

- **Waypoint-Conditioned imitation.** Same as BC, but a subset of intermediate states are always unmasked as waypoints or subgoals.
- **Future inference.** Same as BC, but the model is trained to predict all future states and actions, rather than only the next missing action.
- **Past inference.** Select $i \in [1, k]$ uniformly. Feed $s_{t+i:t+k}, a_{t+i:t+k}$ to the network, with all other tokens masked out. Have the network predict all previous states and actions $s_{t:t+i-1}, a_{t:t+i-1}$.
- **Forward dynamics.** Select $i \in [0, k-1]$ uniformly. Give the network the current state and action $s_{t+i}, a_{t+i}$, and have it predict the next state $s_{t+i+1}$. In theory, this could enable to handle also non-Markovian dynamics (we did not test this).
- **Inverse dynamics.** Select $i \in [1, k]$ uniformly. Give the network the current state and previous action $s_{t+i}, a_{t+i-1}$, and have it predict the previous state $s_{t+i-1}$.
- **All the above (ALL).** Randomly select one of the above masking scheme functions and apply it to the current sequence. This is a simple way of performing multi-task training.
- **Random masking (RND).** Randomly select the masking probability for the sequence $p_{mask} \sim \text{Uniform}(0, 1)$. Mask each token independently with probability $p_{mask}$ (more information about this masking scheme is in Appendix A.2). Have the model predict all tokens that were masked in the input (excepts returns-to-go). We treat the return-to-go $\hat{R}_0$ as a special token, masking it from the input with probability $p_{mask} = 0.5$. Randomly using the return-to-go in this fashion enables the model to perform both reward-conditioned and non-reward-conditioned tasks at inference time.

3.2 **Model Architecture & Training**

As model architecture, we use stacked bidirectional transformer encoder (self-attention) layers, similarly to BERT (Devlin et al., 2018). See Figure 2 for a visual representation of usage, and Appendix A.1 for more details.

Given all of the possible masking schemes with which one could train FlexiBiT models, there will be many reasonable approaches to training and using such model at test. Below, we consider some, weighing their pros and cons:

0. **Training specialized models (e.g. BC):** using a single FlexiBiT model for a single task. This involves training on only one of the single-task masking schemes from Section 3.1 (except ALL and RND, which are multi-task by nature). The only advantage that this approach might have over conventional model types is the ease of use of tapping into the same architecture for every task instead of designing task-specific input pipelines; this is not our main focus.

1. **Training on multiple pre-specified useful tasks (e.g. ALL):** with this setup, we aim to train a single FlexiBiT model that can perform well on all of its training tasks. We expect this setup to often perform similarly or better than custom models, as FlexiBiT may
learn structure in the data from the other masking schemes that enables it to surpass the performance of the customized models.

2. **Training on random maskings (RND):** with this approach, we aim to train a single model that performs well on any arbitrary sequence inference, without having to specify the tasks of interest before training. Moreover, this could potentially improve representations compared to (1), as the network is forced to reason about all components of the environment in order to perform arbitrary prediction tasks. A disadvantage compared to (1) or even (0) is that depending on the model context length, the space of possible maskings could become too large for the model to be able to learn all tasks well;

3. **Training with methods (1) or (2), and then fine-tuning to a test-time task:** this should enable to take advantage of the improved representations from multi-task training, and specialize the model parameters to the single task at hand (without having to share model capacity with other tasks). Therefore, this approach should lead to the best of both worlds (in terms of performance) of multi and single-task models. The main cost would be that of greatly diminishing the multi-task test-time flexibility enabled by (1) or (2).

**Hypotheses.** Based on the above observations, we hypothesize that: 

**H1.** (3), which uses the full power of the framework, is often better than (0); 

**H2.** (1) and (2) are sometimes better than (0); 

**H3.** when masking coverage of the desired tasks is sufficient, (2) is better than (1); 

**H4.** (3) is slightly better than (1) and (2);

In Section 4, we first show how training with a random masking scheme enables a single FlexiBiT model to perform arbitrary inference tasks at test-time on a simple navigation environment dataset, without the need for specialized output heads or training schemes that are customized for the downstream task. We then additionally show how on specific tasks of interest, training with random maskings can achieve comparable or better performance to specialized models or multi-task models (trained on a short list of possibly relevant tasks), despite rarely seeing that particular task at training time. After training on the masked prediction task, we show how FlexiBiT can additionally be fine-tuned on the specific task of interest, which we show further improves performance.

## 4 Experiments

### 4.1 Experimental Setup

To showcase the flexibility of our model, we set up a grid-like navigation environment in which we perform many different types of inferences. We use the minigrid environment framework [Chevalier-Boisvert et al., 2018] with a custom DoorKey setting. Our environment is a fully observable 4-by-4 gridworld in which the agent should move to a fixed goal location which is behind a locked door. To be able to pass the locked door, the agent must first pick up a key. Both the agent and key are initialized at random locations in each episode outside the locked room with the goal. The agent receives a reward of $1$ for each timestep it moves closer to the goal, $-1$ if it moves away from the goal, and $0$ otherwise. We train FlexiBiT models on training trajectories of sequence length $T = 10$ from a noisy-rational agent [Ziebart et al., 2008] which takes the optimal action most of the time, but has some chance of making mistakes proportional to their sub-optimality. More specifically, the agent takes the optimal action with probability $a \sim p(a) \propto \exp(C(a))$ where $C(a) = 1$ if the distance to the current goal (key or final goal) decreases, $-1$ if it increases, and $0$ otherwise. More detailed information about the environment is in Appendix A.3.

### 4.2 One Model to Rule Them All

We first showcase the out-of-the-box flexibility of a FlexiBiT model when trained with random masking. By querying the model in a variety of ways, we show qualitatively in Figure 3 that it is able to perform common tasks. Unless otherwise indicated, we take the highest probability action from the model $a_t = \arg \max_{a_t} p(a_t \mid s_0, a_0, \ldots, s_t)$, and then query the environment dynamics for the next state $s_{t+1}$. In some tasks, trajectories rolled out from the model may not always be consistent with the observed factors (e.g. the model’s highest probability trajectory may not reach the conditioned waypoints). In these cases, one could use a search procedure such as beam search to expand several trajectory hypotheses, eliminating the ones that are inconsistent with observed
Figure 3: A FlexiBiT model trained with random masking queried on various inference tasks. 
(1) Behavioral cloning: generating an expert-like trajectory given an initial state. 
(2) Goal-conditioned: reaching an alternative goal. 
(3) Reward-conditioned: generating a trajectory that achieve a particular reward, e.g., by taking a suboptimal path that does not directly reach the goal. 
(4) Waypoint-conditioned: reaching specified waypoints (or subgoals) at particular timesteps, e.g. going down on the first timestep instead of immediately picking up the key. 
(5) Backwards inference: generating a likely history conditioned on a final state (by sampling actions and states backwards). Trajectories are shown with jitter for visual clarity.

Factors, although we did not find this to be necessary in the gridworld examples. We use a simpler procedure explained in appendix A.3.

As seen in the backwards inference task (where we also query the model for state predictions), we can also effectively use FlexiBiT as an inverse dynamics model; in our framework, this is simply yet another task captured by the corresponding masking scheme.

Note that with random masking, seeing the exact masking corresponding to a particular task at training time is exceedingly rare; there are $2^T \times 2^T \times 2^T$ possible state, action, and reward maskings for a sequence of length $T$ (in these experiments $T = 10$, resulting in about $2 \times 10^6$ possible maskings). This suggests that the model is capable of generalizing across input-masking schemes.

4.3 Future State Predictions

In Figure we show how we can iteratively use the randomized-masking FlexiBiT model to sample trajectories in the environment. We visualize the distribution of states and actions for trajectories sampled from the model, conditioned on the initial state (essentially, looking at the transition frequencies of BC-sampled trajectories). As seen in Figure the model learns to match the underlying distribution of trajectories of the agent (as can be verified by comparing to held-out data).

Uses of the random-masking-trained FlexiBiT model are not limited to the iterative sampling of new trajectories (requesting inferences about the agent’s next action). One can also request inferences for states and actions further into the future: e.g., “where will the agent be in 3 timesteps?”. Given a
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fixed initial set of observed states, we visualize the distribution of predicted states at each timestep in Figure 5. Since we do not roll out actions, querying the model for the predicted state distribution at a particular timestep marginalizes over missing actions; for example, $P(s_1 | s_0, s_3, s_6)$ models the possibility that the agent chooses either up or left as the first action. Looking at these predictions, we see that most of the state predictions made by the model seem plausible, suggesting that it is able to appropriately leverage its knowledge of dynamics and usual agent behavior. In particular, it correctly models that the agent has equal probability of going up and right at $t = 3$ (leading it to the distribution over states at $t = 4$), and that the agent must be at position $(2, 1)$ at $t = 5$ in order to reach the door at $t = 6$.

4.4 How do different training regimes compare?

If we care about a single task (e.g. goal-conditioned imitation), should we train a model simply on that task? Or can there be advantages to training a general model first, and then fine-tuning it to the task of interest? To shed light on these questions we compiled a heatmap (Figure 6) which reports validation losses across a variety of training and evaluation tasks. Our experimental findings are summarized as follows:

Single-task models do well on their task and poorly on others. Firstly, as a simple sanity check, notice that all entries on the diagonal (the specialized models, trained and evaluated on a single task) are among the best at the task (that is, their rescaled loss values are quite low relative to other entries in their column). Given that they also use the FlexiBiT model architecture, they can also be evaluated on other tasks that they weren’t trained on (just by changing the input maskings): generally, as one would expect, these single tasks model tend to suffer quite a bit of degradation in performance when evaluating on previously unseen evaluation tasks.

Multi-task models perform as well as specialized ones (and sometimes better). Turning our attention to the third and second-to-last rows, we see multi-task models: for both models, we have a single model that is able to reasonably perform across all the evaluation tasks considered. In the case of the randomized masking, there are two notable takeaways: 1) it leads to lower loss values across almost all evaluation tasks relative to the ALL model, giving credence to the idea that it might be beneficial to broaden the number of tasks trained on dramatically—even if one is interested in a single task (this supports H3); 2) often the random-masking FlexiBiT model is able to (even before fine-tuning) obtain better performance than the specialized models (in 4/8 of the tasks)—supporting H2; 3) we see that this proportion increases to 6/8 tasks after additionally fine-tuning this general FlexiBiT model to the specific task of interest (supporting H1 and H4).

Forward and inverse dynamics. The forward and inverse dynamics evaluations of multi-task models stick out as being particularly poor performance relative to specialized and fine-tuned models. This is because this simple environment has deterministic dynamics, meaning that with sufficient data (as in this case), it’s essentially impossible to overfit (“overfitting is fitting”). Training a model for long enough exclusively on forward dynamics gives loss values quite close to zero. This means that any multi-task model which is trading off between that task and others might fail to overfit quite as dramatically (a gap which can be easily made up for during fine-tuning). In this sense, it might be more appropriate to consider the heatmap without these tasks. Still, we wanted to demonstrate how well our model could perform these tasks, if necessary.

5 Limitations and Future Work

More complex environments. An important limitation of our work is that our results are currently limited to a simple minigrid domain. A clear axis of improvement for our results would be to scale the experiments to more complex environments, which would enable better testing of the limits of our methods.

Property-conditioning. The choice of representing trajectories as states, actions, and returns-to-go is not constrained by the model. One could use any property of the environment or the agent as additional tokens (or set of tokens), enabling to perform property-conditioned inferences, or infer such properties from test-time trajectory snippets. Reward-conditioning is just one example of such property-conditioning (Zhan et al., 2020; Furuta et al., 2021).
Figure 6: **Task-specific validation losses (normalized column-wise).** Each row corresponds to the performance of a single model evaluated in various ways, with the exception of the last row—for which each cell is fine-tuned on the respective evaluation task. Loss values are averaged across 3 seeds and then divided by the smallest value in each column. Thus, for each evaluation task (i.e., column), the best method has value 1; a value of 1.5 corresponds to a loss that is 50% higher than the best model in the column. See Appendix A.4 for unnormalized values.

**Short context lengths.** One limitation in our experimentation are the relatively short context lengths used. This is because 1) the architecture we use requires memory quadratic in the sequence length, and 2) the number of possible random maskings is exponential in the sequence length. 1) could be addressed by using efficient transformers (Wang et al., 2020; Jaegle et al., 2021); 2) could be addressed by designing masking schemes tailed to specific test-time tasks (see Appendix A.2), or using a more principled masking schemes (Levine et al., 2020b).

**Other future work.** Another exciting direction for future work is trying to see whether the benefits obtained from random masking (or even multi-task masking) would also apply to Bayes Networks more generally; alternatively, even trivially extending the approach to multi-agent settings (for which token-stacking could prove more valuable), could enable many interesting masking-enabled queries (Ngiam et al., 2021).

6 **CONCLUSION**

In this work we propose FlexiBiT, a framework for flexibly defining and training models which: 1) are naturally able to represent any inference task and support multi-task training in sequential decision problems, 2) match or surpass the performance of specialized models after multi-task pre-training, and almost always surpasses them after fine-tuning. We believe our approach provides an elegant conceptual formulation and exciting experimental results which warrant further investigation by the research community.
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A APPENDIX

A.1 MODEL DETAILS

Input stacking. An important hyperparameter for transformer models is what dimension to use self-attention over. Previous work applies it across states, actions, and rewards as separate tokens (or even individual state and action dimensions) (Chen et al., 2021; Janner et al., 2021); this can increase the effective sequence length that we would need to input a trajectory snippet of length $k$: for example if treating states, actions, and rewards separately (have self-attention act on each independently), the sequence length would be $3k$. While this is not an issue for the short context windows we use in our experiments, this seems wasteful: the main bottleneck for transformer models is usually the computational cost of self-attention, which scales quadratically in the sequence length. To obviate this problem, we stack states, actions, and rewards for each timestep, treating them as single inputs. This way, we are making self-attention happen only across timesteps, reducing the self-attention sequence length required to $k$. This also seems like a potentially advantageous inductive bias for improving performance. Though we did not test this systematically, preliminary experiments did show that input stacking reduced validation loss.

Return-to-go conditioning. Unlike previous work that considers return-to-go conditioning (Chen et al., 2021; Janner et al., 2021), we don’t provide the model with many return-to-go tokens (one for each timestep). Providing just the first token should be sufficient for the model to interpret the return-to-go request (as, if necessary, the model can compute the remaining return to go in later steps). We found that this did not negatively impact performance, either for single-task reward-conditioned training, or for randomized masking training.

A.2 RANDOM MASKING SCHEME DETAILS

Given the correspondence of maskings and tasks, we found that a masking scheme that uniformly masks each token with a fixed probability $p$ (as common in NLP) to be a naive strategy, particularly for longer sequence lengths. With this approach, the number of tokens masked will be distributed as $n \sim \text{Binomial}(N, p)$ (where $N$ is the number of tokens). This means that it will be highly unlikely to see either 0 or $N$ tokens masked – even though there are many meaningful tasks that require most tokens to be masked (past prediction) or unmasked (behavior cloning with full history). We fix this problem by using the randomized masking scheme described in Section 3.1, which we found to perform much better.

A.3 MINIGRID DETAILS

Below we delineate some more details about our custom DoorKey minigrid environment.

State and action space, and more details on environment dynamics

The state and action spaces are both represented as discrete inputs: there are 4 actions, corresponding to the 4 possible movement directions (up, right, down, left); taking each action will move the agent in the corresponding direction unless 1) the agent is facing a wall, 2) the agent is facing the locked door without a key. Stepping on the key location tile picks up the key. The state is represented as two one-hot encoded position vectors—the agent position and the key position (which is equivalent to the agent position once the key has been picked up). Both agent and key position have 16 possible values, some of which are never seen in the data (e.g. the agent position coinciding with a wall location). Together, such vectors are sufficient to have full observability for the task—as seeing the key location coincide with the agent location informs the model that the agent is holding the key, and if the agent is holding the key it can open the locked door. Once the agent is holding the key, whether the door is open or closed is irrelevant.

Having the states and actions be discrete enables all model predictions to be done on a discrete space—which is particularly convenient as it enables the trained models to output any distribution over predicted states and actions, which can be easily visualized such as in Figure 5.

FlexiBiT models hyperparameters for DoorKey experiments
As the DoorKey environment have discrete actions and states, we use the softmax-cross-entropy loss over all predictions.

For the trained models we use 3 stacked encoder layers, 8 attention heads, 128 hidden dimension size, and 128 embedding dimension size. We train with a learning rate of $10^{-4}$, and but scale the state and action losses by a factor of 0.2. We train with the torch implementation of the Adam optimizer. We use batch size 100. We train until we reach the lowest validation loss, or up to a maximum of 6000 epochs.

When fine-tuning, we reduce the learning rate to $5 \times 10^{-5}$ and train for 500–1500 epochs depending on the task.

Fixing prediction inconsistencies

In backwards inference, we note that sometimes the predicted state at the previous timestep may not be consistent with the dynamics of the environment or the observed states. In cases where the prediction is inconsistent with environment dynamics, we re-sample the prediction (rejection sampling). In cases where the prediction is inconsistent with the observed variables, we simply return the trajectory even though it may not be consistent with the conditioned states, although rejection sampling can also be performed here.

A.4 More validation-loss results in the Minigrid domain.

We report below more validation-loss results from the minigrid experiments, varying the amount of data used to train all models. We try dataset sizes of 50, 500, and 1000. We see that notwithstanding the differences in dataset size, the trends and relative orderings of performance between models tend to stay the same.

![Figure 7: The raw loss values corresponding to Figure 6.](image)
Figure 8: Figure 6 when using a dataset of 50 trajectories instead of 500. We see that most of the trends remain the same.

Figure 9: The raw loss values corresponding to Figure 8.
Figure 10: Figure 6 when using a dataset of 1000 trajectories instead of 500. We see that most of the trends remain the same.

Figure 11: The raw loss values corresponding to Figure 10.