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ABSTRACT

The Codex model has demonstrated extraordinary competence in synthesizing working code from natural language problem descriptions (Chen et al., 2021). However, in order to reveal unknown failure modes, and uncover hidden biases, such large-scale models must be systematically subjected to multiple evaluations. In this work, we evaluate the code synthesis capabilities of the Codex model based on a set of 115 Python problems from a popular competitive programming portal: HackerRank. Our evaluation shows that Codex is indeed proficient in Python—solving 96% of the problems in a zero-shot setting, and 100% of the problems in a few-shot setting. However, Codex shows signs of producing memorized code, which is alarming, especially since the adoption and use of such models directly impacts how code is written and produced in the foreseeable future. With this in mind, we further discuss and highlight some of the prominent benefits and risks associated with large-scale language models such as Codex.

1 INTRODUCTION

The overwhelming success of large-scale transformer-based models (Vaswani et al., 2017) in natural language processing (NLP), further powered by the self-supervised learning approach (Devlin et al., 2019), has led to a paradigm-shift in the way researchers and model engineers design and construct source code models. Thanks to the transformer architecture, several modern source code models such as CodeBERT (Feng et al., 2020), GraphCodeBERT (Guo et al., 2021), PLBART (Ahmad et al., 2021), CodeT5 (Wang et al., 2021), and others have achieved state-of-the-art performance on a number of source code tasks including code completion, code summarization, and code translation.

Recently, Chen et al. (2021) introduced Codex, a source code model based on GPT-3 with over 12 billion parameters. The capabilities of the model went beyond traditional code tasks, with applications not only in code completion, code summarization, etc., but also in building simple full-scale apps, and games such as Snake and Tetris. Since, Codex is a descendant of the OpenAI GPT-3 model (Brown et al., 2020), it inherits much of the natural language understanding capability, which gives it the power to produce completions based on natural language prompts from the user. In fact, Codex is able to handle natural language prompts beyond just English, with the competence to process prompts in German, Japanese and many other languages.

The marked ingenuity of the Codex model is doubtlessly impressive with far-reaching applications, however, it must still be evaluated against established benchmarks for the range of source code tasks it promises to handle. Since several of the publicly available source code repositories on GitHub may contain code that is poorly written, insecure, or downright malicious, large-scale source code models depending on such input data may produce code that is harmful with unanticipated consequences, both for the model developers and the end-users. Furthermore, several types of biases that may exist in the training data could lead such models to produce biased outputs.

Thus, rigorous testing and auditing, possibly in multiple evaluation formats and stages, is necessary to understand the potential advantages and pitfalls — in a bid to ultimately making model predictions reliable and transparent, and to open up the black boxes that are large-scale source code models. The ever-increasing size of such models make it all the more necessary for them to be assessed, to rectify unintended faults, to identify unknown failure modes and to uncover hidden biases in the predictions.

\footnote{GitHub is known to contain malicious programs that can alter their environments (Rokon et al., 2020).}
In this paper, we evaluate the Codex model by prompting a set of 115 well-defined Python problem statements defined on HackerRank and assess whether the model is able to correctly synthesize code. Our evaluation shows that Codex is indeed able to produce valid code for 96% of the problems in a zero-shot setting, and 100% of the problems in a few-shot setting with varying temperatures.

However, Codex shows several signs of memorization. Instead of actually synthesizing code from the task objectives in the problem statement, Codex appears to generate memorized code as output, which matches the input-output specifications corresponding to the original HackerRank problem even when no specifications are provided. Even more surprising is that Codex produces the full working code for HackerRank problems when just the first sentence of the problem statement is used as a prompt—even if there is no clear task objective defined for program synthesis.

We discuss some of the related work next in Section 2. The relevant experimental considerations we present in Section 3, and the results of our evaluation in Section 4. In Section 5, we discuss the implications from our study, including the benefits and possible pitfalls of using such large-scale models vis-a-vis Codex. Finally, we discuss some future work and conclude our study in Section 6.

2 RELATED WORK

Statistical modelling for source code has come a long way since it was first introduced, going from simple n-gram models (Hindle et al., 2012) to modern-day source code transformers (as surveyed by Allamanis et al., 2018; Allamanis, 2022). Currently, large-scale code models with billions of parameters, such as Codex (Chen et al., 2021), and recently announced AlphaCode (Li et al., 2022), have begun to establish their dominance in several code tasks, particularly code synthesis.

**Code Synthesis.** The idea of code synthesis from natural language dialogue is certainly not new. Ginsparg (1978) and Heidorn (1986) outline and survey automatic programming systems that can carry out natural language dialogue. At the turn of the millennium, further attempts at general-purpose code generation from natural language began to surface (Price et al., 2000; Vadas & Curran, 2005; Mihalcea et al., 2006). Gulwani (2011) contribute further to the field by presenting an algorithm that can synthesize short string-manipulating programs from input-output examples, and by surveying the state-of-the-art approaches to program synthesis (Gulwani et al., 2017).

With the advent of learning-based techniques, studies by Menon et al. (2013) and Parisotto et al. (2016) show how learning on input-output examples can be leveraged to automatically synthesize code. Yin & Neubig (2017) improve semantic parsing and achieve state-of-the-art results in code synthesis by utilizing the syntax information of the target language as prior knowledge. Work on code synthesis reached a new milestone when Codex was introduced by Chen et al. (2021) with the promise of generating complete snippets of code from clearly defined problem statements in natural language. While newer models such as AlphaCode (Li et al., 2022) promise to take program synthesis to greater heights, Austin et al. (2021) and Karmakar & Robbes (2021) have already begun exploring the limits of code synthesis and code understanding potential in large language models.

**Evaluation of Codex.** Pearce et al. (2022) evaluate the Codex model in order to identify the purpose and capabilities of code snippets, and identify important variable names or values from code, by prompting open-ended questions to the model. The authors develop a true/false quiz framework to characterize the performance of the Codex model. Preiner & Robbes (2021) evaluate Codex on the task of automated program repair; while Pearce et al. (2021) evaluate Codex and Jurassic J-1 models on their ability to repair insecure code in a zero-shot setting. The above studies broadly shed light on the question answering and code repair capabilities of the Codex model, while we evaluate the model specifically on the task of code synthesis.

Lang et al. (2021) utilize the code synthesis capabilities of Codex to solve university level problems in probability and statistics. Similarly, Drori & Verma (2021) solve algebra problems using Codex. The authors first take problems from MIT, Stanford, and Columbia University’s courses, then convert them into suitable programming tasks, and then prompt the Codex model to generate code solutions. Drori et al. (2022) go further on to solve calculus and differential equations problems using the code synthesis capabilities of Codex. These studies evaluate Codex on code synthesis, similar to our approach, but their evaluation efforts remain limited to math problems.

[^https://hackerrank.com]
3 EXPERIMENTAL CONSIDERATIONS

In this paper we evaluate Codex (the largest code model currently available\(^3\)) in a zero-shot setting on a single task of code synthesis. Since it was a zero-shot evaluation, no further fine-tuning was done in order to ascertain the raw predictive power of the Codex model. We chose to evaluate Codex on the code synthesis task since Codex was introduced as being highly capable at it—being able to produce valid snippets of code from just natural language prompts. Furthermore, since [Chen et al. (2021)] highlighted in their paper that Codex was the most competent in Python, we chose to evaluate Codex on the code synthesis task for the Python language.

We received private beta access to Codex, which allowed us to run our evaluations. Codex is released in two formats: Codex-davinci (now available as code-davinci-001) and Codex-cushman (now available as code-cushman-001). By default, we evaluate the Codex-davinci model, which is the larger and more capable Codex model particularly competent in code synthesis.

While evaluating Codex-davinci on the code synthesis task, the default settings were used: with the Temperature set to 0, the Top-P set to 1, the frequency and presence penalty set to 0, and taking only the best of 1 completions. All completions were done with an initial response length of 128 tokens, and subsequent completions were continued till no new tokens were produced. The settings remain the same for all, unless specified otherwise for select problems.

We used the problems defined on a popular competitive programming platform, HackerRank, to prompt the Codex model for solutions. HackerRank provides a range of well-defined problems with conceptual explanations, examples, and even input-output specifications, designed to test the Python proficiency of users. We extract the problem statement from these problems, and if necessary even the input-output specifications and examples, to formulate our prompts and then evaluate the subsequent solutions synthesized by the Codex model.

The prompts are presented to the Codex model as docstrings, and the model automatically detects the language of choice and makes its predictions in the Python language. The prompts presented are straightforward with clear task objectives and input-output specifications, avoiding additional definitions, explanations, or tutorials wherever possible. We retrieve the synthesized Python code and submit it to HackerRank which runs its test cases to accept or reject the code solution. If all the test cases pass, the solution is considered correct for the problem statement.

Fig. 1 shows an example of a prompt and its corresponding code output from the Codex model. The docstring highlighted in yellow represents the prompt, while the code highlighted in light blue represents the output. The synthesized code output in blue is then validated against the test cases for the problem statement on the HackerRank platform to assess its correctness. Some interesting examples of such prompt-output pairs from our evaluations on Codex are presented in Appendix A.

---

3 AlphaCode [Li et al., 2023], announced at the time of writing, is still not released for evaluation.
4 RESULTS

Our evaluation shows that Codex is indeed capable of resolving a class of code synthesis problems; specifically from HackerRank’s list of problems that are used to determine Python proficiency in human participants. The problem statements prepared for this evaluation and their corresponding code solutions generated by Codex are made available online as runnable scripts.

Out of 115 code synthesis problems, Codex correctly generates solutions to 111 of them in a zero-shot setting, and to all 115 of them in a few-shot setting (≤ 3), with a success rate of 96% and 100% respectively. However, there are some serious caveats. Most prominently: Codex seems to be parroting memorized code from Github instead of actually synthesizing the solution from the explicit cues in the problem statement. This is reflected in several situations as detailed below.

Failing Variants. When the desired output of a given problem statement from HackerRank is modified, the model still generates code reflecting the solution to the original and unmodified problem statement. In other words, given the same context information, but modifying the task objective of the problem statement, the Codex model produces the same output corresponding to the actual unmodified original problem statement.

For example, the problem statement numbered #32 asks for the sum of the elements in set A to be printed as output. Upon prompting the Codex model with the problem statement #32, it presents the correct code solution which prints the sum of the elements in set A as instructed.

However, when we intentionally modify the problem statement to another variant (see Fig. 3 in the appendix), where the product of the elements in set A is now asked to be printed, the model fails. Upon prompting the model with the modified variant of the problem statement, we observe that the model still presents the same code solution from the original unmodified problem statement. This suggests that the code output to this problem was most likely learned from several appearances of the stated problem in the training data and prompting a modified variant triggers the model to output the memorized code.

Codex also fails to predict the correct code solutions on several other variants of problem statements, always producing code solutions corresponding to the original unmodified HackerRank problems. In fact, for 18 out of 20 instances that we have tested, Codex failed to produce accurate and reciprocal code on alternate versions of the problem statements—each with distinct task objectives.

This raises the question whether similarly worded problems but with different objectives and requirements might trigger Codex to generate memorized code snippets, instead of actually synthesizing the code from the explicit task objectives. In that case, non-technical and novice users must use the model with caution, while application developers building on top of Codex must find ways to validate the synthesized code, or rely on techniques such as TST or CSD (Poesia et al., 2022). As for the model itself, such memorization is undesirable since the model only regurgitates what is has memorized, rather than basing the solution from the vital clues in the problem statement.

Missing specifications. For some problems where user input is necessary, the problem statements specify clearly how the input will be provided e.g., a single line of input is provided with a space-separated string $S$ and an integer $k$. Alternatively, the inputs could have also been provided in another manner, e.g., the input is provided in two separate lines, the first line of input is a string $S$, the second line of input is an integer $k$. We note that the specification of how the input in provided is not vital to problem solving, but it sure defines how code is generated when it comes to code synthesis.

Out of 115 problem statements, we find that 9 of them do not have any input-output specifications, and/or constraints, or examples included with the problem statements. For additional 6 of the problem statements the prompt is straightforward and the model does not necessarily need input-output specifications or additional information (to synthesize code) even if they are explicitly provided. We exclude these 15 problems in our evaluation since the specifications either do not exist or are not strictly necessary, in order to better determine whether Codex can actually synthesize correctly-formatted and valid code even when necessary input-output specifications are not provided.

Of the remaining 100 problems, when we prompted Codex with just the problem statements without any input-output specifications, the code solution generated matched the specifications mentioned in the HackerRank problem statement for 84% of the cases. Even for problems where the output
must be structured in a certain way, the Codex model (being unaware of the explicit specifications based on the shortened prompts provided) produced code snippets that matched the required output conditions as specified in the original problem statements. Without the knowledge of how the input has to be read from user and how the outputs must be structured, the model seemed to be generating learned code it has seen rather than actually synthesizing it.

**Missing objectives.** In some cases, just the starting text is enough for Codex to produce solutions corresponding the actual HackerRank problem even when no clear task objective is present. Consider the problem statement numbered #57, the full problem statement of which is shown in Fig. 2a, and a trimmed version of the same problem statement is shown in Fig. 2b that has no task objectives.

For the trimmed version of the problem statement, even when no clear task objectives are given, the Codex model predicts a valid code snippet corresponding to the full problem statement as defined on the HackerRank platform with matching input specifications and matching task objective.

This is undesirable, since the trimmed prompt to the model just includes the first line of the problem: “Dr. John Wesley has a spreadsheet containing a list of student IDs, marks, class, and name”. And in response to this prompt, Codex produces the correct solution to the existing problem statement defined on HackerRank, passing all test cases and even adhering to the relevant input specifications. Furthermore, such behavior does not appear to be mere isolated incidents either—with ∼38% of the cases generating apparent memorized code from just the first sentence of the problem statement, even if there is no task objective provided within the prompt text.

We found that out of 115 problem statements, 27 problem statements have some sort of program objective mentioned in the very first sentence, such as, #06 Given a year, determine whether it is a leap year; #41 You are given a complex z, convert it into polar coordinates; #96 You are given a valid xml, and you have to print the maximum level of nesting. For most of these 27 problem statements additional input-output specifications, or explanations are required to actually solve the problem. But, if one gives Codex the benefit of the doubt, one would assume that Codex can synthesize code in a fair manner just from the program objective mentioned in the very first sentence.

Then, if we set aside these 27 problems, out of the remaining 88 problems where no program objective is present in the first sentence, 33 instances have been recorded where Codex produces the full and valid HackerRank solutions to the problems just from the first sentence, including matching input-output specifications, stub code, and comments (∼38% of the problems).
5 IMPLICATIONS

Before extensive adoption and use of large-scale code models, a systematic evaluation of these systems is necessary, most importantly in order to apprehend unanticipated consequences and unknown failure modes; and to determine the derived benefits and risks. We discuss some of the benefits and risks associated with using the Codex model in this section. And although the overall benefits of Codex appear to far outweigh the risks, from a technical perspective, the risks are significant.

5.1 BENEFITS

The conventional capabilities of the Codex model have already been well-documented by Chen et al. (2021). Furthermore, independent researchers, enthusiasts, and OpenAI community members have also tested and played with the model to devise a range of use-cases and applications from making memes, to generating artwork and animations, to building full-fledged applications and games (Alexeev 2021). In addition, Codex being a descendant of the GPT-3 model also inherits abilities in natural language processing which allows it to perform other related tasks such as code summarization, code explanation, code translation, code repair, and so forth.

5.1.1 DEVELOPMENT

**Code generation.** Large language models (LLMs) like Codex have the potential to improve productivity of developers by generating code just from natural language commands. Developers could potentially rely on Codex on a number of applications, from automatically implementing small functions, to implementing well-known algorithms, to even generating code for complete applications.

**Code search.** During the development process, it is quite common for developers to consult API or tool documentation, public forums, and Q&A websites to retrieve necessary information. In such cases, finding the correct information can be rather difficult owing to several factors, such as poor documentation, inactive threads, unrelated solutions on forums etc. Several studies including Ponzanelli et al. (2014) address this very issue. But now, with the introduction of Codex, users may directly generate code from simple natural language commands, instead of spending time formulating explicit search-queries and browsing through several portals to obtain clues to the solution.

5.1.2 MAINTENANCE

**Code migration.** Migrating legacy systems written in older languages is a tedious process to say the least. However, the dangers from unexpected behaviour resulting in unknown hazards, overt dependence on proprietary systems, limited portability, etc. call for the migration of these systems to modern languages such as Java or Python (Veerman & Verhoeven 2006; Sneed & Erdoes 2013). Migrating billions of lines of operational and revenue-producing legacy code may be a huge task to undertake, but early experiments (Mark 2021) already present signs that large-scale models of source code can help translating smaller chunks of legacy code to modern languages.

**Code explanation.** Owing to its natural language understanding, the Codex model could also serve as a coach to novice users helping them understand computer science concepts, technical issues, and error messages in plain English. A popular browser-IDE, now powered by Codex, demonstrates how the model’s reasoning ability can help answer code-related questions, and give explanations of what a piece of code actually does (Webster 2021).

**Code repair.** The Codex model can be directly prompted with natural language commands to repair buggy code (Prenner & Robbes 2021), optimize bloated code, or even rewrite insecure code (Pearce et al. 2021). In this modality, developers could write a snippet of code and simply direct the Codex model in natural language to check for bugs, to optimize the code, or to make it secure.

5.1.3 OTHER APPLICATIONS

Beyond applications directly related to source code and Computer Science, Codex has also been used to solve university-level problems in probability, statistics, algebra, calculus, differential equations, etc., and even to generate new problems and course content for these topics (Drori & Verma 2021; Drori et al. 2022). This suggests that Codex can have a significant impact in several fields such
as in higher education—first, by enabling practitioners solve complex problems that depend on mathematical reasoning with just natural language commands, and second, by enabling educators generate and grade new questions and problems. Another study by [Hocky & White, 2022] proves the point further by demonstrating that Codex can have a significant positive impact on chemistry and chemical engineering research. The benefits rooting from the positive use of the model are remarkable, yet, unfortunately there are certain risks involved as well.

5.2 Risks

[Bender et al., 2021] take note of the ever-increasing size of natural language models in NLP and discuss the possible risks associated with them, including environmental risks and social biases. However, based on our evaluation of Codex, we limit our discussion solely to the technical aspects and highlight some of the relevant risks and limitations associated with it.

5.2.1 Limited Creativity

It is important to highlight here that since the Codex model has been subjected to enormous amounts of code, which may include several implementations of classical computer science algorithms, common student problems, repetitive server-side code, etc., often it may generate commonly-used or seen code for even distinctly unique problem statements—producing unreliable predictions as a result of rote-learning. An obvious example is: a unique custom pattern-based problem statement generates a wrong code solution for a standard pattern, perhaps memorized from the training data. This suggests that solving distinctly unique problems could pose as a challenge for Codex. Since solving real-life problems would indeed require creative problem solving rather than depending on learned code, Codex must be evaluated further on this.

In such cases, Codex appears to be working more like a code retrieval engine rather than one for code synthesis. Section 4 sheds further light on such instances. Perhaps it’s too early to expect models to “create” code for a new and unseen problems, but given the promise of code synthesis, we must conclude that there is ample room for improvement regarding the discernment of natural language prompts to accurately synthesize code.

5.2.2 Obscure Evaluation Scope

Since a lot of the prevailing code datasets have been gathered from open-source code repositories available on platforms like GitHub, it is likely that evaluating large-scale code models on these datasets can result in inaccurate or biased evaluation outcomes. Considering the fact that Codex is able to memorize code, a prompt to fix a buggy snippet of code can surely result in the corrected code, especially when the snippet of code in question has already been seen and trained upon, perhaps several times over. On the surface this might indicate that the Codex model is capable of tasks such as program repair, but in reality, the snippets might already be known to Codex. A prompt to fix an unseen snippet of code, on the other hand, might fail altogether.

Therefore, going forth, researchers must be careful in evaluating the large-scale source code models with datasets derived from GitHub to avoid biased evaluation results, especially datasets containing commonly-used or well-known code snippets or algorithm implementations, which could already have been subjected to such models during training.

5.2.3 Privacy Risk

Even though the Codex model is trained on publicly available open-source code, user code may often contain “sensitive” information such as API tokens, secret keys, or even passwords [Sinha et al., 2015]. Although the onus is upon the users to keep their private information private, instances of secret key leaks is not uncommon. Courtesy to its memorization, similarly worded prompts could trigger Codex to involuntarily reveal sensitive information while performing code synthesis or completion tasks.

Furthermore, since Codex can be adapted to any number of downstream systems, the consequences rooting from the aforementioned risks might emerge only at the end-user, effectively hidden from model architects, engineers, and intermediate developers—thus aggravating the risk. Therefore, such models should be subject to rigorous testing and auditing, before they are released in the wild.
### Table 1: Overview of evaluations carried out across prompt types and summary of results.

<table>
<thead>
<tr>
<th>Prompt Types</th>
<th>Total</th>
<th>Tested</th>
<th>Passed</th>
<th>Pass%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problems w/ Complete Details</td>
<td>115</td>
<td>115</td>
<td>115</td>
<td>100%</td>
</tr>
<tr>
<td>Problems w/ Missing Specifications</td>
<td>115</td>
<td>100</td>
<td>84</td>
<td>84%</td>
</tr>
<tr>
<td>Problems w/ Missing Objectives</td>
<td>115</td>
<td>88</td>
<td>33</td>
<td>38%</td>
</tr>
<tr>
<td>Problems w/ Variant Objectives</td>
<td>115</td>
<td>20</td>
<td>02</td>
<td>10%</td>
</tr>
</tbody>
</table>

6 Discussion & Conclusion

Table 1 gives an overview of evaluations carried out across prompt types and the summary of results. From our analysis, we observe that Codex seems to be generating memorized code, rather than actually synthesizing the code from the distinct task objectives present in the prompts. One could infer that this behaviour occurs because of the examples that the model has seen in the training data, as we find several hundreds of repositories on Github with the HackerRank solutions for Python. Unfortunately, the training data for the Codex model is not publicly available, therefore, potential mitigating factors for such behaviour is more difficult to establish.

We prompt the Codex model with 115 well-defined Python problems from HackerRank and find that even though it is able to generate correct solutions to 100% of the problems, it fails to synthesize code, in its true sense, from the distinct natural language task objectives in the problem statements, as evident from the examples mentioned in Section 4. This suggests that there is indeed room for improvement for the Codex model: to minimize dependence on memorized code, and to improve the semantic discernment of natural language intent. We further outline the harms and risks posed by memorization in large-scale source code models, and encourage future researchers to be mindful of them while reflecting on novel training paradigms beyond building increasingly larger models.

As future work, we look forward to creating new and unique handcrafted problems, to address memorization issues rooting from data leakage; we intend to build multiple novel datasets, and conduct evaluations on a range of tasks based on such problems that are unlikely to be present in the training data. Furthermore, we intend to broaden the evaluation scope itself beyond direct task-based evaluations, incorporating evaluations on intrinsic learning of source code structure, syntax and semantics. We consider that such an extended scope of evaluation is necessary since the use and adoption of such models as foundation models (Bommasani et al., 2021) can have far-reaching impact on the way future code is produced, maintained, and used in downstream applications.

**Availability:** All HackerRank problem statements and Codex responses are recorded and made available online at: [https://github.com/ms-anon/codex_hx_hackerrank/](https://github.com/ms-anon/codex_hx_hackerrank/)
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The Codex models are currently in private beta. Usage is free during this period. Learn more.
A.2 **MISSING SPECIFICATIONS**

```python
def average(arr):
    return round(sum(set(arr))/len(set(arr)), 3)
```

```python
if __name__ == '__main__':
    n = int(input())
    arr = list(map(int, input().split()))
    result = average(arr)
    print(result)
```

Figure 4: Problem statement #28 with a function description and input-output specifications.

Figure 5: The correctly-formatted working code solution produced by Codex when prompted with the shortened problem statement #28 without the function description & input-output specifications.
A.3 Missing Objectives

```python
###
Task:
Dr. John Wesley has a spreadsheet containing a list of student's IDs, marks, class and name. Your task is to help Dr. Wesley calculate the average marks of the students.

Input Format:
The first line contains an integer N, the total number of students.
The second line contains the names of the columns in any order.
The next N lines contains the marks, IDs, name and class, under their respective column names.
###

```  

Figure 6: Problem statement #57 with a clear task objective and input-output specifications.

```python
from collections import namedtuple

if __name__ == '__main__':
    n = int(input())
    student = namedtuple('student', input())
    print(sum([int(student(*input().split()).MARKS) for _ in range(n)]) / n)
```

Figure 7: The correctly-formatted working code produced by Codex when prompted with just the first sentence of the problem statement #57 which does not contain any form of task objective.