
ToSA: Token Merging with Spatial Awareness

Abstract— Token merging has emerged as an effective strat-
egy to accelerate Vision Transformers (ViT) by reducing
computational costs. However, existing methods primarily rely
on the visual token’s feature similarity for token merging,
overlooking the potential of integrating spatial information,
which can serve as a reliable criterion for token merging in the
early layers of ViT, where the visual tokens only possess weak
visual information. In this paper, we propose ToSA, a novel
token merging method that combines both semantic and spatial
awareness to guide the token merging process. ToSA leverages
the depth image as input to generate pseudo spatial tokens,
which serve as auxiliary spatial information for the visual token
merging process. With the introduced spatial awareness, ToSA
achieves a more informed merging strategy that better preserves
critical scene structure. Experimental results demonstrate that
ToSA outperforms previous token merging methods across
multiple benchmarks on image question answering and spatial
understanding while largely reducing the runtime of the ViT,
making it an efficient solution for ViT acceleration.

I. INTRODUCTION

Most of the recent vision foundation models [1], [2], [3]
adopt Vision Transformer (ViT) [4] as the backbone, achiev-
ing advanced performance on various perception tasks such
as classification, detection, and segmentation. On the other
hand, these vision foundation models also play an important
role in the field of generative AI, especially serving as the
visual encoder of Vision Language Model (VLM) [5], [6].
Although achieving great success, the attention mechanism
of the ViT introduces heavy computational overhead and
limits its further applications in real-world scenarios such
as robotics, and autonomous driving, where high throughput
and low computational cost are preferred.

Many previous works [7], [8], [9], [10] have explored more
efficient ViT architecture to accelerate the runtime of ViT
training and inference. These new architectures introduced
extra learnable parameters or pooling layers that can reduce
the number of visual tokens, therefore lowering the com-
putational cost and runtime. Despite all these efforts, these
methods require extra training due to their newly introduced
model parameters, which limited their practicability com-
pared with recent plug-and-play token reduction methods.

Recently, training-free, plug-and-play token reduction
methods have been introduced to improve the efficiency
of ViT. Token pooling [11] demonstrates effectiveness in
reducing computational cost and the number of visual tokens
in the ViT by using clustering method. Recent work such
as ToMe [12] serves as a popular training-free method that
largely reduces the computational cost of ViT, by introducing
Bipartite Soft Matching (BSM), ToMe merges the visual
token progressively in each layer of ViT based on the visual
token features’ similarity, achieving superior performance on
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Fig. 1. A merging comparison between ToMe and ToSA. By leveraging
depth input, ToSA utilizes spatial awareness in the token merging process
and leads to more spatially coherent merging results, helping the models to
answer the question correctly. Both merging results retain 16 visual tokens
for better visual comparison. Merged token is denoted by the same patch
and inner edge color.

image classification tasks compared with previous efficient
ViT designs that require further training. Although these
methods serve as an effective way to balance the trade-off
between ViT efficiency and performance, they heavily rely
on the visual features for the token merging and clustering
process. Previous exploration work demonstrates [13] that
the visual features in the early layer mostly capture low-
level information such as edges and textures. For this reason,
we argue the low-level features in the early layers are sub-
optimal criteria for token merging, as the visual tokens from
different objects can also demonstrate similarity in low-
level visual features. In tasks such as embodied question
answering or spatial question answering, preserving local in-
formation is also important, especially when facing questions
related to counting, object existence...etc. For this reason,
a token merging method that can preserve important local
information for more fine-grained question answering task,
and also enhance the ViT efficiency in VLM is needed.

In this work, we present Token merging with Spatial
Awareness (ToSA), aim to explore the potential of using the
depth map from the RGB-D input as an auxiliary spatial
awareness for training-free token merging. We compared
ToSA with semantic-based token merging method ToMe [12]



on various image and video question answering bench-
marks including SpatialBench [14], VQAv2-Counting [15],
GQA [16], and OpenEQA [17]. Experiment results show that
state-of-the-art VLM incorporated with ToSA can demon-
strate better performance compared with the existing token
merging method. Furthermore, by leveraging the auxiliary
spatial information, ToSA can generate more spatial coherent
token merging results compared with previous work, as
shown in Fig. 1, which further improves the question answer-
ing accuracy. The contributions of this work are summarized
as follows:

• We present ToSA, a training-free token merging method
that conducted token merging based on semantic sim-
ilarity and spatial awareness. We conduct extensive
experiments on multiple images and video question an-
swering benchmarks, demonstrating ToSA outperforms
the previous semantic-based method ToMe with mini-
mal additional computational cost, showing its potential
for real-world applications.

• We present detailed qualitative results and merging
comparison between previous work ToMe and ToSA,
demonstrating ToSA can generate more spatial coherent
merging results.

II. RELATED WORK

A. Efficient Vision Transformer

To enhance the efficiency of ViT, most of the previous
works adopt different ViT architectures that can downsample
the number of visual tokens or reduce the computation of
attention operations in the model. EfficientViT [8] introduced
a cascaded group attention module and a parameter reallo-
cation strategy to reduce the computational cost. Dynam-
icViT [9] and AdaViT [10] proposed additional learnable
modules to reduce the number of visual tokens. SP-ViT [18]
proposed spatial prior-enhanced attention to reduce the
computational cost of self-attention blocks. However, these
methods possess several limitations. Firstly, most of these
methods lead to a dynamic number of visual tokens, which
can not be applied to batch training and inference. Moreover,
these models are optimized for image classification tasks,
and their practicability for visual question answering task
are not fully justified yet. Lastly, these methods’ additional
training parameters make them challenging to be directly
adopted by recent VLMs [5], [6], especially when most of the
available model checkpoints are only trained on classification
tasks. These reasons lead to the current VLMs still lean to
leverage CLIP [2] or SigLIP [3] as visual encoder despite
their adoption of original ViT architecture.

B. Training-free Token Reduction

In contrast to previous training-required methods, to en-
hance the practicability, several recent works do not require
extra training and serve as a plug-and-play module to reduce
the number of visual tokens and can enhance ViT and
VLM efficiency. Work such as Evo-ViT [19] or EViT [20]
utilized attention score to conduct token merging on less
attentive tokens. ToMe [12] proposed bipartite soft matching

and merged the visual tokens that share similar semantic
visual features between each layer of ViT. These methods
rely heavily on attention score or visual feature similarity
as a criterion for token merging. However, as indicated by
previous studies [13], [21], early layers of ViT features
tend to demonstrate low-level information as well as similar
attention scores across visual tokens within the same layer.
This nature of ViT can potentially hinder the early-stage
token merging process of the current methods, given the
low-level similarity between two tokens does not guarantee
they are from the same object and can be confusing for
semantic-based merging methods. In addition to ViT-based
token reduction methods, recent methods like Fast-V [22]
and SparseVLM [23] have introduced LLM-based visual
token reduction conditioned on attention scores or text input.
However, these approaches have several limitations. First,
they offer weaker acceleration compared to ViT-based token
reduction methods, as their token pruning occurs at a later
stage in the VLM pipeline. Additionally, unlike ViT token
reduction, LLM token reduction methods require storing all
visual tokens across multiple conversation rounds, restricting
their practicality in real-world applications. In this work,
we focus on ViT-based token reduction methods for better
practicality, aiming to provide more efficient acceleration
while maintaining high performance on VLM’s visual ques-
tion answering tasks. Furthermore, instead of fully leveraging
semantic affinity, we proposed to leverage spatial awareness
as another criterion in the token merging process, aiming to
improve the merging robustness of ViT in the earlier layers.

C. Spatial Understanding

Many recent works focus on advancing VLMs’ ability
to spatial understanding question answering tasks. Spa-
tialVLM [24] can conduct spatial understanding question
answering from RGB input images after training on the
collected large-scale spatial question answering data. Spa-
tialRGPT [25] and SpatialBot [14] incorporate extra depth
modality as input to the visual encoder for spatial question
answering. To evaluate the performance of state-of-the-art
VLM on spatial understanding, SpatialBot further proposed
SpatialBench, an image-based spatial understanding bench-
mark, featuring spatial understanding questions with multiple
question categories including size comparison, counting,
enumeration, spatial relationship...etc. On the other hand,
VQAv2 [15] includes object counting questions that can
evaluate VLMs’ capability in object counting, and GQA [16]
focuses on more general image question answering tasks.
OpenEQA [17] is another benchmark that focuses on egocen-
tric video-based 3D scene understanding, featuring RGB-D
input with seven question categories, serving as a compre-
hensive benchmark for evaluating VLMs’ spatial understand-
ing capability in the 3D scene. In this work, we evaluated
VLM’s performance after incorporating our proposed ToSA
on these spatial understanding benchmarks.
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Fig. 2. The overall framework of ToSA. ToSA block is inserted between attention and MLP across each encoder layer in ViT. ToSA block takes visual
tokens and spatial tokens as input to conduct token merging. The merging process is based on the similarity of both visual tokens and spatial tokens.

III. METHOD

A. Preliminary

Bipartite soft matching is an efficient way to merge the
tokens within each ViT layer used by the previous token
merging method [12]. It is applied on the visual tokens
between the attention and MLP block as:

1) Alternatively partition the tokens into two sets A and
B of roughly equal size.

2) For each token in set A, calculate the token similarity
with each token in set B based on cosine similarity of
the Key features in the attention block. The similarity
can be represented by a score matrix S ∈ R|A|×|B|,
where Sij represents the cosine similarity between the
ith token in A and the jth token in B.

3) Merge the most similar r pairs using a weighted
average, and record the token size.

4) Concatenate the two sets A and B back together again.
Once the tokens have been merged, they carry the features

of more than one visual token. Therefore, the merged tokens
will have less effect on softmax attention. We apply the
proportional attention as:

A = softmax
(
QK⊤
√
d

+ log s

)
(1)

where s is the number of patches the token represents after
token merging.

B. Spatial Token

Given the visual token’s feature is not reliable enough
for merging in the early stage of ViT, we introduce spatial
tokens, which are a series of tokens that are generated
from the depth input. Spatial tokens contain rich spatial
information and will go through the ToSA block along with

the original visual tokens, serving as another criterion to
calculate the score matrix for bipartite soft matching.

The way we generate spatial tokens is illustrated in Fig. 2.
For each patch on the patchify depth image, we generate a
triplet of index (x, y, z), which stands for the index on the
image. E.g. the most top left patch will have x = 0 and
y = 0, the x and y in the image ranging from the number
of patches in x and y dimension. Here x and y range from
0 to 26, which is based on the resolution and patch size of
our visual encoder. The third index z is determined by the
relative depth of the patch in the image, we average all the
pixels’ relative depth to obtain patch-wise relative depth. We
divide the estimated depth value into 27 levels to match the
index range in the x and y direction.

After the index assignment, each patch’s spatial infor-
mation will be represented by a triplet of index (x, y, z),
which we further encode with positional encoding following
transformer [26], each patch will turn into a spatial token
that represents the patch spatial location, providing critical
spatial prior for the ToSA token merging process.

C. ToSA (Token Merging with Spatial Awareness)

In the ViT forward pass, ToSA is inserted between the
attention and MLP in the ViT layers to reduce the number
of visual tokens. ToSA takes the visual tokens and spatial
tokens as input, and calculates two separate score matrices
Svisual and Sspatial based on the similarity of visual tokens
and spatial tokens, respectively. Next, ToSA calculates the
final fused score matrix based on the following equation,
where α is a variable controlling the score matrix that focuses
more on visual or spatial information.

Sfused = αSvisual + (1− α)Sspatial (2)

The fused score matrix Sfused will be used by the bipartite
soft matching, and the visual tokens and spatial tokens will



TABLE I
CATEGORY-LEVEL PERFORMANCE ON SPATIALBENCH.

Models Position (↑) Existence (↑) Counting (↑) Reaching (↑) Size (↑)

Base Model
SpatialBot-3B 58.8 80.0 86.7 53.3 25.0

Token Merging - retain 10% tokens
ToMe 52.9 55.0 58.7 58.3 25.0
ToSA 52.9 (+0.0) 65.0 (+10.0) 72.7 (+14.0) 63.3 (+5.0) 21.7 (-3.3)

TABLE II
PERFORMANCE COMPARISON ON THE VQAV2 - COUNTING.

Models RCA Acc. (%)

Base Model
LLaVA-OV-7B 77.1 100

Retain 50% tokens
ToMe 53.1 68.9
ToSA 64.1 83.1

Retain 10% tokens
ToMe 54.1 70.2
ToSA 59.9 77.7

be merged based on both visual and spatial information using
the fused score matrix Sfused. Note that the visual tokens
and spatial tokens will be merged in a corresponding style,
i.e. if the ith and jth visual tokens are merged, the ith and
jth spatial tokens will also be merged accordingly.

The parameter α is a weighting factor that controls
whether ToSA relies more on visual feature similarity or
spatial affinity. In the early layers, given the visual features
are less reliable, we use a smaller α to encourage ToSA to
conduct token merging based on spatial affinity. In the deeper
layers, we use a larger α so that ToSA can utilize the more
semantic features in the deep layers of ViT. This merging
strategy seamlessly takes advantage of both semantic-based
merging and the auxiliary spatial prior provided by the RGB-
D input. In the default setting, we use a linear increase
schedule for α, which gradually increases when passing
through the layers of ViT. The value of α at layer ith can
be denoted as:

αi = i/L (3)

with αi represents the α value in the ith layer and L is the
total number of layers in ViT. We also conducted different
schedules of α values and their effect on the performance of
spatial understanding, see Table. V for more results.

IV. EXPERIMENTS

A. Implementation

We use SpatialBot-Phi2-3B [14] in our experiments
on SpatialBench. On other benchmarks, we use LLaVA-
OneVision-7B [6] as our base model. Both VLMs use siglip-
so400m-patch14-384 [3] as the visual encoder, which has

TABLE III
PERFORMANCE COMPARISON ON THE GQA DATASET.

Models EM@1

BLIP-2 [27] 41.0
InstructBLIP [28] 49.2
Qwen-VL-Chat [29] 57.5
LLaVA-1.5 [30] 62.0
LLaMA-VID [31] 62.3
VILA [32] 62.3

Base Model
LLaVA-OV-7B 66.0

Retain 50% tokens
ToMe 62.7
ToSA 63.2

Retain 10% tokens
ToMe 57.4
ToSA 57.8

27 ViT layers, and L in Eq. 3 is set to 27 accordingly.
SpatialBot-Phi2-3B is trained on the SpatialQA [14], and
LLaVA-OneVision-7B is trained on single, multi-image, and
video data collected from a wide range of publicly available
instruction following dataset. For embodied question answer-
ing benchmarks, we uniformly sampled 12 images from the
3D scans as input to our VLM. The depth image used to
generate the spatial tokens is predicted by depth-anything-
v2 [33]. All experiments are conducted on a V100 GPU.

B. Benchmarks

There are several publicly available spatial understand-
ing question answering benchmarks, including SpatialRGPT-
Bench [25], and SpatialBench [14]. SpatialRGPT-Bench fo-
cuses on dense region spatial question answering, which
requires extra region boxes or masks as input to the ViT and
can not be seamlessly adopted by most of the current VLMs.
Therefore, we used SpatialBench, which features 5 different
question types related to object position, existence, counting,
reaching, and size. Besides SpatialBench, we also evaluated
ToSA on counting questions collected from VQAv2 [15]



and GQA [16], which focuses on more general visual rea-
soning questions. Besides image-level question answering,
we further evaluated ToSA on embodied question answer-
ing tasks, which involve video-level question answering in
3D environments. We conducted our experiments on the
OpenEQA [17] dataset, which addresses embodied question
answering across seven categories, covering aspects such
as object recognition, spatial reasoning, object localization,
attribute recognition...etc. Additionally, OpenEQA incorpo-
rates an LLM scorer that evaluates the quality of predictions
by comparing them with ground truth, offering assessments
that better align with human judgment.

C. Performance

Most of the efficient ViT methods [8], [9], [10] required
re-training the ViT for different tasks beyond image
classification, and there are very limited VLM integrations
that can enable us to conduct spatial question answering
evaluation using these models. For this reason, we mainly
compared our proposed ToSA with another recent training-
free, off-the-shelf ViT token merging method ToMe [12].
ToMe has been used by many VLM [34], [35] for efficient
training and inference, which demonstrates its successful
integration for image and video understanding tasks.

SpatialBench. In Table. I, we listed the category-
level performance of base model SpatialBot-3B [14]
and its performance after applying different token merging
methods. We demonstrate that ToSA can achieve comparable
performance with ToMe in most of the tasks, and largely
outperforms ToMe on task that requires more fine-grained
spatial understanding such as object existence and counting.
The question consists of multi-choice questions and
counting, where the former is evaluated based on accuracy.
The latter is calculated with Relative Counting Accuracy,
which is calculated as 1 − |x−y|

y , where x is the predicted
count and y is the ground truth.

VQAv2-Counting. In Table II, we present the performance
on VQAv2’s counting questions. We adopt SpatialBench’s
Relative Counting Accuracy (RCA), and also report the
accuracy percentage with respect to the base model.

GQA. In Table. III, we listed the performance of different
VLMs and the comparison between ToSA and ToMe.
Despite GQA focusing more on general question answering,
instead of heavily related to spatial question answering,
ToSA achieves better performance compared with ToMe
across different visual token usage.

OpenEQA. We show the experiment results on OpenEQA in
Table. IV, including the performance of proprietary VLMs,
and several open-source VLM’s performance with some of
them [36], [37], [38] integrate extra learnable modules that
can conduct token reduction for video understanding task.

TABLE IV
PERFORMANCE COMPARISON ON THE OPENEQA DATASET.

Models LLM-Match

Proprietary VLMs
Claude-3 Opus 36.3
Gemini 1.0 Pro Vision 44.9
Claude-3.5 Sonnet 48.7
GPT4-V (15 frames) 54.6
GPT4-V (50 frames) 55.3

Open-source VLM
Video-LLaMA [37] 20.0
LLaMA-2 w/ Concept Graph [17] 28.7
AuroraCap [34] 28.9
Video-ChatGPT [36] 32.1
LLaMA-2 w/ Sparse Voxel Map [17] 34.3
LLaMA-2 w/ LLaVA-1.5 caption [17] 36.8
Chat-UniVi [39] 42.3
Video-LLaMA2 [38] 49.2

Base Model
LLaVA-OV-7B 56.2

Retain 10% tokens
ToMe 48.3
ToSA 49.5

TABLE V
ABLATION ON TOKEN

MERGING SCHEDULE.

Schedule Acc

uniform 56.7
decrease 52.8
increase 59.9

TABLE VI
ABLATION ON INFERENCE SPEED.

Methods Used Token im/s

SigLIP 100% 18.2

ToMe 50% 23.8
ToSA 50% 23.7

ToMe 10% 33.7
ToSA 10% 33.5

D. Ablation Studies

Effect of Alpha Schedule. To demonstrate that the earlier
layer’s visual features are suboptimal for token merging,
we conduct experiments based on different α schedules in
Table V. We tested three different alpha schedules, including
a uniform α value across all layers, where α is set to as
constant across all layers. We set α to 0.5 for our experiment.
We also evaluate the decrease schedule where the α starts
with 1 and gradually reduces to 0 in the deeper layers of
ViT. As shown in Table V, using the increase schedule for
α resulted in the highest accuracy on VQAv2-counting, and
outperforms the other two schedules by a large margin. This
showcases our assumption that it is beneficial to leverage
spatial awareness in earlier layers for token merging.
Inference Speed. We compared the inference speed of ToMe
and ToSA in Table VI. Both methods are tested on the
V100 GPU in our experiments. Both ToMe and ToSA can
achieve a large boost in throughput compared with the
original ViT. Compared with ToMe, ToSA incorporates extra
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Fig. 3. Merging results comparison between ToMe and ToSA. We only keep 16 visual tokens (2%) from both methods for better visual comparison.
ToSA demonstrate more spatially coherent merging results, which leads to higher performance across various visual question answering benchamrks.

spatial tokens during the inference, but ToSA’s degradation
of throughput is minimal, with less than 0.6% degradation
under 50% used token and 10% used token settings. Note
that the throughput is different from ToMe’s original reported
number because our SigLIP uses a higher-resolution image
input, which results in more visual tokens.

E. Qualitative Results

We showcase some qualitative results in Fig. 3, which
exhibits the difference in merging results between semantic-
only ToMe and ToSA’s semantic and spatial-aware merging.
Because ToSA leverages spatial awareness during the merg-
ing process, the qualitative results demonstrate ToSA main-
tains a more coherent token merging results, with respect
to the spatial structure of the image. Here, the same token
is denoted by the same color and inner edges. Note that we
only keep 16 visual tokens (2%) from both methods for better
visual comparison between the two token merging methods.

V. CONCLUSION

In this work, we proposed ToSA, a training-free token
merging method that conducts token merging based on spa-
tial prior. Experimental results show that ToSA can achieve
better performance compared with previous token merging
methods on multiple VQA benchmarks including Spatial-
Bench, VQAv2, GQA, and OpenEQA. Furthermore, despite
the improvements, ToSA introduces minimal additional in-
ference cost, with less than 0.6% of runtime degradation
compared with previous work, demonstrating its potential
for real-world applications.

VI. LIMITATION

Although ToSA demonstrates advanced performance com-
pared with the existing method, ToSA requires auxiliary
depth image as input during the merging process. This
makes ToSA more applicable to scenarios such as robotic or
autonomous driving, where RGB-D input data is available.
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