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Abstract

Long-context modeling capabilities of Large001
Language Models (LLMs) have garnered002
widespread attention, leading to the emergence003
of LLMs with ultra-context windows. Mean-004
while, benchmarks for evaluating long-context005
language models are gradually catching up.006
However, existing benchmarks employ irrele-007
vant noise texts to artificially extend the length008
of test cases, diverging from the real-world sce-009
narios of long-context applications. To bridge010
this gap, we propose a novel long-context011
benchmark, Loong, aligning with realistic sce-012
narios through extended multi-document ques-013
tion answering (QA). Unlike typical document014
QA, in Loong’s test cases, each document is015
relevant to the final answer, ignoring any docu-016
ment will lead to the failure of the answer. Fur-017
thermore, Loong introduces four types of tasks018
with a range of context lengths: Spotlight Locat-019
ing, Comparison, Clustering, and Chain of Rea-020
soning, to facilitate a more realistic and compre-021
hensive evaluation of long-context understand-022
ing. Extensive experiments indicate that exist-023
ing long-context language models still exhibit024
considerable potential for enhancement. Re-025
trieval augmented generation (RAG) achieves026
poor performance, demonstrating that Loong027
can reliably assess the model’s long-context028
modeling capabilities.029

1 Introduction030

Large Language Models (LLMs) have exhibited031

remarkable proficiency in diverse downstream ap-032

plications (OpenAI, 2023). Recent works focus on033

scaling up the context window of LLMs (Xiong034

et al., 2023; Peng et al., 2023; Chen et al., 2024b),035

which is crucial for LLMs in handling complex036

tasks that require delving deeply into long texts. A037

few of LLM (e.g. GPT4o, Gemini-Pro) websites038

have been equipped with the intelligent document039

analysis function, allowing users to upload docu-040

ments for answering queries. Meanwhile, retrieval-041

Loong

Previous Benchmark

Document Prompt

Which artist is known for 
his work on Marvel 
Team-Up and Batman: 
Son of the Demon?

Question

+

Large Language Model

List the 'Current Assets' 
of each of the above 
companies in order.

Question

+

Document Prompt Large Language Model

Figure 1: Previous benchmarks vs. Loong. marks the
existence of evidences related to the answer in that docu-
ment. Compared to centralized distribution in previous
ones, evidences in Loong are scattered in different parts
across multi-document long contexts, necessitating that
no document can be ignored for success.

augmented generation (RAG) have been a com- 042

monly used framework that prompts LLMs with 043

multiple relevant retrieved contents and can sig- 044

nificantly improve model performance (Wu et al., 045

2024; Chen et al., 2024a). These demand the model 046

leverage its long-context capability to conduct an 047

in-depth analysis of multiple long documents. 048

However, there remains a lack of appropriate 049

benchmarks for evaluating long-context under- 050

standing in real-world multi-document scenarios. 051

Multi-document input as long-context modeling 052

possesses extensive application scenarios of LLMs, 053

such as analysis of financial reports over the years. 054

Nevertheless, most existing benchmarks only place 055

emphasis on single-document long contexts (An 056

et al., 2023; Li et al., 2023; Kamradt, 2023) or in- 057

volve multi-document question answering settings 058

by adding distracting information to the input of 059

existing short-context QA datasets (Hsieh et al., 060

2024). As shown in Figure 1, evidences supporting 061

the answer in previous benchmarks are relatively 062

centralized, such as being contained within a single 063

document. Yet, such a centralized distribution of 064
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Benchmark Multi-doc
Tasks

Broad
Length Sets

Avoidance of
Contamination

Realistic
Scenarios

High Evidence
Dispersion Multilingual

L-Eval (An et al., 2023) ✗ ✗ ✗ ✓ ✗ ✓
LongBench (Bai et al., 2023b) ✓ ✗ ✗ ✓ ✗ ✓
Marathon (Zhang et al., 2023) ✓ ✓ ✗ ✓ ✗ ✓
LooGLE (Li et al., 2023) ✗ ✗ ✗ ✓ ✗ ✓
InfiniteBench (Zhang et al., 2024) ✓ ✗ ✗ ✓ ✗ ✓

RULER (Hsieh et al., 2024) ✓ ✓ ✗ ✗ ✗ ✗
NIAH (Kamradt, 2023) ✗ ✓ ✓ ✗ ✗ ✗

Loong (Ours) ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Characteristics of Loong, where the evidences are scattered across multi-document long contexts.

evidences may cause the model to overlook certain065

documents and take shortcuts to formulate an an-066

swer, complicating the modeling of the real context067

length. Moreover, the prevalent evaluation tasks,068

such as “needle in a haystack” (NIAH) (Kamradt,069

2023), only scratch the surface of long-context un-070

derstanding by searching from context, far from071

real-world demands.072

We commence with “leave no document073

behind” and scatter the evidences across multi-074

document long contexts. In this context, bypassing075

any document will lead to an erroneous answer,076

which better tests the long-context modeling ability.077

To this end, this paper develops Loong, an innova-078

tive benchmark crafted to evaluate the long-context079

ability of LLMs across multiple documents in real-080

world scenarios. Loong typically consists of 11081

documents per test instance on average, spanning082

across three real-world scenarios in English and083

Chinese: (1) Financial Reports, (2) Legal Cases,084

and (3) Academic Papers. Meanwhile, Loong intro-085

duces new evaluation tasks from the perspectives086

of spotlight locating, comparison, clustering, and087

chain of reasoning. Furthermore, Loong features in-088

puts of varying lengths (e.g., 10K-50K, 50K-100K,089

100K-200K, >200K) and evaluation tasks of differ-090

ent difficulty levels, enabling fine-grained assess-091

ment of LLMs across different context lengths and092

task complexities.093

We conduct extensive experiments on Loong094

to test the long-context modeling capabilities of095

serveral advanced LLMs. The empirical results096

show that even the current most powerful LLMs097

still struggle with the tasks in Loong, suggesting098

significant room for improvement in current LLMs.099

Furthermore, this paper conducts in-depth analyses100

regarding the behavior of long-context LLMs, in-101

volving RAG and the scaling law of context size.102

Our main contributions are summarized as follows:103

• Loong primarily focuses on testing long- 104

context ability of LLMs across multiple docu- 105

ments by scattering the evidences to examine 106

the real length of long contexts. 107

• Loong provides evaluation sets with varying 108

lengths of input and different levels of task 109

difficulties, covering new task categories and 110

common application scenarios. 111

• All test instances are newly annotated and 112

checked to guarantee the quality. Extensive 113

experiments and analyses deeply unveil the 114

long-context modeling abilities of LLMs. 115

2 Related Work 116

2.1 Long-Context Language Models 117

With support for increasingly larger context win- 118

dows, closed-source LLMs have taken the lead in 119

the field of long-context modeling. From 128k 120

to 1000k, GPT4-Turbo-128k, Claude3-200k (An- 121

thropic, 2024) and Gemini-1.5pro-1000k (Reid 122

et al., 2024) are capable of modeling increasingly 123

longer documents, expanding the new scenarios 124

that LLMs can handle. 125

Considering the quadratic complexity of Trans- 126

former (Vaswani et al., 2017), training LLMs with 127

extensive context windows from scratch necessi- 128

tates substantial computational resources, exceed- 129

ing the capabilities of the general researchers. Con- 130

sequently, recent studies have explored ways to 131

expand the context length of these models during 132

the fine-tuning stage. For example, PI (Chen et al., 133

2023), NTK-aware (bloc97, 2023), YaRN (Peng 134

et al., 2023), Giraffe (Pal et al., 2023), Code 135

LLaMA (Roziere et al., 2023), and PoSE (Zhu 136

et al., 2023) adapts position embedding based on 137

the rotary position encoding (RoPE) (Su et al., 138
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Question: 
"What is the Basic Earnings Per Share for Dominari Holdings Inc.?"

a) Spotlight Locating

sDoc-1
---------
---------

sDoc-2
---------
---------

S

Doc-n
---------
---------

……

Multi-Doc Context:
<d1>…</d1><d2>…</d2>…<dx>…the Baic Earnings Per Share is $(0.91) at the end 
of this reporting period…</dx>…<dn>…</dn>

Answer:
$(0.91)

inference

Question: 
"Which company has the highest non-current assets?"

b) Comparison

sDoc-1
---------
---------

sDoc-2
---------
---------

S

Doc-n
---------
---------

……

Multi-Doc Context:
<d1>…</d1><d2>…</d2>…<dx>…CIRTRAN CORP…xxx…</dx>…<dy>…HARTE 
HANKS...xxx...</dy>…<dz>…GRESHAM WORLDWIDE…xxx…</dz>…<dn>…</dn>

Answer:
HARTE HANKS

inference

Question: 
"What is the trend in ARVANA INC's cash flow over the years 2022, 2023, and 2024?"

d) Chain of Reasoning

sDoc-1
---------
---------

sDoc-2
---------
---------

S

Doc-n
---------
---------

……

Multi-Doc Context:
<d1>…</d1><d2>…</d2>…<dx>…2022…$3340…</dx>...<dy>…2023 …$139025…
</dy>…<dz>…2024…$(120,294)…</dz>…<dn>…</dn>

Answer:
The cash flow in ARVANA INC increased from $3,340 in 2022 to $139,025 in 2023, but 
then significantly decreased to $(120,294) in 2024.

inference

Question: 
" Categorize the companies above by 'Accounts Payable' into the following groups: high 
payable (x>100,000), medium payable (1,000<x<100,000), and low payable (x<1,000). "

c) Clustering

sDoc-1
---------
---------

sDoc-2
---------
---------

S

Doc-n
---------
---------

……

Answer:
{"high payable": ["BIOETHICS"], "medium payable": ["CLEARONE"], "low payable": 
["Dominari Holdings"]}

inference

Multi-Doc Context:
<d1>…</d1><d2>…</d2>…<dx>… BIOETHICS…xxx…</dx>…<dy>…
BIOETHICS...xxx...</dy>…<dz>… Dominari Holdings…xxx…</dz>…<dn> …</dn>

Figure 2: Showcase of four evaluation tasks in Loong (<di>...</di> marks the content of the i-th document). a)
Spotlight Locating: Locate the evidences. b) Comparison: Locate and compare the evidences. c) Clustering: Locate
and cluster the evidences into groups. d) Chain of Reasoning: Locate and organize the chain of the evidences.

2024), with only a few fine-tuning steps, the con-139

text length can be efficiently extended.140

Another strong baseline for long-context mod-141

eling is the sliding window method. Various slid-142

ing window-based variants such as ALibi (Press143

et al., 2021), xPos (Sun et al., 2022), PCW (Rat-144

ner et al., 2022), LM-Infinit (Han et al., 2023),145

StreamingLLM (Xiao et al., 2023) are used to146

achieve efficient context scaling. Yet they diverge147

from the global perception characteristic of the148

Transformer, failing to exploit the entire context.149

2.2 Long-Context Benchmarks150

Long-context modeling methods are rapidly evolv-151

ing, yet the quality of existing benchmarks does152

not align with this progress. Synthetic task such153

as Needle-in-a-Haystack (NIAH) (Kamradt, 2023)154

and Counting stars (Song et al., 2024) are initially155

utilized for evaluating long-context language mod-156

els (LCLMs) due to their lower construction costs,157

but they are indicative of only a surface form of158

long-context understanding.159

Longbench (Bai et al., 2023b), LooGLE (Li160

et al., 2023) and Marathon (Zhang et al., 2023) are161

earlier benchmarks for comprehensive assessment162

of long context. However, the average length for163

most tasks is between 5k and 25k, far less than the164

window size of LCLMs. L-Eval (An et al., 2023),165

BAMBOO (Dong et al., 2023), CLongEval (Qiu 166

et al., 2024) and InfiniteBench (Zhang et al., 2024) 167

contain sufficiently long evaluation data, and the 168

wide variety of tasks makes the assessment more 169

comprehensive. RULER (Hsieh et al., 2024) cre- 170

ates a comprehensive testing method with flexi- 171

bly adjustable length and difficulty, yet they only 172

add distracting information to the input of existing 173

short-context QA datasets. 174

While these long-context benchmarks have their 175

own advantages, we still lack a benchmark that 176

is sufficiently long, free from data contamina- 177

tion (Golchin and Surdeanu, 2023), and fully 178

aligned with the real-world multi-document ques- 179

tion answering scenario. 180

2.3 Retrieval Augmented Language Models 181

Leveraging long documents as external knowledge, 182

Retrieval Augmented Language Models (RALMs) 183

has achieved comparable or even better perfor- 184

mance than LCLMs fine-tuned for specific tasks 185

with long document. In previous study, RALMs 186

could directly utilize the content retrieved during 187

the inference phase. REPLUG (Shi et al., 2023) 188

treats the language model as a black box and the 189

retrieval component as an adjustable plug-and-play 190

module. RETRO (Borgeaud et al., 2022) use a 191

chunked cross-attention module to incorporate the 192
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retrieved text. Additionally, Xu et al. (2023) ex-193

plored whether RALMs or LCLMs are more suit-194

able for long-context tasks under a larger parameter195

setting. However, there is currently a lack of analy-196

sis on what tasks RALMs and LCLMs each excel197

at, thus making it difficult to determine which type198

a black box model belongs to.199

3 Loong: A Long-Context Benchmark200

3.1 Overview201

The Loong benchmark comprises tasks across four202

categories: Spotlight Locating, Comparison, Clus-203

tering, and Chain of reasoning. To align with re-204

alistic scenarios, we collect documents from three205

domains: financial reports, academic papers, and206

legal cases. Furthermore, all tasks are presented in207

the question-answering format, which are all newly208

annotated by GPT-4o and humans. Totally, Loong209

includes 1600 test instances in both Chinese and210

English, featuring four sets with different intervals211

of context size: Set1 (10-50K), Set2 (50-100K),212

Set3 (100-200K) and Set4 (200-250K). We use213

tiktoken1 tokenizer to tokenize the input and re-214

port the number of tokens. Table 2 and Appendix B215

show the details of data statistics. The following216

sections will provide a detailed description of eval-217

uation task and benchmark construction.218

3.2 Evaluation Task219

Based on various multi-document semantic rela-220

tionships and LLMs’ handling of multi-document221

input, we propose new task categories for multi-222

document long-context modeling and closer align-223

ment with real-world scenarios. Figure 2 illustrates224

the evaluation tasks of Loong benchmark. Ap-225

pendix C shows the detailed test case and prompt226

of each task.227

3.2.1 Spotlight Locating228

Spotlight locating task is designed to assess the229

model’s capability for knowledge localization,230

which constitutes the foundation ability of long-231

context processing. In this task, the evidences232

are contained in only one of multiple documents,233

which is the atomic setting of the key information234

locating. Spotlight locating task is aimed at ex-235

amining the LLMs’ ability to search the evidences236

within one document from multiple ones. The up-237

per left of figure 2 provides an example of the spot-238

light locating task about Financial Reports.239

1https://platform.openai.com/tokenizer

Category Avg Token Language #Test Instance

Task

Spotlight Locating 119.3K EN, ZH 250
Comparison 110.6K EN, ZH 300
Clustering 109.8K EN, ZH 641
Chain of Reasoning 103.9K EN, ZH 409

Sub Task

Sequential Enumeration 103K EN, ZH 87
Extremum Acquisition 115K EN, ZH 143
Range Awareness 111K EN, ZH 70
Report Integration 117K EN, ZH 250
Citation&Reference 105K EN 270
Case Classification 106K ZH 121
Temporal Analysis 112K EN, ZH 100
Citation Chain 91K EN 130
Link the Links 117K ZH 113
Solitaire 94K ZH 66

Domain

Financial Report 117.5K EN, ZH 700
Legal Case 107.2K ZH 500
Academic Paper 100.9K EN 400

Length Set

Set1 (10-50K) 37.8K EN, ZH 323
Set2 (50-100K) 75.6K EN, ZH 564
Set3 (100-200K) 138.9K EN, ZH 481
Set4 (200-250K) 233.9K EN, ZH 232

Table 2: Data statistics of Loong benchmark.

3.2.2 Comparison 240

Comparison task is primarily aimed at evaluating 241

the model’s ability to compare multi-source infor- 242

mation with long contexts. In this event, the evi- 243

dences supporting the answer are distributed across 244

multiple documents, testing the LLMs’ ability to 245

locate dispersed evidences, and to correlate and 246

compare them. 247

Comparison task includes three sub-tasks: 1) 248

Sequential Enumeration: Based on the concrete 249

numerical value of a specific attribute, it requires 250

the model to list all specific values corresponding 251

to that attribute across multiple documents in a 252

given order. 2) Extremum Acquisition: It requires 253

the model to deduce the extremum of all values 254

corresponding to the certain attribute in multiple 255

documents. 3) Range Awareness: Given a specific 256

numerical or conceptual range, the model should 257

output all objects within multiple documents that 258

meet the condition. The upper right of figure 2 259

gives an example of comparison task. 260

3.2.3 Clustering 261

Clustering task entails an assessment of the model’s 262

ability to cluster key information based on specific 263

conditions across multi-document long contexts. 264

This task claims that LLMs cluster relevant evi- 265

dences scattered in multiple documents based on 266

the specified criteria. Furthermore, it necessitates 267

4
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the extraction of pertinent information from docu-268

ments and the integration of these information by269

grouping according to conditions.270

Clustering task encompasses three sub-tasks:271

1) Report Integration: This sub-task requires the272

model to group the evidences existing in the pro-273

vided financial reports into corresponding sets274

based on textual or numerical criteria. 2) Cita-275

tion&Reference: For a given paper, the model is276

tasked with identifying its citations and references277

from the candidate papers. 3) Case Classification:278

Given the causes of several legal cases, the model279

is required to accurately categorize judgment doc-280

uments. The bottom left of figure 2 depicts an281

example of the clustering task.282

3.2.4 Chain of Reasoning283

Chain of reasoning task requires the model to en-284

gage in multi-document reasoning along a logical285

pathway. This task evaluates the model’s profi-286

ciency in logical reasoning, which requires LLMs287

to locate the corresponding evidences within multi-288

ple documents and model the logical relationships289

among them for deducing the answer.290

Chain of reasoning task contains four sub-tasks:291

1) Temporal Analysis: This task requires the model292

to analyze the changes or trends of a particular at-293

tribute based on the temporal relationship, such as294

taking into account the financial reports of a cer-295

tain company over consecutive years or multiple296

quarters. 2) Citation Chain: This task requires the297

model to accurately understand each paper’s con-298

tent and their interconnections, ultimately inferring299

the linear citation relationships among them. 3)300

Link the Links: This task involves presenting fact301

descriptions and trial results from different judg-302

ment documents separately. The model is tasked303

with accurately pairing each fact description with304

its corresponding trial result. 4) Solitaire: This305

task first requires the model to match causes of ac-306

tion with judgment documents correctly, and then307

to sequentially infer multiple judgment documents308

based on the given sequence of causes of action.309

The bottom right of figure 2 gives an example of310

the chain of reasoning task.311

3.3 Benchmark Construction312

3.3.1 Data Collection313

We established six criteria for the manual collection314

of the required English and Chinese documents: (1)315

Timeliness: The majority of the documents are the316

latest ones from the year 2024; (2) Accessibility:317

The data is publicly available and permitted for 318

download and collection; (3) Appropriate Length: 319

Collecting longer documents as much as possible 320

and ensure they fit within the four designated length 321

sets; (4) Parseability: Chosen documents are easy 322

to process and parse, facilitating conversion into 323

natural language text; (5) Categorizability: Doc- 324

uments can be manually sorted based on certain 325

attributes, such as case type, research theme, or 326

company category, allowing for organized archival; 327

(6) Authoritativeness: All documents are collected 328

from scratch from official websites (e.g. China 329

Judge Online2, U.S. SEC3, cninf4, Arxiv5, Seman- 330

tic Scholar6), ensuring the quality and authority of 331

the documents. 332

Specifically, regarding financial reports, we pri- 333

marily collect the latest quarterly and annual re- 334

ports for the year 2024, totaling 574 documents. 335

For legal documents, our collection consists ex- 336

clusively of cases adjudicated by the higher and 337

intermediate courts in 2024, amounting to 629 doc- 338

uments. As for academic papers, our focus is on 339

procuring the latest articles from arXiv in 2024, 340

with a total of 764 papers. Additionally, to meet 341

requirements of the chain of reasoning task, we 342

gather a small portion of financial reports and aca- 343

demic papers from before 2024. Upon the collec- 344

tion of documents, we first parse these documents, 345

converting them uniformly into TXT format. Subse- 346

quently, we carry out further data cleansing, remov- 347

ing any portions that contain personal information. 348

3.3.2 Annotation Process 349

Compared to annotating short texts, annotating 350

long texts is more challenging. To address this is- 351

sue, we designed innovative annotation workflows 352

to reduce the cost of annotation while ensuring the 353

quality. 354

For financial reports, we compress the informa- 355

tion contained within the long context, breaking 356

down the annotation process into numerous simple 357

tasks. We initially manually identify hundreds of 358

key attributes which cover the important informa- 359

tion in the long context. Subsequently, we employ 360

GPT-4o to execute the relatively simple task of 361

information extraction, pulling the values corre- 362

sponding to these key attributes. After obtaining 363

2https://wenshu.court.gov.cn/
3https://www.sec.gov/
4http://www.cninfo.com.cn/
5https://arxiv.org/
6https://www.semanticscholar.org/
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Model Spotlight Locating Comparison Clustering Chain of Reasoning Overall

GPT4o (128K) 73.95 0.62 50.50 0.28 44.29 0.09 57.95 0.28 53.47 0.26
Gemini-Pro1.5 (1000K) 75.02 0.56 49.94 0.27 44.10 0.09 64.97 0.37 55.37 0.27
Qwen2-72B-Instruct (128K) 54.17 0.36 42.38 0.20 36.71 0.04 47.76 0.18 43.29 0.15
Claude3-Haiku (200K) 68.68 0.59 42.10 0.21 35.04 0.02 47.59 0.17 44.88 0.19
Kimi-Chat (200k) 60.98 0.50 34.74 0.13 28.76 0.04 38.52 0.15 37.49 0.16
GLM4-9B-Chat (1000K) 57.35 0.47 40.38 0.20 28.52 0.02 39.94 0.16 38.31 0.16

Table 3: Overall results (%) on four evaluation tasks. For each task, the indicator on the left represents the Avg
scores (0~100), while the right one represents the perfect rate (0~1).

the key attributes and their corresponding values,364

we can proceed to annotate only the compressed in-365

formation, eliminating the need to refer back to the366

original lengthy texts. For legal cases, we follow367

the classification provided by China Judge Online,368

manually downloading judgment documents sorted369

by different causes of action and case types. Ad-370

ditionally, we use a rule-based method to segment371

each judgment document into its factual statement372

and verdict sections. For academic papers, we373

leverage the Semantic Scholar website’s API to374

access the target paper’s citations and references.375

Moreover, by utilizing the bbl files of each arXiv376

paper, we write scripts to recursively collect arti-377

cles that meet the requirements of the linear citation378

chain task.379

During the question-and-answer annotation380

phase, we adopt two approaches: (1) Template-381

based: We design question types and templates,382

and based on pre-classified documents, we con-383

struct Q&A pairs using rules. (2) Free annotation:384

Referring to the compressed information of multi-385

ple documents, we design prompts with four dif-386

ferent task descriptions. We employ GPT-4o to387

generate Q&A pairs for each task.388

3.3.3 Quality Control389

Throughout the annotation process, we employ sev-390

eral methods to ensure accuracy: (1) Evidence Re-391

call: By designing prompts that not only prompt392

GPT-4o to generate labels but also to recall evi-393

dence supporting the labels from the text, signifi-394

cantly enhancing the accuracy in practical applica-395

tions. (2) Self-Check: GPT-4o reviews the original396

text to re-evaluate and correct any mistakes in the397

generated labels. (3) Manual Check: We manu-398

ally review and confirm the quality of annotations,399

eliminating any unreasonable or low-quality ques-400

tions. Additionally, we also take into account the401

distribution and number of different length inter-402

vals, sub-questions, and language types. From a403

pool of 2,814 entries, we conduct a secondary se- 404

lection process, ultimately choosing 1,600 entries 405

for our final benchmark. 406

4 Experiments 407

4.1 Experimental Setup 408

Models We evaluate six advanced long-context 409

LLMs, with their context window sizes rang- 410

ing from 128K to 1000K, including API-based 411

LLMs: GPT-4o-128K (OpenAI, 2023), Gemini- 412

Pro1.5-1000K (Reid et al., 2024), Claude3- 413

Haiku-200K (Anthropic, 2024), Kimi-Chat-200K7 414

and Open-sourced LLMs: Qwen2-72B-Instruct- 415

131K (Bai et al., 2023a), GLM4-9B-Chat- 416

1000K (Du et al., 2022). 417

Evaluation Metric In the long-context question an- 418

swering scenarios, traditional evaluation metrics F1 419

and Rouge-L may lead to inaccurate responses. Re- 420

cent research (Liu et al., 2024; Wang et al., 2024) 421

indicates that the GPT-4 evaluator demonstrates 422

high consistency with human evaluations, making 423

it a reasonably reliable annotator. Building on these 424

considerations, we prompt GPT-4 as a judge to eval- 425

uate the model’s output based on the golden answer 426

and the question’s requirements from three aspects: 427

Accuracy, Hallucinations, and Completeness, scor- 428

ing from 0 to 100. For a detailed prompt, please 429

refer to the appendix A. We also design two indi- 430

cators: (1) Avg Scores: the average value of scores 431

given by GPT-4 for all questions; (2) Perfect Rate: 432

the proportion of cases scoring 100 out of the to- 433

tal cases. The latter is a more stringent evaluation 434

metric compared to the former. 435

Prompt Templates For different sub-tasks, we 436

require the model to follow the given instructions 437

and output the answer according to the specific 438

prompts shown in appendix C. 439

Input Truncation Due to input length limits, we 440

assess whether adding a document would exceed 441

7https://kimi.moonshot.cn/
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Model Spotlight Locating Comparison Clustering Chain of Reasoning Overall

Set1 (10K-50K)
GPT4o (128K) 85.67 0.81 64.27 0.33 57.01 0.24 81.58 0.55 70.40 0.44
Gemini-Pro1.5 (1000K) 75.00 0.60 54.88 0.28 56.15 0.23 70.64 0.37 63.36 0.34
Qwen2-72B-Instruct (128K) 68.49 0.55 60.60 0.37 47.08 0.08 70.39 0.36 60.11 0.29
Claude3-Haiku (200K) 60.94 0.55 59.97 0.40 45.53 0.04 66.85 0.34 57.14 0.28
Kimi-Chat (200k) 81.11 0.74 46.70 0.20 47,84 0.07 53.77 0.17 55.02 0.24
GLM4-9B-Chat (1000K) 63.11 0.53 54.10 0.27 39.50 0.08 56.32 0.28 51.43 0.25

Set2 (50K-100K)
GPT4o (128K) 86.76 0.72 59.81 0.40 47.83 0.11 62.09 0.34 58.38 0.29
Gemini-Pro1.5 (1000K) 76.50 0.57 54.51 0.34 44.58 0.09 64.87 0.34 55.56 0.26
Qwen2-72B-Instruct (128K) 64.53 0.43 42.60 0.21 38.52 0.05 51.18 0.20 45.71 0.17
Claude3-Haiku (200K) 73.71 0.66 41.90 0.22 36.18 0.02 50.20 0.15 45.45 0.17
Kimi-Chat (200k) 72.82 0.52 46.77 0.21 33.46 0.06 40.51 0.15 42.40 0.16
GLM4-9B-Chat (1000K) 65.04 0.54 41.80 0.23 30.72 0.02 42.34 0.17 40.19 0.17

Set3 (100K-200K)
GPT4o (128K) 74.84 0.65 42.40 0.21 38.70 0.04 45.06 0.09 46.95 0.19
Gemini-Pro1.5 (1000K) 81.25 0.56 44.66 0.20 39.90 0.05 58.38 0.36 52.05 0.24
Qwen2-72B-Instruct (128K) 46.99 0.27 37.06 0.13 31.50 0.02 35.01 0.07 35.94 0.09
Claude3-Haiku (200K) 77.81 0.67 37.07 0.17 30.94 0.01 36.87 0.12 41.41 0.18
Kimi-Chat (200k) 62.13 0.54 24.20 0.05 21.98 0.01 31.02 0.14 31.37 0.14
GLM4-9B-Chat (1000K) 69.19 0.56 37.99 0.18 26.63 0.01 32.30 0.09 37.36 0.16

Set4 (200K-250K)
GPT4o (128K) 36.79 0.19 23.97 0.08 30.40 0.00 32.89 0.07 31.11 0.07
Gemini-Pro1.5 (1000K) 62.23 0.49 43.08 0.20 36.48 0.00 68.51 0.49 50.70 0.25
Qwen2-72B-Instruct (128K) 33.18 0.16 26.59 0.08 29.84 0.01 25.81 0.04 28.92 0.06
Claude3-Haiku (200K) 53.26 0.40 27.00 0.03 25.36 0.00 28.11 0.05 32.15 0.10
Kimi-Chat (200k) 20.17 0.12 9.17 0.00 5.65 0.00 22.61 0.11 13.50 0.05
GLM4-9B-Chat (1000K) 15.67 0.12 21.33 0.05 12.35 0.00 21.04 0.05 16.84 0.05

Table 4: The performance of LLMs on four evaluation tasks with different length sets. For each task, the indicator
on the left represents the Avg scores (0~100), while the right one represents the perfect rate (0~1).

the model’s processing length when concatenating442

multiple documents. If appending the document443

would surpass the model’s capacity, we discard it444

from the concatenation process. The evaluation and445

selection process continues until we have reviewed446

all documents that need concatenation.447

Implement Details We set ‘temperature = 0’448

to eliminate randomness and keep other hyper-449

parameters default. For API-Based LLMs, we di-450

rectly utilize the official API for testing. Since the451

Kimi-Chat-200k currently does not provide an in-452

terface, we manually input content on the web. As453

for open-source models, we conduct experiments454

on a server with 8×A100 80GB.455

4.2 Main Results456

We assess six advanced LLMs on the Loong bench-457

mark. The main results are shown in table 3 and458

4. We can see that Gemini-Pro-1.5 shows the best459

overall performance, especially excelling in the460

processing of ultra-long context within Set3 and461

Set4. Its comprehensive score reached 55.37 with462

the perfect rate of 27%, followed by GPT-4o. Be- 463

sides, the long-context modeling capacity of open- 464

source models still falls short when compared to 465

that of the most powerful closed-source models in 466

the Loong. Additionally, larger-parameter models 467

outperform their smaller counterparts within the 468

same window size, indicating the advantages of 469

scaling up model sizes for improved long-context 470

modeling. The overall assessment results highlight 471

that even the most advanced long-context LLMs 472

currently fail to achieve passing marks, particu- 473

larly in terms of the perfect rate. This suggests that 474

there exists significant room for improvement in 475

the long-context modeling capabilities of LLMs. 476

4.3 Scaling Law of Context Window 477

It’s observed that the general performance of all 478

models deteriorates with the increase in context 479

size. As observed from table 4, it is apparent 480

that for the same task, models perform well within 481

small length sets but exhibit a notable performance 482

decline as the length increases. This indicates that 483
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Figure 3: The experimental results of adding RAG mod-
ule on GPT4o and Qwen2-72B-Instruct. The baseline
means the setting without adding RAG.

the models possess a certain capability to process484

the task, yet their performance is constrained by the485

context window. Moreover, despite being trained486

on 128K data, the GPT4o and Qwen2-72b mod-487

els begin to show performance degradation within488

the 50-100K interval, revealing that their actual489

capability boundary is significantly lower than the490

claimed window size. This suggests the presence491

of an ineffective zone within the claimed window.492

There exists a Scaling Law for model window sizes:493

to truly equip an LLM with the ability to handle494

128K long texts, it should be trained on data exceed-495

ing 128K, meaning the training length should be496

greater than the actual processable length. Among497

numerous models, only the Gemini is less affected498

by changes in context length, which was training499

on the ultra-long context of 1000K. To ensure your500

model genuinely possesses the desired context win-501

dow size, train it on longer data!502

4.4 RAG or Not503

We have also incorporated the Embedding RAG504

module into the GPT4o and Qwen2-72B-Instruct505

to explore whether RAG can enhance the model’s506

performance on Loong. For the Embedding choice,507

We employ two distinct models: the OpenAI Em-508

bedding model and the BGE Embedding model.509

Regarding the configuration of default parameters,510

we set the top-k value of 5 and 10 for each model511

respectively, and the chunk size is 1024. The ex-512

perimental result is shown in the Figure 3 and the513

detailed results can be seen in Table 7, 8, and 9. It514

is evident that the inclusion of RAG does not en-515

hance the model’s performance on the Loong, and516

there is a noticeable decline in assessment. This517

is because the evidence in the Loong is distributed518

relatively evenly across multiple documents, re-519

quiring comprehensive understanding of long texts520

by the model. RAG, being more limited, only521

shows some effectiveness in the task with sparse 522

evidence, such as spotlight locating. However, for 523

tasks that require a high level of comprehensive- 524

ness, RAG’s negative impact is significant. The 525

conclusion drawn from Loong suggests that, in 526

order to truly improve a model’s long-context mod- 527

eling capabilities, training on longer texts is more 528

effective than employing RAG. 529

4.5 Task Analysis 530

Analyzing performance across different tasks, mod- 531

els exhibit their best performance in the spotlight 532

locating task. This can be attributed to the task’s 533

relative simplicity, which tests the foundational ca- 534

pabilities of long-context modeling. Moreover, the 535

evidence is only distributed within a single doc- 536

ument, making it easier to locate and less prone 537

to confusion. In contrast, due to the requirements 538

of multi-source information inference, the compar- 539

ison and cluster tasks present greater challenges, 540

leading to model underperformance. These tasks 541

necessitate not only the collection of evidence 542

across documents but also involve complex reason- 543

ing processes such as matching, contrasting, and 544

classification. Thus, they more rigorously test the 545

higher-order capabilities of long-context modeling, 546

revealing significant gaps in the current models’ 547

abilities. Regarding the chain of reasoning task, 548

models perform well within Set1. However, as the 549

context length increases, their performance drasti- 550

cally declines. This suggests that within the scope 551

of long-context modeling capabilities, LLMs pos- 552

sess adequate skills in temporal analysis, logical 553

sequencing, and linking multiple concepts. Nev- 554

ertheless, an overflow in context length leads to 555

the loss of key evidence, severely impacting the 556

accuracy of chain reasoning tasks. 557

5 Conclusion 558

In this study, we propose Loong, a benchmark 559

for evaluating long-context understanding in real- 560

world multi-document scenarios. We compare six 561

advanced LLMs, including variations in their pa- 562

rameter sizes and context windows, along with 563

GPT4o and Gemini-Pro1.5. Moreover, we con- 564

duct deeply analyses regarding how to improve 565

long-context modeling capability by comparing the 566

RAG and the scaling law of context size. 567
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Limitations568

Here we list some of the limitations that are not569

considered when designing Loong: (1) Limited570

Domains. The purpose of Loong is to evaluate571

the long-context understanding capabilities in real-572

world multi-document scenarios. However, a sea573

of multi-document domains exist in the real world.574

Considering annotation costs and model evaluation575

efficiency, we only cover the most representative576

part of them: financial, legal, and academic. (2)577

High Annotation Cost. To enhance the reliability of578

Loong in assessing the LLM’s long-context under-579

standing capabilities, we recruite a group of experts580

for each of the three domains to proofread the data,581

and they are proficient in both English and Chinese.582

They need to understand the question and search583

for relevant evidences in multiple documents with584

an average length of up to 110k to judge the consis-585

tency between the question and the answer, which586

requires a significant amount of time and effort.587
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A GPT4-as-the-Judge Prompt756

In Loong, GPT is used as a Judger to evaluate the757

correctness of the model-generated content, with758

the prompt used shown in Text A. With this evalua-759

tion method, we expect the Judger model to output760

a percentage score along with its corresponding761

explanation.762

[Gold Answer] <answer>

[The Start of Assistant’s Predicted Answer]
<LLM’s response>

[The End of Assistant’s Predicted Answer]

[System]

We would like to request your feedback on the
performance of the AI assistant in response to the
user question displayed above according to the gold
answer. Please use the following listed aspects and
their descriptions as evaluation criteria:

- Accuracy and Hallucinations: The assistant’s
answer is semantically consistent with the gold
answer; The numerical value and order need to be
accurate, and there should be no hallucinations.
- Completeness: Referring to the reference answers,
the assistant’s answer should contain all the key
points needed to answer the user’s question; further
elaboration on these key points can be omitted.
Please rate whether this answer is suitable for the
question. Please note that the gold answer can be
considered as a correct answer to the question.

The assistant receives an overall score on a scale of 1
to 100, where a higher score indicates better overall
performance.Please note that if the assistant’s answer
and the gold answer fully meet the above criteria, its
overall rating should be the full marks (100). Please
first provide a comprehensive explanation of your
evaluation, avoiding any potential bias.Then, output
a line indicating the score of the Assistant.

PLEASE OUTPUT WITH THE FOLLOWING
FORMAT, WHERE THE SCORE IS A SCALE
OF 1 TO 100 BY STRICTLY FOLLOWING THIS
FORMAT: "[[score]]", FOR EXAMPLE "Rating:
[[100]]":

<start output>
Evaluation evidence: your evluation explanation
here, no more than 100 words Rating: [[score]]
<end output>

Now, start your evaluation:
763

B Length Distribution764

As shown in figure 4 and table 5, we present the765

distribution of data lengths in Loong. It can be ob-766

served that the data is primarily distributed around767

30-120k. Moreover, we have sufficient data in both768

shorter and longer ranges, allowing us to assess the769
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Figure 4: Test Case Length Distribution in Loong.

model’s capabilities across each length interval. 770

C Case 771

To facilitate understanding of Loong’s data exam- 772

ples, we present examples of 11 sub-tasks in Ta- 773

ble 6, showing the format we input to the model as 774

well as the prompts we used. 775

D RAG Detailed Results 776

We conducted experiments on GPT-4o and Qwen2- 777

72b with the addition of a RAG module. As shown 778

in Table 7, Table 8, and Table 9, we have published 779

detailed experimental results. It can be seen that 780

RAG achieved subpar results on our Loong, indicat- 781

ing that Loong requires the model to have genuine 782

long-context understanding capabilities. 783
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Dataset #data in 10-50k #data in 50-100K #data in 100K-200K #data in 200-250K

Spotlight Locating 53 70 80 47

Comparison 60 105 95 40
Sequential Enumeration 24 29 20 14
Extremum Acquisition 16 55 59 13
Range Awareness 20 21 16 13

Clustering 113 246 194 88
Report Integration 40 90 90 30
Citation&Reference 37 120 79 34
Case Classification 36 36 25 24

Chain of Reasoning 97 143 112 57
Temporal Analysis 10 40 35 15
Citation Chain 33 50 41 6
Link the Links 35 25 28 25
Solitaire 28 19 8 11

Overall 323 564 281 232
Chinese 240 284 251 130
English 83 280 230 102

Table 5: Data length distributions in Loong benchmark.
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Sub-Task Test Case

Spotlight
Locating

<multi_documents>
<requirments>
<question: What is the name of the company with accounts payable of $11,864,561?>
<answer: CPI AEROSTRUCTURES INC>

Sequential
Enumeration

<multi_documents>
<requirments>
<question: Please list the ’Changes in Undistributed Profits’ of each of the aforementioned companies in descending order.>
<answer: $2,095,166, $(5,441), $(415,325) in thousands compared to $(409,508) in thousands>

Extremum
Acquisition

<multi_documents>
<requirments>
<question: Which company has the highest ’Total Current Liabilities’?>
<answer: BROADWAY FINANCIAL CORP \DE\>

Range
Awareness

<multi_documents>
<requirments>
<question: How many companies have ’Total Shares Outstanding’ exceeding 10,000,000 shares?>
<answer: 4 companies>

Report
Integration

<multi_documents>
<requirments>
<instruction: Please categorize the companies listed above by ’Total Shares Outstanding’ into the following groups:
below 10,000,000 shares and 10,000,000 shares or more. Place companies into the same collection for the same category and
into different collections for different categories.> <answer: {"below 10,000,000 shares": ["GSE SYSTEMS INC", "CROSS
TIMBERS ROYALTY TRUST"], "10,000,000 shares or more": ["HUGOTON ROYALTY TRUST"]}>

Citation
Reference

#Papers:
<Break the Sequential Dependency of LLM Inference Using Lookahead Decoding>
<Kangaroo: Lossless Self-Speculative Decoding via Double Early Exiting>
<Mistral 7B>
<instruction: We hope you will carefully study the provided papers and determine the citation relationships between them.>
<requirments>
#The paper you need to analyze:
<Break the Sequential Dependency of LLM Inference Using Lookahead Decoding>
<answer: {"Reference": ["# Mistral 7B"], "Citation": ["# Kangaroo"]}>

Case
Classification

<multi_documents>
<instruction: After reading the above judgments, please classify all the judgments according to the following three types of cases:
’Civil Cases’, ’Enforcement Cases’, and ’Administrative Cases’.>
<requirments>
<answer: {"Civil Cases": ["Judgment Document 2"], "Enforcement Cases": ["Judgment Document 4"], "Administrative Cases":
["Judgment Document 1", "Judgment Document 3"]}>

Temporal
Analysis

<multi_documents>
<requirments>
<question: What is the trend in ARVANA INC’s share capital from 2021 to 2024?>
<answer: ARVANA INC’s share capital has consistently increased from $4,611 in 2021 to $34,149 in 2022, $35,949 in 2023, and
$107,847 in 2024.>

Citation
Chain

<instruction: Given several papers, you are required to identify and list the longest citation chain, which demonstrates the citation
relationship among the provided papers.>
<requirments>
#Paper Provided:
<Understanding the Difficulty of Training Transformers>
<Very Deep Transformers for Neural Machine Translation>
<MonaCoBERT: Monotonic attention based ConvBERT for Knowledge Tracing>

<answer: ["# Very Deep Transformers for Neural Machine Translation ", "# Understanding the Difficulty of Training Transformers
", "# MonaCoBERT: Monotonic attention based ConvBERT for Knowledge Tracing"]>

Link
the Links

<multi_documents>
<instruction: After reading the above judgment document, I will give you several judgment results: <a list of judgment result>
You need to determine the most likely judgment result for each of the above judgment documents.>
<answer: {"Judgment Document 1": "Judgment Result 1", "Judgment Document 2": "Judgment Result 6", "Judgment Document
3": "Judgment Result 2", "Judgment Document 4": "Judgment Result 5"}>

Solitaire

<multi_documents>
<instruction: After reading the above judgment documents, I will provide a list of several Legal Basis arranged in order from left
to right: ["Legal Basis 1", "Legal Basis 2", ..., "Legal Basis 6"]. You need to arrange all the judgment documents according to
the order of the Legal Basis given above.>
<answer: {"Legal Basis 1": "Judgment Document 2", "Legal Basis 2": "Judgment Document 6", "Legal Basis 3": "Judgment
Document 4", "Legal Basis 4": "Judgment Document 1"}>

Table 6: Test case and prompts of each sub-task in Loong benchmark.
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Model Spotlight Locating Comparison Clustering Chain of Reasoning Overall

Set1 (10K-50K)
GPT4o (128K) 85.67 0.81 64.27 0.33 57.01 0.24 81.58 0.55 70.40 0.44
w/ Openai Embedding, Top k=5 47.60 0.31 29.75 0.10 29.10 0.06 31.46 0.08 32.98 0.11
w/ BGE Embedding, Top k=5 57.17 0.43 34.15 0.12 30.71 0.07 28.77 0.08 35.23 0.14
w/ Openai Embedding, Top k=10 61.25 0.44 38.33 0.17 37.00 0.08 41.67 0.16 42.63 0.18
w/ BGE Embedding, Top k=10 61.00 0.44 39.74 0.19 36.14 0.08 34.90 0.11 40.44 0.17

Set2 (50K-100K)
GPT4o (128K) 86.76 0.72 59.81 0.40 47.83 0.11 62.09 0.34 58.38 0.29
w/ Openai Embedding, Top k=5 56.01 0.35 39.56 0.22 31.84 0.04 27.01 0.03 35.31 0.11
w/ BGE Embedding, Top k=5 67.33 0.43 43.90 0.28 29.37 0.04 27.84 0.04 36.72 0.14
w/ Openai Embedding, Top k=10 64.77 0.45 45.44 0.31 36.07 0.05 32.29 0.05 40.54 0.15
w/ BGE Embedding, Top k=10 72.07 0.52 50.15 0.32 34.35 0.05 33.49 0.07 41.90 0.17

Set3 (100K-200K)
GPT4o (128K) 74.84 0.65 42.40 0.21 38.70 0.04 45.06 0.09 46.95 0.19
w/ Openai Embedding, Top k=5 67.45 0.49 29.00 0.13 25.09 0.01 27.22 0.02 33.69 0.12
w/ BGE Embedding, Top k=5 71.12 0.56 31.36 0.14 25.32 0.00 25.78 0.04 34.43 0.13
w/ Openai Embedding, Top k=10 72.37 0.55 31.41 0.13 30.59 0.01 33.14 0.08 38.38 0.14
w/ BGE Embedding, Top k=10 79.04 0.67 34.29 0.18 30.59 0.02 29.69 0.06 39.22 0.17

Set4 (200K-250K)
GPT4o (128K) 36.79 0.19 23.97 0.08 30.40 0.00 32.89 0.07 31.11 0.07
w/ Openai Embedding, Top k=5 50.76 0.22 17.25 0.00 19.53 0.00 16.61 0.00 24.91 0.05
w/ BGE Embedding, Top k=5 51.02 0.26 18.75 0.03 17.83 0.00 18.77 0.02 25.07 0.06
w/ Openai Embedding, Top k=10 57.98 0.31 23.00 0.03 25.08 0.00 21.29 0.02 30.00 0.07
w/ BGE Embedding, Top k=10 51.48 0.25 23.36 0.05 22.55 0.00 18.95 0.02 27.48 0.06

Table 7: The result of adding RAG module on GPT4o with different length sets.

Model Spotlight Locating Comparison Clustering Chain of Reasoning Overall

Set1 (10K-50K)
Qwen2-72B-Instruct (128K) 68.49 0.55 60.60 0.37 47.08 0.08 70.39 0.36 60.11 0.29
w/ Openai Embedding, Top k=5 54.62 0.45 26.17 0.08 29.60 0.03 34.41 0.08 34.51 0.12
w/ BGE Embedding, Top k=5 62.92 0.53 30.92 0.08 31.28 0.03 32.95 0.11 36.91 0.15
w/ Openai Embedding, Top k=10 59.81 0.43 34.93 0.15 29.33 0.02 41.27 0.15 38.96 0.15
w/ BGE Embedding, Top k=10 72.13 0.62 32.42 0.12 31.90 0.05 44.12 0.20 42.27 0.20

Set2 (50K-100K)
Qwen2-72B-Instruct (128K) 64.53 0.43 42.60 0.21 38.52 0.05 51.18 0.20 45.71 0.17
w/ Openai Embedding, Top k=5 56.64 0.40 36.68 0.19 30.91 0.03 28.38 0.01 34.54 0.10
w/ BGE Embedding, Top k=5 67.29 0.47 43.39 0.28 28.31 0.03 32.22 0.07 36.95 0.14
w/ Openai Embedding, Top k=10 67.07 0.53 44.30 0.27 34.31 0.05 34.03 0.06 40.17 0.15
w/ BGE Embedding, Top k=10 71.74 0.54 47.68 0.30 30.55 0.03 30.57 0.03 38.80 0.14

Set3 (100K-200K)
Qwen2-72B-Instruct (128K) 46.99 0.27 37.06 0.13 31.50 0.02 35.01 0.07 35.94 0.09
w/ Openai Embedding, Top k=5 63.91 0.44 33.56 0.17 25.98 0.01 28.98 0.04 34.48 0.12
w/ BGE Embedding, Top k=5 64.81 0.47 30.27 0.14 25.88 0.01 27.86 0.05 33.70 0.12
w/ Openai Embedding, Top k=10 67.50 0.46 33.44 0.16 27.94 0.02 31.62 0.06 36.47 0.13
w/ BGE Embedding, Top k=10 75.88 0.56 33.76 0.15 27.20 0.01 30.17 0.04 37.28 0.14

Set4 (200K-250K)
Qwen2-72B-Instruct (128K) 33.18 0.16 26.59 0.08 29.84 0.01 25.81 0.04 28.92 0.06
w/ Openai Embedding, Top k=5 51.49 0.26 17.12 0.03 21.59 0.00 16.37 0.00 25.59 0.06
w/ BGE Embedding, Top k=5 48.40 0.26 14.55 0.00 20.69 0.00 18.07 0.00 24.63 0.05
w/ Openai Embedding, Top k=10 50.32 0.28 20.30 0.03 24.56 0.00 16.38 0.00 27.08 0.06
w/ BGE Embedding, Top k=10 51.02 0.28 21.88 0.03 25.45 0.00 17.29 0.00 28.10 0.06

Table 8: The result of adding RAG module on Qwen2-72B-Instruct with different length sets.
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Model Spotlight Locating Comparison Clustering Chain of Reasoning Overall

GPT4o (128K) 73.95 0.62 50.50 0.28 44.29 0.09 57.95 0.28 53.47 0.26
w/ Openai Embedding, Top k=5 56.97 0.36 31.28 0.14 27.71 0.03 26.65 0.04 32.85 0.11
w/ BGE Embedding, Top k=5 63.32 0.44 34.63 0.17 26.74 0.03 26.21 0.04 34.01 0.13
w/ Openai Embedding, Top k=10 65.20 0.46 36.80 0.19 33.06 0.04 33.26 0.08 38.80 0.14
w/ BGE Embedding, Top k=10 68.27 0.50 39.51 0.22 31.91 0.04 30.71 0.07 38.71 0.15

Qwen2-72B-Instruct (128K) 54.17 0.36 42.38 0.20 36.71 0.04 47.76 0.18 43.29 0.15
w/ Openai Embedding, Top k=5 57.57 0.40 30.98 0.14 27.91 0.02 28.30 0.04 33.22 0.10
w/ BGE Embedding, Top k=5 62.02 0.44 32.90 0.16 27.05 0.02 29.26 0.06 34.18 0.12
w/ Openai Embedding, Top k=10 62.52 0.44 35.79 0.18 30.16 0.03 32.67 0.08 36.92 0.13
w/ BGE Embedding, Top k=10 69.24 0.51 36.78 0.18 29.07 0.02 31.90 0.07 37.50 0.14

Table 9: Overall results (%) of adding RAG module on GPT4o and Qwen2-72B-Instruct.
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