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Abstract

Legal systems worldwide are inundated with001
exponential growth in cases and documents. To002
streamline the legal system, there is an immi-003
nent need to develop NLP and ML techniques004
for automatically processing and understanding005
legal documents. However, evaluating and com-006
paring various NLP models designed specifi-007
cally for the legal domain is challenging. This008
paper addresses this challenge by proposing009
IL-TUR: Benchmark for Indian Legal Text010
Understanding and Reasoning. IL-TUR con-011
tains monolingual (English, Hindi) and multi-012
lingual (9 Indian languages) domain-specific013
tasks that address different aspects of the legal014
system from the point of view of understand-015
ing and reasoning over Indian legal documents.016
We present baseline models (including LLM-017
based) for each task, outlining the gap between018
models and the ground truth. We will release019
a public leaderboard where the research com-020
munity can upload and compare legal text un-021
derstanding systems on various metrics, thus022
fostering research in the legal domain.023

“Justice delayed is justice denied” - Legal Maxim024

1 Introduction025

Besides several other purposes, legal systems have026

been established in various countries to ensure, at027

the very minimum, order and fairness in society and028

to safeguard fundamental human rights. However,029

legal systems worldwide struggle with exponen-030

tially growing legal cases in various courts. It is031

even more pronounced in populous countries; for032

example, in India, there are about 43 million pend-033

ing cases in multiple courts (National Judicial Data034

Grid, 2023). Such a massive backlog of cases goes035

against the fundamental human right of fair access036

to justice.037

Documents in different natural languages are the038

backbone of various legal processes. Natural Lan-039

guage Processing (NLP) based techniques could040

IL-TUR

TASK Performance Model
L-NER ⭐⭐⭐⭐

RR ⭐⭐⭐⭐⭐

CJPE ⭐

BAIL ⭐⭐⭐⭐

LSI ⭐⭐⭐⭐

PCR ⭐⭐⭐

SUMM ⭐⭐⭐⭐

L-MT ⭐⭐⭐⭐⭐

Figure 1: IL-TUR: A consolidated benchmark covering
a wide range of legal text understanding and reasoning
tasks with a publically available leaderboard.

be helpful in various legal processes involving fun- 041

damental tasks related to information extraction, 042

document understanding, and prediction. In this 043

paper, we introduce IL-TUR, a benchmark for In- 044

dian Legal Text Understanding and Reasoning. The 045

purpose of IL-TUR is twofold. First, it aims to fos- 046

ter research in the Legal-NLP (L-NLP) domain and 047

plans to address the pain points associated with 048

processing legal texts (see below); second, it pro- 049

vides a platform for comparing different models 050

and further advancing the L-NLP domain. 051

Why a separate benchmark for the legal do- 052

main? The legal text involves natural language 053

but differs from the regular text used to train NLP 054

models. 1) Many of the terms used in legal doc- 055

uments are domain-specific. For example, some 056

words used in everyday language have specialized 057

meanings in legal parlance. The presence of a dif- 058

ferent lexicon posits a need for specialized NLP 059

tools to handle legal texts. 2) Legal documents are 060

typically very long compared to regular texts. For 061

example, the average length of a legal document 062

from the Supreme Court of India (SCI) is 4000 063

words (Malik et al., 2021). It poses a challenge for 064

existing NLP models (e.g., LLMs) as the informa- 065

tion is spread throughout the document and must be 066

linked together for reasoning. Moreover, many of 067
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the existing language models (e.g., BERT (Devlin068

et al., 2019)) have limitations on the length (512069

tokens) of the input. It requires developing special-070

ized models for processing and handling long legal071

documents. 3) Legal documents are highly unstruc-072

tured and sometimes noisy (for example, in the In-073

dian setting, most documents are typed manually in074

the courts and prone to grammatical mistakes and075

typos). The absence of structure in the documents076

makes extracting semantically relevant information077

from large chunks of text difficult. 4) The legal078

domain is further subdivided into specialized sub-079

domains; for example, criminal law differs from080

civil law, and both differ from banking and insur-081

ance law. Even though some fundamental legal082

principles are shared across various laws, models083

trained on a particular law (e.g., civil law) may not084

work on another (e.g., banking and insurance law).085

Hence, domain adaptation is a challenge. 5) Lastly,086

many existing state-of-the-art (SOTA) NLP models087

are black boxes; however, explainability is not a088

second-class citizen for the legal domain. For mod-089

els to be widely usable by legal practitioners, these090

need to be explainable. Due to the above reasons, a091

separate set of models/systems is required for pro-092

cessing and understanding legal documents. Given093

the huge backlog of cases, NLP-based technolo-094

gies could come to our rescue and help streamline095

the legal workflow. Even a small technical inter-096

vention can have a considerable impact. Hence, a097

benchmark is needed to promote the development098

of models in this area. In a nutshell, we make the099

following contributions:100

• We introduce IL-TUR: a benchmark for In-101

dian Legal Text Understanding and Reasoning.102

The benchmark has eight tasks (in English and103

9 Indian languages) requiring different types104

of legal knowledge and skills to solve. More-105

over, the list of tasks is not exhaustive, and we106

plan to keep adding more tasks to IL-TUR.107

Currently, there are various L-NLP-specific108

tasks; however, these occur in isolation, mak-109

ing it difficult to keep track of progress made110

in the field. Similar to existing NLP bench-111

marks (e.g., GLUE (Wang et al., 2018a)), we112

consolidate and harmonize some of the exist-113

ing L-NLP tasks and create some new tasks to114

come up with a unified benchmark and plat-115

form to compare models.116

• We report baseline model results on each of117

the tasks. We also experiment with various118

LLMs (§4), and results show that LLMs are119

far from solving the tasks and hence point 120

towards the need to develop better models. 121

• We will release the dataset and baseline mod- 122

els associated with each task. Further, we plan 123

to release a leaderboard where anyone can up- 124

load their model and test against the baselines 125

and other proposed systems (e.g., Fig. 1). 126

2 Related Work 127

Over the past few years, L-NLP has been a fer- 128

tile area for research. Researchers have explored 129

different aspects of the legal domain via various 130

tasks such as Prior Case Retrieval (Joshi et al., 131

2023; Jackson et al., 2003a), Case Prediction (Ma- 132

lik et al., 2021; Chalkidis et al., 2019; Strickson 133

and De La Iglesia, 2020; Kapoor et al., 2022), 134

Summarization (Moens et al., 1999), Semantic 135

Segmentation of Legal Documents (Malik et al., 136

2022; Kalamkar et al., 2022b; Bhattacharya et al., 137

2019), and Information Extraction and Retrieval 138

(Tran et al., 2019; Lagos et al., 2010). On the 139

modeling side, various techniques have been pro- 140

posed, ranging from classical ML-based methods 141

such as SVM (Al-Kofahi et al., 2001; Jackson 142

et al., 2003b) to recent transformer-based models 143

(Chalkidis et al., 2019; Malik et al., 2021). Re- 144

searchers have also proposed legal domain-specific 145

language models such as LegalBERT (Chalkidis 146

et al., 2020), CaseLawBERT (Zheng et al., 2021) 147

and InLegalBERT and InCaseLawBERT (Paul 148

et al., 2023). However, legal LLMs have shown 149

limited success and have not demonstrated general- 150

ization and transfer learning capabilities (Chalkidis, 151

2023; Malik et al., 2021; Joshi et al., 2023). 152

Comparison with Existing Benchmarks: Bench- 153

marks have played a crucial role in the development 154

of better techniques and models in almost every do- 155

main, such as computer vision (Deng et al., 2009; 156

Guo et al., 2014; Wu et al., 2013), NLP, and re- 157

inforcement learning (Laskin et al., 2021; Cobbe 158

et al., 2020; Zhang et al., 2018). In particular, in 159

the NLP domain, various benchmarks have been 160

proposed, for example, GLUE (Wang et al., 2018a), 161

Super-GLUE (Wang et al., 2019a), XTREME (Hu 162

et al., 2020), CLUE (Xu et al., 2020), GLGE (Liu 163

et al., 2020), and IndicNLPSuite (Kakwani et al., 164

2020). However, these benchmarks focus on the 165

general NLP domain, and models developed for 166

the generic domains do not perform well for the 167

legal domain (Malik et al., 2022; Joshi et al., 2023). 168

Similar attempts have thus been made for the Le- 169

gal domain; for example, Chalkidis et al. (2022a) 170
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Dataset Jurisdictions System Task types Languages

LexGLUE U.S., E.U. Predominantly
Civil Law

Classification English

LEXTREME E.U., Brazil Predominantly
Civil Law

Classification E.U.

FAIRLEX E.U., U.S.,
China,
Switzerland

Predominantly
Civil Law

Fairness
evaluation on
Classification

E.U.,
Chinese

LBOX Korea Civil Law Classification,
Generation

Korean

LEGALBENCH Multiple Common &
Civil Law

Generation English

LAWBENCH China Civil Law Classification,
Generation,
Extraction

Chinese

IL-TUR (ours) India Common &
Civil Law

Classification,
Retrieval,
Generation,
Extraction

English,
Indian

Table 1: Comparison of different L-NLP benchmarks.

have proposed LexGLUE, a specialized English171

language benchmark (restricted to EU and US le-172

gal systems) for evaluating legal NLP models. The173

authors created the benchmark by consolidating174

existing datasets for various tasks. LexGLUE in-175

troduces six main (all classification-based) tasks,176

like violated article identification, case issue classi-177

fication, concept identification, contract topic pre-178

diction, unfair contractual terms identification, and179

case holding identification. Niklaus et al. (2023)180

have proposed LEXTREME, a multi-lingual (24181

EU languages) legal NLP benchmark (all tasks182

classification-based) restricted to EU and Brazil-183

ian jurisdictions. Chalkidis et al. (2022b) have184

introduced FAIRLEX, a multi-lingual benchmark185

consisting of cases from 5 languages and 4 juris-186

dictions, to test the fairness of different models187

on legal judgment and topic prediction. Hwang188

et al. (2022) have introduced LBOX benchmark for189

the Korean legal system. The benchmark targets190

tasks related to classification and summarization;191

the documents are in Korean. Recently, Guha et al.192

(2023) released LegalBench, a large, collaborative193

legal benchmark (restricted to US legal system)194

consisting of 162 tasks (in English) to test the rea-195

soning abilities of LLMs. The tasks belong to six196

different categories of legal reasoning and address197

various stages in the pipeline of the litigation pro-198

cess. LegalBench is primarily focused on testing199

the ability of LLMs to handle legal processes at200

various stages of litigation, consequently, the tasks201

involve shorter texts (avg. length ∼ 200 words).202

To benchmark LLMs for Chinese law, Fei et al.203

(2023) released LawBENCH, a benchmark consist-204

ing of 20 tasks (in Chinese) to evaluate the capa-205

bility of LLMs to memorize and understand legal206

knowledge. Most of these tasks consist of longer207

texts compared to LegalBench (avg. length ∼ 300208

words).209

IL-TUR differs from the existing benchmarks 210

(see Table 1). First, IL-TUR focuses on multi- 211

ple tasks that are not restricted to classification but 212

also involve information retrieval, generation, and 213

explanation. Second, via IL-TUR, we introduce 214

tasks that are grounded in the actual legal workflow 215

and, consequently, are more complex and involve 216

actual long legal documents (average length 4000 217

words). In contrast to some of the popular bench- 218

marks, IL-TUR is not introduced to test the law 219

understanding capability of LLMs but rather to 220

address the problems plaguing the judiciary. In 221

the future, if LLMs are replaced by some other 222

class of machine learning models, IL-TUR would 223

still be relevant. In fact, as shown in our experi- 224

ments, we observe that long legal documents are 225

challenging for LLMs. Third, IL-TUR is based 226

on Indian legal documents. Given that India is 227

the most populous country in the world (popula- 228

tion of ∼ 1.4 billion (United Nations, 2023)) and 229

there is a backlog of almost 43 million cases, it is 230

imminent to develop benchmarks and datasets for 231

the Indian legal system. From the language per- 232

spective, IL-TUR benchmark covers English and 233

9 major Indian languages. Although IL-TUR is 234

India-specific, the models developed for IL-TUR 235

could also be adapted and further developed for 236

the legal systems of other countries. Lastly and 237

most importantly, IL-TUR covers tasks related to 238

the common-law system as well as the civil law 239

system. India has a predominantly common-law 240

system, which implies that a judge in a higher court 241

can overrule existing precedents, so the decision 242

may not always be as per the rule book (written 243

statutes and laws). It introduces some subjectiv- 244

ity into the decision-making process and must be 245

backed by solid reasoning, making the tasks in IL- 246

TUR much more difficult. Additionally, India also 247

has a civil law system in certain matters (e.g., bank- 248

ing and insurance). In the proposed benchmark, we 249

cover both settings. Moreover, the legal domain 250

has various areas (following common or civil sys- 251

tems) of laws such as criminal, civil, and banking; 252

via the benchmark, we want to test the cross-area 253

generalization capabilities of the models i.e., how 254

well the models developed on data from one area 255

generalize across other areas. In contrast, Korea, 256

China, (and, to a large extent, the EU) mainly fol- 257

low civil law where a decision is as per the rule 258

book. IL-TUR aims to fill the voids in the Legal 259

NLP for the India settings by introducing some of 260

the foundational tasks that can be useful for vari- 261
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ous legal applications. Table 1 compares different262

Legal-NLP benchmarks.263

3 IL-TUR: Legal-NLP Benchmark264

Table 2 summarizes various tasks proposed in IL-265

TUR. The tasks cover multiple aspects of the legal266

domain and require specialized skills and knowl-267

edge to solve them.268

3.1 Design Philosophy269

We want to develop technology that enables auto-270

mated semantic and legal understanding of legal271

documents and processes. We created IL-TUR272

with the following principles in mind.273

1) Legal Understanding and World Knowledge:274

The tasks should cater exclusively to the legal do-275

main. Solving a task should require in-depth knowl-276

edge and understanding of the law and its associ-277

ated areas. Further, the tasks should not be re-278

stricted to only classification but should also in-279

volve retrieval, generation, and explanation. The280

proposed tasks address the pain points of process-281

ing legal texts (§1). Moreover, solving legal tasks282

should require knowledge about the law as well283

as commonsense knowledge about the world (e.g.,284

facts in a particular case). 2) Difficulty Level: The285

difficulty level should be such that these are not286

solvable by a layperson (having minimal knowl-287

edge and expertise in legal matters). It ensures288

that general language learners are not easily able289

to solve the tasks, and the tasks would be suffi-290

ciently challenging for the current state-of-the-art291

models (e.g., LLMs). 3) Language: Since India292

is a multi-lingual society, the tasks should cater293

to the most frequent languages used in the courts.294

We cover tasks in English and 9 other Indian lan-295

guages. 4) Evaluation: The tasks should be auto-296

matically evaluable, and the metrics used should297

align with human judgments. 5) Public Availabil-298

ity: The data used for the tasks should be publicly299

available so anyone can use it for research pur-300

poses without licensing or copyright restrictions.301

Further, a leaderboard should be available to com-302

pare different systems and models. We will re-303

lease the data via a Creative Common Attribution-304

NonCommercial-ShareAlike (CC BY-NC-SA) li-305

cense and create a public leaderboard.306

3.2 IL-TUR Tasks307

Based on the design philosophy, in this version308

of IL-TUR, we selected eight different tasks as309

described next.310

Task Dataset Avg. #Words Task Type Key Skills Required

L-NER
105 docs

(650k words) 6,180 Sequence
Classification

Foundational task, legal under-
standing

RR 21,184 sentences 25,796 Multi-Class
Classification

Foundational task, legal knowl-
edge and legal semantics under-
standing

CJPE
ILDC

(34k Docs) 3,336 Classification,
Extraction Legal understanding and reasoning

BAIL
HLDC

(900k Docs) - Classification Legal understanding (in Hindi) and
reasoning

LSI
ILSI

(65k samples) 2,406 Multi-Label
Classification

Understanding of the statutes
and their applicability in various
factual situations, commonsense
knowledge and reasoning

PCR
IL-PCR

(7,070 Docs) 8,096 Retrieval
Understanding of facts (common-
sense + legal knowledge) and
statutes, concept of legal relevance

SUMM
In-Abs

(7,130 Docs) 4,376 Generation Legal understanding and genera-
tion

L-MT
MILPaC

(17,853 text pairs) 49 Generation Parallel understanding of legal text
in English and 9 Indian languages

Table 2: Summary of Tasks introduced in IL-TUR.

3.2.1 Legal Named Entity Recognition (L-NER) 311

Task Motivation and Description: Named En- 312

tity Recognition (NER) is a foundational task in 313

NLP (Yadav and Bethard, 2019). However, in the 314

legal domain, the types of named entities one may 315

be interested in differ (e.g., judge, petitioner (appel- 316

lant), and respondent), which may not be identified 317

by a standard NER system. Hence, a separate task 318

is needed to identify the legal named entities in the 319

documents. Note that L-NER is very different from 320

the standard NER; the standard NER (identifying 321

person/organization/location names) requires a lan- 322

guage understanding; in contrast, identifying the 323

roles of entities involved in a legal case (L-NER) 324

requires an understanding of the legal terminolo- 325

gies. Hence, we develop a gold-standard dataset for 326

L-NER annotated with the help of law students (de- 327

tails in App. A). Moreover, the set of legal entities 328

and corresponding definitions are formulated with 329

the help of legal academicians (experts). Formally, 330

given a legal document, the task of Legal Named 331

Entity Recognition is to identify entities (set of 332

12 entity types), namely, Appellant, Respondent, 333

Judge, Appellant Counsel, Respondent Counsel, 334

Court, Authority, Witness, Statute, Precedent, 335

Date, and Case Number. We provide detailed def- 336

initions of each named entity in the App. A. App. 337

Fig. 2 shows an example of an L-NER task. 338

Dataset: We collected a total of 105 case docu- 339

ments in English (a total of 650K words and 12.5K 340

entities) (Dataset and annotation details in App. A). 341

Task Evaluation: We use standard metrics of strict 342

macro-averaged precision, recall, and F1 score for 343

evaluation. The strict score assumes a correct 344

match only if both the entity boundary and entity 345

type are correctly predicted. 346
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3.2.2 Rhetorical Role Prediction (RR)347

Task Motivation and Description: As pointed348

out earlier, legal documents are typically long (avg.349

length 4000 words) and highly unstructured, with350

legal information spread throughout the document.351

Segmenting the long documents into topically co-352

herent units (such as facts, arguments, precedent,353

statute, etc.) not only helps highlight the relevant354

information but also reduces human effort when355

going through a long list of documents. These topi-356

cally coherent units are termed as Rhetorical Roles357

(RR). Given a legal document, the task of RR358

prediction involves assigning RR label(s) to each359

sentence. The definition of each RR label is given360

in the App. A. App. Fig. 3 shows an excerpt from a361

legal document annotated with RR labels. RR Pre-362

diction is a foundational task that helps structure363

the information and thus aids downstream applica-364

tions related to document understanding, informa-365

tion extraction, summarization, and retrieval.366

Dataset: For this task, we use the dataset devel-367

oped by Malik et al. (2022) primarily due to the368

large number of annotations by several Law aca-369

demicians and public availability. The dataset con-370

sists of 21, 184 sentences from legal documents371

(in English) about banking and competition law.372

The sentences are annotated with 13 RRs by as373

many as six legal experts (from a reputed Indian374

law school). The 13 RR labels are: Fact, Issue,375

Arguments (Respondent), Argument (Petitioner),376

Statute, Dissent, Precedent Relied Upon, Precedent377

Not Relied Upon, Precedent Overruled, Ruling By378

Lower Court, Ratio Of The Decision, Ruling By379

Present Court, None. (details in App. A).380

Task Evaluation: The task is evaluated using the381

standard metric of macro-F1 score.382

3.2.3 Court Judgment Prediction with383

Explanation (CJPE)384

Task Motivation and Description: The task385

of Court Judgment Prediction with Explanation386

(CJPE) aims to augment a judge in the judicial387

decision-making process by predicting the final388

outcome of the case. Note that the idea behind389

this task is not to replace human judges but to aid390

them. Furthermore, the task requires the system391

to explain its decision so that it is interpretable for392

a human using it. Formally, the task of Court393

Judgment Prediction with Explanation (CJPE)394

involves predicting the final judgment (appeal395

accepted or denied, i.e., the binary outcome of396

0 or 1) for a given judgment document (having397

facts and other details) and providing the ex- 398

planation for the decision. The explanations, in 399

this case, are in the form of the crucial sentences 400

appearing in the input text that lead to the decision. 401

Dataset: For the CJPE task, we use the Indian 402

Legal Document Corpus (ILDC) (Malik et al., 403

2021). ILDC is a corpus of 35K legal judgment 404

documents (in English) from the Supreme Court 405

of India. Each document is annotated with the 406

ground truth (actual decision given by the judge); 407

further, a small subset of the documents are anno- 408

tated with explanations by legal experts (details in 409

App. A). This makes it a suitable dataset to consider 410

for a legal understanding benchmark as it covers 411

both judgement as well as relevant explanations 412

annotated by human experts. Regarding ethical 413

concerns, we follow Malik et al. (2021) who took 414

various steps, such as normalizing the dataset con- 415

cerning named entities to remove any biases in the 416

data (also check the Ethical Considerations sec- 417

tion). 418

Task Evaluation: The Prediction part of the CJPE 419

task is evaluated using standard accuracy and 420

macro-F1 score metric. The explanation part is 421

evaluated using ROUGE scores (Lin, 2004). 422

3.2.4 Bail Prediction (BAIL) 423

Task Motivation and Description: A large frac- 424

tion of the pending cases in India are from 425

the district-level courts, and have to do with 426

bail applications (https://en.wikipedia.org/ 427

wiki/Bail) (Kapoor et al., 2022). Many of the 428

district courts in India use Hindi as their official lan- 429

guage (also refer to the Limitations section). Given 430

the importance of Hindi (the most frequently spo- 431

ken/written language in India), the task of Bail Pre- 432

diction for Hindi legal documents is of immense im- 433

portance, incorporating both language diversity and 434

wider applicability in the Indian legal system. For- 435

mally, given a legal document (having the facts 436

of the case), the task of Bail Prediction involves 437

predicting if the accused should be granted bail 438

or not (i.e., a binary decision of 0 and 1). 439

Dataset: For this task, we use the Hindi Legal 440

Document Corpus (HLDC) dataset. (Kapoor et al., 441

2022). HLDC is a corpus of 900K Hindi legal doc- 442

uments from district courts of a north Indian state. 443

HLDC corpus creation process involves various 444

pre-processing steps to take care of possible ethical 445

consequences (also check the Ethical Considera- 446

tions section) that may creep in due to different 447

types of biases. Bail documents are annotated with 448
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ground truth bail decisions. More details about449

the dataset creation and ethical considerations are450

given in App. A.451

Task Evaluation: Since the Bail prediction task is452

essentially a binary prediction task, it is evaluated453

using the standard macro-F1 score metric.454

3.2.5 Legal Statute Identification (LSI)455

Task Motivation and Description: One of the first456

steps in the judicial process is finding the applica-457

ble statutes/laws based on the facts of the current458

situation. Manually rummaging through multiple459

legislation and laws to find out the relevant statutes460

can be time-consuming, making the LSI task impor-461

tant for reducing the workload, helping improve the462

efficiency of the judicial system. The task of Legal463

Statute Identification (LSI) is formally defined464

to automatically identify the relevant statutes465

given the facts of a case. An example of the LSI466

task is presented in the App. Table 9.467

Dataset: For LSI, we use the Indian Legal468

Statute Identification (ILSI) dataset (Paul469

et al., 2022). The dataset consists of fact portions470

of 65K court case documents (derived from crim-471

inal court cases from the Supreme Court of India472

(SCI) and 6 High Courts of India). The Indian Pe-473

nal Code (IPC) comprises most criminal statutes474

and procedures in India; the 100 most frequently475

occurring statutes in the IPC were chosen as the476

target statutes. The original ILSI dataset released477

by Paul et al. (2022) contains named entities. In478

line with recent works in legal NLP (Malik et al.,479

2021), we anonymize the dataset by masking enti-480

ties of types ‘PERSON’ and ‘ORGANIZATION’481

to remove any possible bias (details in App. A).482

Task Evaluation: LSI is formulated as a multi-483

label text classification task. We use standard classi-484

fication metrics such as macro-averaged precision,485

recall, and F1 score for evaluation. In principle,486

the LSI task can also be considered a retrieval task487

instead of a multi-label classification task, i.e., the488

task is to retrieve relevant statutes from a dynamic489

set of statutes, given the fact (query). However,490

in the current version of the benchmark, we fol-491

low the classification setting proposed in previous492

works (Wang et al., 2018b, 2019b; Chalkidis et al.,493

2019, 2021; Paul et al., 2022).494

3.2.6 Prior Case Retrieval (PCR)495

Task Motivation and Description: When fram-496

ing a legal document, legal experts (judges and497

lawyers) use their expertise to cite previous cases498

to support their arguments/reasoning. Legal experts499

have relied on their expertise to cite previous cases; 500

however, with an exponentially growing number of 501

cases, it becomes practically impossible to recall 502

all possible cases. Given a query document (with- 503

out citations), the task of Prior Case Retrieval 504

(PCR) is to retrieve the legal documents from 505

the candidate pool that are relevant (and hence 506

can be cited) in the given query document. Au- 507

tomating this process directly impacts the justice 508

delivery logistics. Moreover, including this task in 509

the benchmark incorporates the retrieval aspects 510

and understanding of legal similarity (as opposed 511

to semantic similarity), opening research directions 512

for retrieval systems in the legal domain. 513

Dataset: For the task of PCR we use the Indian 514

Legal Prior Case Retrieval (IL-PCR) corpus 515

(Joshi et al., 2023) (details in App. A). To the best 516

of our knowledge, IL-PCR is the largest publicly 517

available retrieval dataset for the Indian judicial 518

system, making it a suitable candidate to be added 519

to the benchmark. 520

Task Evaluation: Micro-averaged F1 score is used 521

as the evaluation metric. Each candidate is assigned 522

a relevance score by the model based on the given 523

query case. The prediction (i.e., whether a candi- 524

date is cited) is based on the Top-ranked candidates. 525

3.2.7 Summarization (SUMM) 526

Task Motivation and Description: Summariza- 527

tion is a standard task in NLP; however, as men- 528

tioned in §1, summarizing legal documents requires 529

legal language understanding and reasoning. The 530

task of summarization involves generating a gist 531

(of a legal document) that captures the critical 532

aspects of the case. Summarization could be ex- 533

tractive (selecting the important sentences) or ab- 534

stractive (generating the gist). In our setting, sum- 535

marization is an abstractive generation task. 536

Dataset: For the summarization task, it is neces- 537

sary to have a large dataset with gold summaries. 538

Consequently, we use the In-Abs dataset (Shukla 539

et al., 2022), created from judgment documents 540

from the Supreme Court of India. The dataset con- 541

sists of 7130 case documents with abstractive sum- 542

maries (also called “headnotes”). 543

Task Evaluation: We use standard metrics for 544

summarization such as ROUGE-1, ROUGE-2, 545

ROUGE-L F1-scores and BERT-SCORE (Zhang 546

et al., 2019) (details in App. A). 547

3.2.8 Legal Machine Translation (L-MT) 548

Task Motivation and Description: In the Indian 549

legal setting, when a case is transferred (due to re- 550
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Task Best Result Metric Model Details

L-NER 80.57% strict mF1 InLegalBERT + CRF

RR 69.01% mF1 MTL-BERT

CJPE
76.55%

0.42
0.18

mF1
ROUGE-L

BLEU
XLNet + BiGRU

BAIL 81% mF1 TF-IDF + IndicBERT

LSI 28.08% mF1 LeSICiN (Graph-based Model)

PCR 39.15% µF1@K Event-based Model

SUMM
0.33
0.86

ROUGE-L
BERTScore Legal-LED

L-MT
0.28
0.32
0.57

BLEU
GLEU
chrF++

MSFT

Table 3: Summary of Models and Results for tasks.

appeal) from a district court to a High court, the551

corresponding document (typically in a regional552

language) needs to be translated to English. Addi-553

tionally, since a large majority of the Indian pop-554

ulation is not proficient in English, High Court /555

Supreme Court documents often need to be trans-556

lated from English to Indian languages for a bet-557

ter understanding of the involved parties. In both558

scenarios, such translations, if done by humans, be-559

come a primary reason for delay in administering560

justice. Machine translation (MT) can augment hu-561

man translators who could post-edit the translated562

document rather than translating from scratch. As563

outlined in §1, legal documents have different lex-564

icons and styles; hence, existing MT systems do565

not perform well (Mahapatra et al., 2023). Given566

that many Indian languages are low-resource, MT567

becomes even more challenging, requiring special-568

ized models for translating legal documents in low-569

resource Indian languages. The task of Legal Ma-570

chine Translation (L-MT) is to translate text in571

English to Indian languages and vice-versa.572

Dataset: For this task, we use the Multilingual573

Indian Legal Parallel Corpora (MILPaC) (Maha-574

patra et al., 2023), which comprises of a total of575

17,853 parallel text pairs across English and 9 In-576

dian languages, namely, Bengali (BN), Hindi (HI),577

Gujarati (GU), Malayalam (ML), Marathi (MR),578

Telugu (TE), Tamil (TA), Punjabi (PA) and Oriya579

(OR) (details in App. A).580

Task Evaluation: We use standard metrics such as581

BLEU, GLEU, and chrF++ (details in App. A).582

3.3 Relevance of tasks to Litigation Process583
In general, considering the pipeline of a litigation584

process for a case, all the tasks in the IL-TUR585

benchmark help formulate various ways in which586

automatic legal language processing can augment587

legal practitioners. Among the tasks, LSI is con-588

sidered one of the first steps in the judicial process589

Task 0-Shot 1-Shot 2-Shot Metric

L-NER 30.59% 23.68% 32.84% strict mF1

RR 30.95% 30.05% 30.31% mF1

CJPE
54.17%

0.39
0.02

51.46%
0.29
0.03

56.74%
0.36
0.03

mF1
ROUGE-L
BLEU

BAIL 51.04% 46.35% 61.0% mF1

LSI 21.55% 22.61% 21.43% mF1

SUMM 0.27
0.85

0.16
0.83

0.19
0.85

ROUGE-L
BERTScore

L-MT
0.23
0.28
0.42

0.25
0.28
0.43

0.26
0.29
0.43

BLEU
GLEU
chrF++

Table 4: Performance of Open-AI-GPT (gpt-3.5-turbo-
16k) model on various tasks for zero-shot, one-shot and
two-shot settings.

– right after identifying the facts, legal personnel 590

must find out the violated statutes of the law. Since 591

India follows a mixture of civil and common law 592

systems, identifying the statutes is not the sole ba- 593

sis of legal reasoning; precedent cases must also be 594

considered (PCR task). Subsequently, the final step 595

in the litigation process is to decide the outcome of 596

the case; the CJPE and BAIL tasks are relevant in 597

this case, and human judges can use corresponding 598

models to get suggestions/recommendations. 599

The tasks L-NER, RR, and SUMM, though not di- 600

rectly required for the judicial process, significantly 601

help Legal practitioners (e.g., lawyers conducting 602

legal research to argue an ongoing case) to get a 603

quick understanding of the documents. Sometimes, 604

a case gets re-appealed in a higher court, and conse- 605

quently, the case document (in a regional language) 606

in the lower court needs to be translated into En- 607

glish (L-MT Task). 608

4 Models, Experiments and Results 609

We extensively experimented with various mod- 610

els for each of the proposed tasks, including 611

transformer-based language models. Table 3 sum- 612

marizes various baseline models and results for 613

different tasks. Due to space limitations, we pro- 614

vide only the top-performing models here; details 615

of experiments and other models are in App. B. 616

In general, results indicate that tasks are far from 617

being solved, and more research is required. We ex- 618

perimented with both generic BERT model (Devlin 619

et al., 2019) and legal domain-specific BERT mod- 620

els: LegalBERT (Chalkidis et al., 2020), CaseLaw- 621

BERT (Zheng et al., 2021), and InLegalBERT (Paul 622

et al., 2023). For L-NER, InLegalBERT (with 623

CRF on top) shows the best performance, possi- 624

bly because of in-domain data pre-training. For 625

the RR task, vanilla BERT (or other transformers) 626

and Legal-BERT do not work well; hence, RR pre- 627

diction is posed as a sequence prediction problem 628
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(at the sentence level), and the Multi-Task Learn-629

ing (MTL) model based on BERT developed by630

Malik et al. (2022) shows the best performance.631

Since legal documents are long, and BERT has632

a limitation of 512 tokens in the input, for the633

CJPE task, hierarchical XLNet (XLNet and Bi-634

GRU on top of that) (Malik et al., 2021) works635

best. For BAIL prediction, since the documents636

are in Hindi, IndicBERT (Kakwani et al., 2020),637

a BERT model trained on Indian languages, was638

used. A pre-filtering of salient sentences, followed639

by IndicBERT, works best (Kapoor et al., 2022).640

For the LSI task, we conduct experiments with641

hierarchical LegalBERT and InLegalBERT, along642

with LeSICiN, a graph-based method proposed by643

Paul et al. (2022). We observe that LeSICIN out-644

performs the BERT-based methods. For the PCR645

task, an event-based model works the best (Joshi646

et al., 2023). An event refers to an action/activity647

(in the form of a predicate (typically a verb) and648

corresponding arguments) mentioned in the docu-649

ment. For SUMM, Legal-LED (HuggingFace, a)650

performs the best, and the commercially available651

Microsoft Azure Cognitive Services Translation652

API works best for L-MT tasks. In general, across653

all tasks (except PCR, SUMM, and L-MT) BERT654

(or its variant) performs the best.655

We also conducted some initial (zero/one/two-656

shots) experiments with LLMs. In particular,657

we experimented with large models (in terms of658

the number of parameters) like Open-AI GPT659

(gpt-3.5-turbo-16k) and smaller models like660

GPT-Neo (Black et al., 2021) family of three mod-661

els (GPT-Neo-125M, GPT-Neo-1.3B, GPT-Neo-662

2.7B), GPT-J-6B (Wang and Komatsuzaki, 2021),663

Llama-2-7b-chat-hf (Touvron et al., 2023), and664

Mistral-7B-v0.1 (Jiang et al., 2023). Table 4 shows665

the results for the Open-AI GPT model (details666

about prompts, other settings, and models are pro-667

vided in App. C). We could not experiment with668

GPT for PCR since it requires a comparison be-669

tween the query document and a pool of candi-670

date documents, and passing the content of all the671

documents to GPT exceeds its token length limit672

(16,000 tokens). As observed, the GPT model per-673

forms worse than the SOTA models for each of674

the tasks. This is possibly because the tasks are675

quite complex, and require reasoning across long676

contexts, and also, for some tasks like L-NER and677

RR, it can be hard to come up with output for-678

mats that the model can understand in a zero-shot679

setting. Results for one-shot and two-shot show680

a similar trend. In some cases, one-shot perfor- 681

mance is worse than zero-shot performance (also 682

observed in other works (Brown et al., 2020). Ex- 683

periments with smaller models (GPT-Neo-125M, 684

GPT-Neo-1.3B, GPT-Neo-2.7B, GPT-J-6B, Llama- 685

2-7b-chat-hf, and Mistral-7B-v0.1) showed similar 686

trends (details in App. C). 687

Tasks in IL-TUR are quite varied, requiring differ- 688

ent types of knowledge and skills. Developing sys- 689

tems for the Legal domain is not easy. The legal do- 690

main has inherent challenges (§1). Moreover, legal 691

datasets are expensive to annotate; consequently, 692

these are usually relatively small in size, and hence, 693

learning in low resource setting is challenging. Ex- 694

periments indicate that transformers fine-tuned on 695

legal texts have shown limited success in the legal 696

domain. Further, LLMs like Chat-GPT, which have 697

demonstrated SOTA results in other domains (and 698

have been shown to pass the bar exam (Chalkidis, 699

2023)), have not performed well on the IL-TUR 700

benchmark. Hence, the trends indicate the need for 701

further research in the legal domain. 702

5 Conclusion and Future Directions 703

This paper presented IL-TUR, a benchmark for 704

Indian Legal Text Understanding and Reasoning. 705

The benchmark has eight tasks requiring different 706

types of legal skills to solve. Results indicate that 707

the tasks are far from solved using state-of-the-art 708

transformer-based models and LLMs. The list of 709

tasks in IL-TUR is not exhaustive, and we are 710

working towards expanding the list of tasks in the 711

future; for example, we are working on developing 712

foundational tasks like Legal Coreference Resolu- 713

tion (L-Coref) that is required for various applica- 714

tions such as information extraction and knowledge 715

graph creation. Although such tasks have been ad- 716

dressed well in general NLP, our initial experiments 717

show that using off-the-shelf NLP toolkits do not 718

perform well on legal texts. Due to the usage of 719

specialized terms, new models must be developed 720

for the legal domain. On the modeling side, in the 721

future, we plan to develop one model that general- 722

izes and works across all the tasks (e.g., mT5 (Xue 723

et al., 2020) and Multi-task Adapters (Pfeiffer et al., 724

2020)). Overall, we are hopeful that IL-TUR and 725

its successive versions would create excitement in 726

the Legal-NLP community and lead to the develop- 727

ment of new technologies that could benefit society 728

immensely and facilitate fair access to justice, a 729

fundamental human right. 730
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Limitations731

IL-TUR is a first step towards creating a bench-732

mark for the Indian Legal domain, which desper-733

ately needs technological solutions. The bench-734

mark is not perfect and has certain limitations.735

Given the dynamic nature of the legal domain, new736

cases and precedents keep getting added. Hence737

we plan to keep updating IL-TUR in the future.738

The Legal domain is very wide and covers various739

areas such as criminal law, civil law, banking, in-740

surance, etc. In IL-TUR, we could not cover each741

of the sub-domains in each of the tasks as it is a742

time-consuming and expensive affair to annotate743

a large number of documents. One of our goals744

for IL-TUR is to test the cross-area generalization745

abilities of models, nevertheless, we would expand746

the datasets of each of the tasks in the future.747

IL-TUR is multi-lingual only with respect to the748

L-MT task. Additionally, the BAIL task is in Hindi.749

All the High Courts and the Supreme Court in In-750

dia use English as the official language. Hindi is751

the prominent language used in the district courts752

in the majority of the north Indian states. Never-753

theless, India is a multi-lingual society, and legal754

models for other languages should also be devel-755

oped for more tasks in the legal domain. We plan756

to extend the benchmark in the future and include757

some more tasks in Indian languages. The main758

challenge in doing so is a scarcity of legal data in759

regional languages in digital format at the district760

court level.761

Dataset of some of the tasks (e.g., LSI) uses ML-762

based trained models (that may not be perfect) in763

the dataset creation process (fact extraction in the764

case of LSI). Extracting facts manually at a large765

scale is an expensive and time-consuming effort,766

nevertheless, in the future, we plan to employ legal767

professionals and create a more refined dataset.768

Regarding LLM experiments, some of the tasks769

such as BAIL, and CJPE require the entire docu-770

ment to be a part of the model’s input. Obtaining771

LLM predictions overall test set samples can be772

challenging in terms of expense and computation.773

Hence, we evaluated over a smaller subset assum-774

ing that it is a good proxy of LLM performance.775

Lastly, the benchmark has only eight tasks. Cre-776

ating legal tasks is time-consuming and expensive777

since it requires legal experts’ help. Nevertheless,778

as explained earlier, IL-TUR is a work in progress,779

and we will keep growing by adding more tasks.780

In this work, we presented different models for781

various tasks; although many of the models (e.g., 782

BERT) are common across all tasks, it would be 783

nice to have a single model that could solve all the 784

tasks (e.g., mT5), in future, we plan to explore such 785

model. Developing such models is a computation- 786

ally expensive process. 787

Ethical Considerations 788

We use publicly available and open-source datasets 789

for the tasks; no copyright is infringed. To the best 790

of our knowledge, the five of the proposed tasks 791

(L-NER, RR, LSI, PCR, and Summ) do not have 792

any direct ethical consequences since the proposed 793

tasks are mainly related to information retrieval and 794

summarization. Moreover, the tasks are meant to 795

encourage the development of systems that would 796

lead to streamlining the legal workflow and will 797

not directly affect the life of any personnel. 798

Two of the tasks (CJPE and BAIL) have ethical 799

considerations. Given a large quantum of pending 800

cases in lower courts (district courts), these tasks 801

aim to develop systems that augment a judge and 802

not replace them; consequently, the systems are 803

meant to provide recommendations, and a human 804

judge takes the final decision. We follow all the 805

steps as done by Malik et al. (2021); Kapoor et al. 806

(2022) to avoid any bias in the data. For example, 807

we removed cases (documents) related to sensitive 808

issues like rape and sexual violence. For all the 809

tasks, the documents are selected randomly (and 810

anonymized) to avoid bias towards any entity, or- 811

ganization, or law. 812

Please note we do not endorse the use of the 813

benchmark data for non-research (commercial 814

and real-life) applications, and the primary mo- 815

tivation for creating the IL-TUR benchmark is 816

to consolidate all the research happening in par- 817

allel for the Indian Legal domain. Hence we 818

will release the benchmark and datasets under the 819

Creative Common Attribution-NonCommercial- 820

ShareAlike (CC BY-NC-SA) license. Moreover, 821

we believe providing a platform by maintaining 822

a common leaderboard for multiple tasks will ad- 823

vance the field with more transparency and repro- 824

ducibility. 825

Since Legal-NLP is a relatively new area, to the 826

best of our abilities, we have taken all steps con- 827

cerning ethical considerations and privacy. Via 828

these tasks, we want to encourage more research in 829

this area so that any hidden factors that could not 830

have been thought of beforehand are also brought 831

to light. 832
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A Tasks and Dataset Details 1383

We will release the baseline code along with a com- 1384

piled list of task-specific datasets and evaluation 1385

scripts with the camera-ready version of the pa- 1386

per. The consolidated leaderboard website for the 1387

benchmark will be made public with the camera- 1388

ready release. 1389

A.1 Legal Named Entity Recognition 1390

(L-NER) 1391

As outlined in §3, we use a set of 12 Named En- 1392

tity (NE) types for Legal NER. Fig. 2 shows an 1393

example. Table 5 shows the definition for 12 NE 1394

types/classes. 1395

Dataset Details: Table 6 lists some important 1396

statistics about the NER dataset. The NE type 1397

label statistics are displayed along with the class 1398

descriptions in Table 5. 1399

Annotation Details: For the L-NER task, we 1400

collected a total of 105 cases publicly available 1401

from the Supreme Court and a few High Courts 1402

of India by scrapping the website: https://www. 1403

indiankanoon.org. Please note that the Indi- 1404

anKanoon website allows free downloads of public 1405

documents. In discussion with legal experts, we 1406

decided on a comprehensive set of 12 NE (Named 1407

Entity) classes suited for the legal domain (Table 5). 1408

Two law students from a reputed law college in In- 1409

dia were tasked with annotating the case documents. 1410

The annotation procedure involved the following 1411

steps: 1412

• To ensure that entity spans are marked con- 1413

sistently, we discussed with both annotators 1414

how to mark every label. Such decisions in- 1415

volved leaving out prefixes/salutations such 1416

as ‘Shri’ (a polite way to address Mr. in the 1417

Indian context) and ‘Smt.’ (a polite way to 1418

address Ms. in the Indian context), ‘Justice’ 1419

(Honorific for a Judge), etc., from the entity 1420

names, including the (optional) precedent ci- 1421

tations that follow case titles as part of the 1422

precedent (PREC) entities, and so on. 1423

• We randomly chose a set of 25 documents, and 1424

each annotator worked on all 25 documents 1425

independently based on the rules devised in 1426

the previous step. 1427

• We observed a high degree of agreement be- 1428

tween the annotators for these 25 documents 1429

(Cohen’s Kappa: 0.82, Krippendorff’s Alpha: 1430

0.85). 1431
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Broad Category Label Frequency Description

Party
APPELLANT (APP) 660 Party filing an appeal to the court
RESPONDENT (RESP) 516 Party against whom appeal has been filed

Legal Professional
JUDGE (JUD) 366 Judge of the current or prior/cited cases
A.COUNSEL (AC) 288 Lawyer(s) on behalf of the appellant(s)
R.COUNSEL (RC) 255 Lawyer(s) on behalf of the respondent(s)

Organizations
COURT (CRT) 1,572 Any court occurring in the document
AUTHORITY (AUTH) 1,342 Any organization/body having administrative/legal

authority

Other Person(s) WITNESS (WIT) 312 Witness(es) who are testifying in the case

Legal References
STATUTE (STAT) 2,055 Citation to legal acts
PRECEDENT (PREC) 1,804 Citation to prior cases

Legal Artefacts
DATE 2,316 Mention of any date in the case
CASE NO. (CN) 1,102 Mention of any case number, including that of the

current case

Table 5: Named Entity (NE) types used in the L-NER dataset

# Documents 105
# Labels 12

Total no. of words 648,937
Avg. Document Size (in #words) 6180.35

Total no. of entities (All occurrences) 12,588
Total no. of entities (Unique occ.) 5,658
Avg. no. of entities per doc (All occ.) 119.89
Avg. no. of entities per doc (Unique
occ.)

53.89

Table 6: The dataset statistics for the L-NER task

• Both annotators worked together to resolve1432

the disagreements to arrive at one single con-1433

solidated set of annotations for these 25 docu-1434

ments.1435

• Above steps performed over 25 documents cal-1436

ibrated the annotators and led to a high degree1437

of agreement among them. Since annotation1438

is an expensive and time-consuming process,1439

the remaining 80 documents were split equally1440

between the two annotators for annotation.1441

Task Evaluation: NER can be formulated as a1442

sequence prediction task, where each word re-1443

ceives either of the labels {B-X, I-X, O} as per1444

the popular ‘B-I-O’ scheme (Yadav and Bethard,1445

2019) (‘X’ represents any of the legal classes we1446

are interested in). We use standard metrics of1447

strict macro-averaged precision, recall, and F11448

score for evaluation. The strict score assumes1449

a correct match only if both the entity bound- 1450

ary and entity type are correctly predicted. L- 1451

NER evaluation F1 score metric is computed using 1452

https://pypi.org/project/nervaluate/. We 1453

use strict macro-averaged scores in our setup. The 1454

strict scoring mechanism ensures that a match is 1455

considered correct if the entity span and entity type 1456

are the same. In other words, if either the span is 1457

incorrect (the model predicts more/fewer tokens as 1458

part of the entity) or the predicted label type does 1459

not match the ground truth, the match is considered 1460

incorrect. 1461

Comparison with existing L-NER datasets: Re- 1462

cently, Kalamkar et al. (2022a) released a dataset 1463

for L-NER over Indian legal documents. However, 1464

unlike our dataset, which comprises of full-length 1465

documents annotated with every occurrence of ev- 1466

ery NE, the dataset by Kalamkar et al. (2022a) 1467

consists of segments of documents and not full doc- 1468

uments. This is a crucial difference since models 1469

trained on our data will be able to detect NEs even 1470

when provided with a snippet of a case document. 1471

There is also a slight variation in the set of NEs 1472

considered in our dataset as compared to those con- 1473

sidered by Kalamkar et al. (2022b), although most 1474

common entity types have been covered in both 1475

datasets. 1476

A.2 Rhetorical Role Prediction (RR) 1477

In order to structure long legal documents, we con- 1478

sider Rhetorical Roles (RRs), where each sentence 1479

in the document is assigned one of 13 RRs (§3). 1480
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HIGH COURT OF JUDICATURE AT ALLAHABAD COURT
  

RESERVED
A.F.R.    
Court No. - 1
 
 
Case :- MATTERS UNDER ARTICLE 227 No. - 3268 of 2020 CASE NUMBER
  
Petitioner :- Sardar Gurmeet Singh APPELLANT And Another
 
Respondent :- Smt.Raj Katyal RESPONDENT
 
Counsel for Petitioner :- Mohd. Aqueel Khan A.COUNSEL,Chandra Bhan
Gupta A.COUNSEL
 
Counsel for Respondent :- C.M.Rai R.COUNSEL
 
 
Hon'ble J.J. Munir JUDGE,J.

This petition under Article 227 of the Constitution STATUTE is directed against
an order declaring vacancy dated 30.10.2018 DATE followed by an order,
rejecting a review of the vacancy order and granting release of the demised
premises, passed under Section 15(1) of the Uttar Pradesh Urban Buildings
(Regulation of Letting, Rent and Eviction) Act, 1972 STATUTE (U.P. Act No. 13
of 1972 STATUTE)1. Also impugned is a revisional affirmation of both these
orders by the Additional District Judge, Court No. 13, Kanpur Nagar vide
judgment and order dated 11.09.2020 DATE passed in Rent Revision No. 36
of 2018 CASE NUMBER  .....

Figure 2: Example of L-NER

The definition of each of the Rhetorical Roles is1481

provided in Table 7. We utilize the dataset and role1482

definitions provided by prior work on structuring1483

Indian legal documents (Malik et al., 2022).1484

Dataset Details: The RR dataset was cre-1485

ated by scrapping (from IndianKanoon:1486

https://indiankanoon.org/) publicly available1487

documents from the Supreme Court of India,1488

High Courts, and Tribunal courts. The documents1489

pertain to Banking/Income Tax law (IT) and1490

Competition Law (CL) (also called as Anti-Trust1491

Law in the US). The dataset consists of 21, 1841492

sentences annotated with 13 RRs. Figure 4 shows1493

the distribution of RR labels. The dataset is split1494

randomly (at document level) into 80% train, 10%1495

validation, and 10% test set.1496

Annotation Details: The dataset was annotated by1497

six legal experts (graduate law student researchers),1498

three annotated CL documents, and the remaining1499

three annotated IT documents (Malik et al., 2022).1500

The annotators showed a high degree of agreement.1501

The Fleiss kappa (Fleiss et al., 2013) between the1502

annotators is 0.65 for the IT domain and 0.87 for1503

the CL domain, indicating a substantial agreement1504

between annotators. Annotating RR is not a triv-1505

ial task, and annotators can have disagreements.1506

Several strategies were employed to resolve these1507

disagreements. More details about annotation case1508

studies can be found in Malik et al. (2022).1509

Evaluation: RR Prediction is evaluated using stan- 1510

dard Macro F1 metric. Macro F1 is the average F1 1511

score calculated per class. 1512

A.3 Court Judgment Prediction with 1513

Explanation (CJPE) 1514

Dataset Details: We use the ILDC-multi 1515

dataset (Malik et al., 2021) for CJPE, which con- 1516

sists of 34k cases from the Supreme Court of In- 1517

dia (SCI). These cases consist of multiple appeals, 1518

which can contain corresponding decisions for each 1519

appeal. However, since the task has been posed 1520

as binary text classification, the final decision is 1521

considered as ACCEPT if at least one appeal is 1522

accepted, otherwise REJECT. The documents are 1523

stripped of the final decision given by the Judge 1524

with the help of regex-based matching. Table 8 1525

provides details of the dataset. 1526

Annotation Details: The explanation aspect of 1527

the CJPE task was annotated with the help of 5 1528

legal experts (Malik et al., 2021). The annotators 1529

were graduate students and a law professor from 1530

a reputed law school. The annotators were not 1531

shown the final decision of the case. They were 1532

asked to predict the final decision and annotate the 1533

sentences (explanations) in the document that led 1534

to the final decision. More details about agree- 1535

ment among the annotators are provided in (Malik 1536

et al., 2021). In a nutshell, the average prediction 1537

F1 score of annotators w.r.t. to the ground truth 1538

judgment was 94.32%. This points towards the 1539

challenging nature of the CJPE task; as pointed 1540

out earlier, India has a common-law system, and 1541

hence, judges could override existing precedents. 1542

Disagreements among the annotators were mainly 1543

due to differences in the linguistic interpretation of 1544

the case and law. For the explanation part, similar 1545

trends are reported with the average agreement in 1546

terms of the BLEU score to be around 0.4. 1547

Evaluation: The prediction part of the CJPE task 1548

is evaluated using standard F1 score metric, and 1549

the explanation part is evaluated using BLEU and 1550

ROUGE scores. 1551

A.4 Bail Prediction (BAIL) 1552

For the task of BAIL prediction, Kapoor et al. 1553

(2022) created a corpus of 900k Hindi Legal 1554

Documents (referred to as HLDC (Hindi Le- 1555

gal Document Copus)). The corpus is created 1556

by scrapping publicly available documents on 1557

the eCourts website (https://ecourts.gov.in/ 1558

ecourts_home/). The documents are scrapped 1559
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Moreover, the relief granted by the Honble Supreme Court of India is only
qua the 10 developers who have approached it and not a blanket stay on

the bank guarantees of all other developers operating in the State of
Haryana including the 41 licensees under the Sohna Master Plan.

During the hearing, the learned counsel for the OPs accepted this fact and
further stated that due to the direction of the Honble Supreme Court in the

said SLPs, the OPs as a matter of practice are not invoking bank
guarantees for EDC in all cases.

Considering the fact that the Honble Supreme Court cases are not related
to Sohna Master Plan at all, it is evident that the Commission can proceed

to deal with the present application.

At the outset, the Commission notes that in the case of M. Gurudas and
Others v. Rasaranjan and Others ( : AIR 2006 SC 3275), the Honble
Supreme Court has categorically recorded that: While considering an

application for injunction, it is well-settled, the courts would pass an order
thereupon having regard to: (i) Prima facie case (ii) Balance of convenience

(iii) Irreparable injury In light of the above decision, the Commission
proceeds to decide the application of the Informant for interim relief.

With respect to the first factor i.e. the existence of a prima facie case, it is
noted that, the Commission in its order dated 06.04.2018 passed under

Section 26(1) of the Act has already found a prima facie case of abuse of
dominant position in the relevant market by the OPs.

The relevant portion of the order is recorded below: though the terms of
Sohna LOI, Sohna Agreement and Sohna Licence relating to EDC IDC

emanate largely from the statutory provisions of the relevant statutes, prima
facie the terms of these documents appear to be one-sided and in favour of

the OPs.

.... Moreover, the relief granted by the Honble Supreme Court of India is only qua
the 10 developers who have approached it and not a blanket stay on the bank
guarantees of all other developers operating in the State of Haryana including the
41 licensees under the Sohna Master Plan. ... During the hearing, the learned
counsel for the OPs accepted this fact and further stated that due to the direction
of the Honble Supreme Court in the said SLPs, the OPs as a matter of practice are
not invoking bank guarantees for EDC in all cases. ... Considering the fact that the
Honble Supreme Court cases are not related to Sohna Master Plan at all, it is
evident that the Commission can proceed to deal with the present application. ...
At the outset, the Commission notes that in the case of M. Gurudas and Others v.
Rasaranjan and Others ( : AIR 2006 SC 3275), the Honble Supreme Court has
categorically recorded that: While considering an application for injunction, it is
well-settled, the courts would pass an order thereupon having regard to: (i) Prima
facie case (ii) Balance of convenience (iii) Irreparable injury In light of the above
decision, the Commission proceeds to decide the application of the Informant for
interim relief. ... With respect to the first factor i.e. the existence of a prima facie
case, it is noted that, the Commission in its order dated 06.04.2018 passed under
Section 26(1) of the Act has already found a prima facie case of abuse of dominant
position in the relevant market by the OPs. ... The relevant portion of the order is
recorded below: though the terms of Sohna LOI, Sohna Agreement and Sohna
Licence relating to EDC IDC emanate largely from the statutory provisions of the
relevant statutes, prima facie the terms of these documents appear to be one-
sided and in favour of the OPs. ....

ArgumentPetitioner

Fact

RatioOfTheDecision

PrecedentReliedUpon

RatioOfTheDecision

RulingByLowerCourt

Figure 3: Example of the Rhetorical Role Prediction Task (Kalamkar et al., 2022b)
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Figure 4: Distribution of RR labels in IT and CL docu-
ments (Malik et al., 2022).

from district courts of the state of Uttar Pradesh (a1560

Hindi-speaking state in northern India). The data1561

is anonymized to take care of biases and ethical as-1562

pects; please refer to (Kapoor et al., 2022) for more1563

details. Bail cases in HLDC are pre-processed to re-1564

move the final decision (using regex) since we aim1565

to predict this automatically. More details about1566

the dataset are discussed in (Kapoor et al., 2022).1567

For model training and evaluation, we divide the1568

data into train, validation, and test split in the ratio1569

of 70:10:20.1570

Evaluation: The BAIL prediction is a binary task;1571

it is evaluated using the standard macro-F1 score1572

metric.1573

A.5 Legal Statute Identification (LSI)1574

Table 9 shows an example of LSI task. We uti-1575

lize the ILSI dataset for this task, which comprises1576

of 100 target statutes from the Indian Penal Code1577

(IPC), the main legislation codifying criminal laws1578

in India. 1579

Dataset Preprocessing: The LSI task requires the 1580

input to be only the facts of the case, and thus, an au- 1581

tomated RR method (Bhattacharya et al., 2019) was 1582

employed to extract the facts. Since this method is 1583

not foolproof, some sentences containing statute ci- 1584

tations may get mislabeled as facts. The version of 1585

the dataset released by Paul et al. (2022) contains 1586

some unmasked statute citations. Thus, we used an 1587

existing automated Legal NER method (Kalamkar 1588

et al., 2022a), which can identify both the act/law 1589

names and the statute/section references in the 1590

text, to mask all possible statute and act references 1591

(statutes from all acts were masked, not just IPC). 1592

To prevent model biases, we also masked all enti- 1593

ties identified by the Legal NER method. 1594

Dataset Details: Table 10 lists some important 1595

statistics about the ILSI dataset. In addition to 1596

the facts extracted from case documents and their 1597

corresponding statute mappings, Paul et al. (2022) 1598

also provided the statute descriptions as part of the 1599

dataset. 1600

Evaluation: LSI is formulated as a multi-label text 1601

classification task. The facts, a functional segment 1602

of the entire case document, are provided as in- 1603

put. The expected output is one or more statutes 1604

from a list of target statutes relevant to the given 1605

fact portion. Standard classification metrics such 1606

as macro-averaged precision, recall, and F1 score 1607

are used for evaluation. In principle, the LSI task 1608

can also be considered a retrieval task instead of 1609

a multi-label classification task, i.e., the task is to 1610

retrieve from a dynamic set of statutes and provide 1611

a bigger pool of relevant candidates to be retrieved 1612
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Rhetorical Role Label Definition

Fact (FAC) These are the facts specific to the
case based on which the argu-
ments have been made and judg-
ment has been issued. In addi-
tion to Fact, we also have the fine-
grained label

Issues (ISS) The issues which have been
framed/accepted by the present
court for adjudication.

Argument Petitioner
(ARG-P)

Arguments which have been put
forward by the petitioner/appel-
lant in the case before the present
court and by the same party in
lower courts (where it may have
been petitioner/respondent)

Argument Respondent
(ARG-R)

Arguments which have been put
forward by the respondent in the
case before the present court and
by the same party in lower courts
(where it may have been petition-
er/respondent)

Statute (STA) The laws referred to in the case.

Dissent (DIS) Any dissenting opinion expressed
by a judge in the present judgmen-
t/decision.

Precedent Relied Upon
(PRE-R)

The precedents which have been
relied upon by the present court
for adjudication. These may or
may not have been raised by the
advocates of the parties and ami-
cus curiae.

Precedent Not Relied
Upon (PRE-NR)

The precedents which have not
been relied upon by the present
court for adjudication. These may
have been raised by the advocates
of the parties and amicus curiae.

Precedent Overruled
(PRE-O)

Any precedents (past cases) on the
same issue that have been over-
ruled through the current judg-
ment.

Ruling By Lower Court
(RLC)

Decisions of the lower courts
which dealt with the same case.

Ratio Of The Decision
(ROD)

The principle that has been estab-
lished by the current judgment/de-
cision which can be used in fu-
ture cases. Does not include the
obiter dicta which is based on ob-
servations applicable to the spe-
cific case only.

Ruling By Present Court
(RPC)

The decision of the court on the
issues that have been framed/ac-
cepted by the present court for ad-
judication.

None (NON) any other matter in the judgment
which does not fall in any of the
above-mentioned categories.

Table 7: Definitions for different Rhetorical Roles

Corpus
(Avg. tokens)

Number of docs
(Accepted Class %)

Train Validation Test

ILDC-multi
(3231)

32305
(41.43%) 994

(50%)
1517

(50.23%)ILDC-single
(3884)

5082
(38.08%)

ILDC-expert
(2894) 56 (51.78%)

Table 8: Statistics for the CJPE dataset (ILDC) (Malik
et al., 2021)

for a particular query document having facts. How- 1613

ever, as it is an initial phase of establishing the 1614

benchmark, we followed the classification setting 1615

proposed in previous works (Wang et al., 2018b, 1616

2019b; Chalkidis et al., 2019, 2021). 1617

A.6 Prior Case Retrieval (PCR) 1618

The IL-PCR dataset (Joshi et al., 2023) is used 1619

for the PCR task. The IL-PCR corpus was cre- 1620

ated by scraping legal documents (available in the 1621

public domain) from the website IndianKanoon 1622

(https://indiankanoon.org/). The pool of documents 1623

is expanded by scraping documents cited by doc- 1624

uments scraped previously. It was done to ensure 1625

sufficient citation links from the query to the can- 1626

didate pool in the final dataset. Names of indi- 1627

viduals and organizations were anonymized to the 1628

<NAME> and <ORG> tags, respectively, using 1629

a NER model (Honnibal Matthew and Van Lan- 1630

deghem Sofie, 2020) and a manually compiled 1631

gazetteer. This anonymization step is especially 1632

pertinent to the PCR task as it removes any biases 1633

in the judgment based on entity names. The ground 1634

truth labels mark all the candidate’s cases relevant 1635

to each query case. Statistics for the IL-PCR corpus 1636

are shown in Table 11. 1637

Evaluation: The PCR task uses micro-averaged 1638

F1@K score as the evaluation metric (as done 1639

in previous work: https://sites.ualberta.ca/ 1640

~rabelo/COLIEE2021/). Prediction models pre- 1641

dict a relevance score for each candidate for a given 1642

query. Top-K-ranked candidates are considered for 1643

prediction (i.e., whether a candidate is cited or not). 1644

A.7 Summarization (SUMM) 1645

We use the summarization dataset In-Abs (Shukla 1646

et al., 2022). As mentioned in Sec 3.2.7, the 1647

dataset comprises of 7,130 case documents from 1648

the Supreme Court of India. These documents were 1649
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Facts of the
case

“On the fateful day at about 9.30 a.m. deceased accompanied by [PERSON1] (PW 4) and [PERSON2]
(PW 7) was going from his village Talod to Alote. The accused persons were hiding behind bushes on
the road near village Gharola. They were armed with lathies and farsies. When the deceased and the
aforesaid two persons reached near the Khakhra, the respondents surrounded them and started attacking
the deceased with weapons with which they were armed. His nose was cut. PWs. 4 and 7 tried to
intervene, but they were also attacked by the accused persons as a result of which they also received
injuries. The two witness rushed to the police station where PW 4 lodged the FIR (Exhibit P-10).
The deceased in injured condition was taken to the hospital, and later he succumbed to the injuries.
Post-mortem was conducted and large number of injuries were found on his body. During investigation
the alleged weapons of the assailants were seized. After investigation charge sheet was placed.”

IPC S.324 Voluntarily causing hurt by dangerous weapons or means
IPC S.302 Punishment for murder

Table 9: Example of the LSI task, fact section taken a High Court Document “State Of Madhya Pradesh vs.
Mansingh And Ors. on 13 August, 2003”, along with the IPC Sections (324 and 302) that the case cites.

Dataset ILSI

# Documents 66,090
# Labels 100

Train/Dev/Test Split
42,835/
10,200/
13,039

Avg. Document Size (in #words) 2406
Avg. no. of citations (#labels per doc) 3.78

Table 10: The table shows the dataset statistics for the
ILSI dataset.

Dataset IL-PCR

# Documents 7070
Avg. Document Size 8093.19
# query Documents 1182
Vocab Size 113340
Total Citation Links 8008
Avg. Citation Links per query 6.775
Language English

Table 11: The table shows the IL-PCR dataset statistics

collected from the website of the Legal Information 1650

Institute of India (http://www.liiofindia.org/ 1651

in/cases/cen/INSC/), which provides free and 1652

non-profit access to databases of Indian law. These 1653

documents are accompanied by additional notes 1654

called “headnotes”, which enumerate the important 1655

issues and aspects of the case. Legal experts write 1656

these headnotes and can be considered abstractive 1657

summaries of the entire case document. Headnotes 1658

usually occur in the top part of the document, just 1659

below the document header (which contains party 1660

names, date, bench, etc.), and just above the main 1661

judgment. They are also usually preceded by the 1662

heading “HEADNOTE:”. Shukla et al. (2022) used 1663

these cues, and additionally employed regular ex- 1664

pression matching to extract the headnotes from 1665

the judgment. Table 12 provides some statistics of 1666

this dataset (more details in Shukla et al. (2022)). 1667

Dataset In-Abs

# Documents 7,130
Type of Summary Abstractive
Language English
Train/Test Split 7,030/100

Avg. Document size (in #words) 4376.98
Avg. Summary size (in #words) 842.52
Avg. Compression Ratio 0.235

Table 12: The table shows the statistics of the In-Abs
dataset

Evaluation: Following Shukla et al. (2022), we use 1668

standard summarization metrics such as ROUGE-1, 1669

ROUGE-2, and ROUGE-L F1-scores (computed 1670

using https://pypi.org/project/py-rouge/, 1671

with max_n set to 2, parameters limit_length and 1672

length_limit not used, and other parameters kept 1673

as default), and BertScore (Zhang et al., 2019) 1674

(computed using https://pypi.org/project/ 1675
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EN BN HI MR TA TE ML PA OR GU

EN × 110 114 114 114 112 114 114 114 114
BN 365 × 110 110 110 108 110 110 110 110
HI 365 365 × 114 114 112 114 114 114 114
MR 365 365 365 × 114 112 114 114 114 114
TA 365 365 365 365 × 112 114 114 114 114
TE × 112 112 112 112
ML × 114 114 114
PA × 114 114
OR × 114
GU ×

Table 13: Number of parallel text units per language
pair in (1) MILPaC-IP - black entries in upper triangu-
lar part, and (2) MILPaC-CCI-FAQ - blue italicized
entries in lower triangular part. For both datasets, text
units are QA-pairs, hence not tokenized into sentences
(details in text).

bert-score/, version 0.3.4) that calculates the1676

semantic similarity scores using the pre-trained1677

BERT model.1678

A.8 Machine Translation (MT)1679

For this task, we use the Multilingual Indian Le-1680

gal Parallel Corpora (MILPaC) (Mahapatra et al.,1681

2023), which comprises the following 3 datasets,1682

and a total of 17,853 parallel text pairs across1683

English and 9 Indian languages, namely, Bengali1684

(BN), Hindi (HI), Gujarati (GU), Malayalam (ML),1685

Marathi (MA), Telugu (TE), Tamil (TA), Punjabi1686

(PA) and Oriya (OR):1687

MILPaC-IP: Developed from a set of primers re-1688

leased by a society of law practitioners, this con-1689

tains a set of approximately 57 question-answer1690

pairs related to Indian Intellectual Property Laws,1691

developed in EN and 9 Indian languages –BN, HI,1692

MR, TA, GU, TE, ML, PA, OR. The details of the1693

dataset are shown in Table 131694

MILPaC-CCI-FAQ: is developed from a set of1695

QA booklets released by the Competition Com-1696

mission of India and contains 184 QA pairs on1697

statutory rules based on competition issues in India.1698

The parallel corpus has been developed for EN and1699

4 Indian languages — BN, HI, MA, and TA (see1700

Table 13).1701

MILPaC-Acts: has been developed from 10 popu-1702

lar Indian Acts (statutory documents outlining laws1703

of the country), for which official translations (from1704

the Indian legislature) were available in English1705

and the 9 Indian languages used in MILPaC-IP. For1706

details, see Table 14.1707

The exact no. of pairwise samples are shown in1708

Table 13 (MILPaC-IP and MILPaC-CCI-FAQ) and1709

EN BN HI MR TA TE ML PA OR GU

EN × 739 706 578 418 319 443 261 256 316
BN × 439 439 × 319 438 × × ×
HI × 578 × 319 443 262 256 ×
MR × × 319 443 133 128 ×
TA × × × × × ×
TE × 319 × × ×
ML × × × ×
PA × 256 ×
OR × ×
GU ×

Table 14: Number of Parallel Text units per language
pair in MILPaC-Acts. Text units are tokenized into
sentences for this dataset.

Table 14. For more details regarding the creation 1710

and curation of the dataset, refer to Mahapatra et al. 1711

(2023). 1712

Evaluation: Following the evaluation strategies 1713

proposed by Mahapatra et al. (2023), we use the 1714

standard metrics for machine translation, such as 1715

BLEU (Bi-Lingual Evaluation Understudy), GLEU 1716

(Google BLEU) and chrF++. For all metrics, 1717

the IndicNLP tokenizer is first used to tokenize 1718

the texts in Indian languages. For BLEU and 1719

chrF++, we use the SacreBLEU package (https: 1720

//pypi.org/project/sacrebleu/). In chrF++ 1721

calculation, the default order of character and word 1722

n-grams are set to 6 and 2 respectively. For GLEU, 1723

we use the Huggingface evaluate library for com- 1724

putation, and consider subsequences containing 1725

1,2,3 and 4 tokens (https://huggingface.co/ 1726

spaces/evaluate-metric/google_bleu). 1727

B Tasks Models, Experiments and Results 1728

In this section, we provide details for all baseline 1729

and SOTA models used for each of the tasks. Apart 1730

from these methods, we also conduct inference 1731

experiments with LLMs across all of these tasks 1732

except PCR, which we discuss in App. C. 1733

B.1 Legal Named Entity Recognition (L-NER) 1734

We perform NER based on token representations 1735

generated by BERT-based models. Since each doc- 1736

ument in the dataset does not come pre-segmented 1737

into sentences or paragraphs, we need to chunk 1738

documents before passing them to BERT, as case 1739

documents easily exceed the token limits of BERT. 1740

However, unlike other tasks like text classification, 1741

we need to devise a chunking strategy to avoid 1742

splitting true NEs into different chunks. For this, 1743

we choose to chunk at the last stopword (based 1744
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Method
Strict Ent type

mP mR mF1 mP mR mF1
BERT 38.95 41.12 39.59 47.70 49.99 48.23
LegalBERT 43.98 48.06 45.58 53.19 58.33 55.21
CaseLawBERT 42.68 43.68 42.45 52.40 53.48 52.00
InLegalBERT 47.83 50.33 48.58 57.45 60.40 58.30
InCaseLawBERT 45.59 44.59 44.17 56.38 54.89 54.41

Table 15: Performance of BERT-based models over the
L-NER dataset. All values are macro-averaged and in
terms of percentage.

on NLTK’s list of English stopwords), which sat-1745

isfies the chunk size limit. The assumption is that1746

these stopwords are not expected to be part of entity1747

names.1748

We experiment with five different BERT en-1749

coders: (i) bert-base-uncased (Devlin et al.,1750

2019), (ii) LegalBERT (Chalkidis et al., 2020),1751

(iii) CaseLawBERT (Zheng et al., 2021), (iv) In-1752

LegalBERT (Paul et al., 2023) and (v) InCaseLaw-1753

BERT (Paul et al., 2023). We applied a Conditional1754

Random Field (CRF) on top of the BERT encoder1755

due to the efficacy of CRFs in sequence labeling1756

tasks.1757

Hyper-parameter Settings: We set the chunk1758

limit to 512 tokens to maximize the input capa-1759

bility of BERT. We trained on a single Nvidia RTX1760

A6000 (48 GB). We used a batch size of 40 during1761

training and 24 during testing. The models were1762

trained for a maximum of 20 epochs with early stop-1763

ping. We used different learning rates for the differ-1764

ent layers, viz., 3e-5 for the BERT layers and 1e-31765

for the fully connected and CRF layers. We have1766

used the PyTorch implementation of CRF provided1767

in https://pypi.org/project/pytorch-crf/.1768

Model Result and Analysis: Since the dataset is1769

small, we divide the 105 documents into three folds1770

(by trying to maintain the class label frequency1771

distribution across folds as much as possible). We1772

perform 3-fold cross-validation and report the mean1773

across folds. In addition to the strict scores, we also1774

consider another type of scoring, called ent-type1775

score (Segura-Bedmar et al., 2013). This scheme1776

considers a match correct if the predicted label1777

type is the same as that of the ground truth, even1778

if the predicted span is not correct. Naturally, this1779

scheme is more lenient than the strict mechanism.1780

We report both strict and ent-type scores for all1781

models in Table 15.1782

In terms of F1 scores, all the models perform1783

relatively poorly. The L-NER dataset contains en-1784

tire case documents, and evaluation is done over 1785

every occurence of every named entity. This means 1786

that models cannot always rely on the local con- 1787

text to infer the nature of an entity, and all these 1788

models are incapable of long range context mod- 1789

eling since the inputs are chunked before feeding 1790

to them. This could be a possible reason for the 1791

low results. For every model, the ent-type scores 1792

are around 20% higher than the strict scores, sug- 1793

gesting that these models also struggle to identify 1794

the NE boundaries correctly on quite a few occa- 1795

sions. Comparing among the models, we observe 1796

increasing performance with greater degree of do- 1797

main familiarization. BERT performs the poor- 1798

est, followed by LegalBERT and CaseLawBERT 1799

(which have been pre-trained on legal data from 1800

other countries). Counterparts for these models 1801

pre-trained on Indian legal text, viz., InLegalBERT 1802

and InCaseLawBERT, further outperform them. 1803

Label Analysis: To further analyze the perfor- 1804

mance across different labels, we calculate the 1805

strict and ent-type F1 scores of every label of the 1806

best-performing model, InLegalBERT. 1807

Labels like WITNESS, A.COUNSEL, and 1808

R.COUNSEL are straightforward to identify, pos- 1809

sibly due to the presence of linguistic cues like 1810

“P.W.” (abbreviated for “Prosecution Witness”) and 1811

“learned counsel for the appellant/respondent” close 1812

to the entity mentions. Labels like COURT, AU- 1813

THORITY, and DATE are slightly more challeng- 1814

ing to identify due to the large degree of variations 1815

possible in the way these entities are mentioned, 1816

e.g., “Delhi High Court” vs. “High Court of Judica- 1817

ture at New Delhi”, or “14.06.2023” vs. “14/6/23” 1818

vs. “14th June 2023”. We also observe very lit- 1819

tle difference in these classes’ strict and ent-type 1820

scores. 1821

Labels like APPELLANT, RESPONDENT, and 1822

JUDGE are more challenging to identify. There is 1823

an apparent confusion between APPELLANT and 1824

RESPONDENT roles since the entities belonging 1825

to these classes usually occur in the same context 1826

and play the same role in the court case (just op- 1827

posing sides). However, the performance of the 1828

JUDGE class is lower, although JUDGE type enti- 1829

ties are usually enclosed by prefixes such as “Hon- 1830

ourable Justice” or suffixes such as “J.”. The con- 1831

siderable difference in the strict and ent-type scores 1832

for the JUDGE class indicates that the model fails 1833

to detect the spans properly rather than the class. 1834

Finally, for labels like STAT, PREC, and CASE 1835

NO., the spans can be challenging to identify even 1836
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Label APP RESP JUD AC RC CRT AUTH WIT STAT PREC DATE CN Macro

Strict F1 22.72 11.70 57.33 61.27 53.32 69.16 44.37 29.32 63.45 36.99 81.52 51.76 48.58
Ent-type F1 34.14 18.01 71.30 67.18 58.80 76.09 50.13 34.21 72.43 64.49 85.06 67.73 58.30

Table 16: The table shows the results for each of the NER label.

for human readers since these entities are usually1837

long, occur in multiple forms, and can have ex-1838

tended suffixes. For example, STAT can either1839

be in the full form, such as “Indian Penal Code,1840

1860” or its abbreviated version “I.P.C.” or “I.P.C.”,1841

while PREC entities can sometimes contain the1842

case number of the particular precedent as a suffix.1843

The considerable differences in strict and ent-type1844

scores of these entities also point to this possibility.1845

B.2 Rhetorical Role Prediction (RR)1846

For the task of RR Prediction, we experiment with1847

different approaches, such as passing each sentence1848

individually to BERT and LegalBERT or apply-1849

ing hierarchical approaches to model the entire1850

document together, such as BiLSTM-CRF with1851

sent2vec (Gupta et al., 2019) or BERT embeddings.1852

Malik et al. (2022) suggest an auxiliary task, La-1853

bel Shift Prediction (LSP), which aims to predict,1854

for sentence i in a document, whether the label1855

changed from sentence i − 1 to i. This is based1856

on the intuition that RRs tend to maintain some1857

inertia when going from one sentence to another,1858

and changes in RR labels are not abrupt but smooth.1859

BERT-SC is obtained by fine-tuning BERT for the1860

LSP task only over the train set of the RR dataset.1861

Finally, the Multi-task Learning (MTL) approach1862

incorporates both RR (main task) and LSP (auxil-1863

iary task) prediction. For more details about LSP1864

and MTL, check Malik et al. (2022).1865

Model IT CL IT+CL

BERT 0.56 0.52 0.54
LEGAL-BERT 0.55 0.53 0.52
BiLSTM-CRF (sent2vec) 0.59 0.61 0.60
BiLSTM-CRF (BERT emb) 0.63 0.63 0.63
LSP(BERT-SC) 0.65 0.68 0.67
MTL(BERT-SC) 0.70 0.69 0.70

Table 17: RR Task Results: Macro-F1 values for both
CL and IT datasets.

Results and Analysis: RR prediction is a chal-1866

lenging task; standard transformer-based models1867

like BERT and Legal-BERT do not perform well.1868

Posing the task as a sequence labeling problem,1869

the hierarchical models employing BiLSTM-CRF1870

show improvements. LSP plays a significant role 1871

in improving performance, which is seen in the per- 1872

formance of LSP(BERT-SC) over models that do 1873

not employ LSP. Harnessing the power of learning 1874

both RR and LSP prediction in an end-to-end setup, 1875

the MTL model performs the best. However, this 1876

is still quite far from human annotations, pointing 1877

towards significant scope for improvement. 1878

B.3 Court Judgment Prediction with 1879

Explanation (CJPE) 1880

We use the ILDC-multi split for judgment predic- 1881

tion and ILDC-expert for explanations. Differ- 1882

ent transformer-based models (BERT, RoBERTa 1883

and XLNet) have been tried for the CJPE task. 1884

Since these models cannot accommodate large doc- 1885

uments, one approach is to make the prediction 1886

based on a chunk of 512 tokens. The last 512 to- 1887

kens are chosen since these parts of the text are 1888

likely to contain more information for guiding the 1889

final decision (Malik et al., 2021). In other settings, 1890

a hierarchical approach is adopted by chunking the 1891

entire document into chunks of 512 tokens, passing 1892

these to the transformer, and collecting the [CLS] 1893

embeddings to be fed to a high-level encoder, such 1894

as BiGRU or BiGRU coupled with attention. 1895

For the explanation part, an occlusion method 1896

is used by Malik et al. (2021). The primary idea 1897

behind this is to mask a chunk of text and then see 1898

the change in prediction probability. The prediction 1899

probability change indicates the salience of that 1900

particular chunk for making the prediction. The 1901

more the change in probability, the more salient the 1902

chunk. 1903

Results and Analysis: From Table 18, it is evident 1904

that the hierarchical models perform better than 1905

their counterparts that take just the last 512 tokens 1906

(and thus suffer from loss of information). While 1907

adding the attn. The layer to the BiGRU module 1908

seems to help BERT and RoBERTa slightly, but 1909

the same is not true for XLNet. Overall, XLNet + 1910

BiGRU performs the best among these approaches. 1911

The occlusion approach for extracting explana- 1912

tions can give positive or negative scores to each 1913

chunk; we choose the chunks that obtain positive 1914
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Model
Macro
Precision
(%)

Macro
Recall
(%)

Macro
F1
(%)

Accuracy
(%)

BERT 69.33 67.31 68.31 67.24
RoBERTa 72.25 71.31 71.77 71.26
XLNet 72.09 70.07 71.07 70.01
BERT + BiGRU 70.98 70.42 70.69 70.38
RoBERTa + BiGRU 75.13 74.30 74.71 74.33
XLNet + BiGRU 77.80 77.78 77.79 77.78
BERT + BiGRU-attn 71.31 70.98 71.14 71.26
RoBERTa + BiGRU-attn 75.89 74.88 75.38 74.91
XLNet + BiGRU-attn 77.32 76.82 77.07 77.01

Table 18: CJPE Prediction Results: Macro-P, R and F1 scores and accuracy scores for all models

scores. The text from these chunks is concatenated1915

and compared with the expert-annotated chunks1916

(5 different annotations for 5 experts). We only1917

consider sentences ranked 1 or 2 (highly important)1918

by the experts as gold-standard explanations. The1919

best model, XLNet + BiGRU, gives 0.424 Rouge-L1920

score and 0.176 BLEU score averaged across all1921

experts. This demonstrates that explainability is1922

still a big challenge, and the model’s understanding1923

of important sentences is quite far off from that of1924

the experts.1925

Model Accuracy F1

IndicBert-First 512 0.73 0.71
IndicBert-Last 512 0.78 0.76
TF-IDF+IndicBert 0.82 0.81
TextRank+IndicBert 0.82 0.81
Salience Pred.+IndicBert 0.80 0.78
Multi-Task 0.80 0.78

Table 19: BAIL Task Results: Accuracy and macro-F1
scores for all models.

B.4 Bail Prediction (BAIL)1926

We use the HLDC-all-districts (Kapoor et al.,1927

2022) split for all our experiments. For BAIL,1928

we used the multi-lingual IndicBERT (Kakwani1929

et al., 2020) to encode the facts and predict.1930

Since the facts can be long, some unsupervised1931

summarization-based approaches (such as TF-IDF1932

ranking and TextRank) have been tried to shorten1933

the inputs and remove noise. We also experiment1934

with the salience prediction approach demonstrated1935

by Kapoor et al. (2022) that aims to predict the1936

important sentences via supervised learning of1937

salience scores (the gold standard scores are de-1938

cided by comparing each fact sentence with the1939

final case summary written by the judge). Finally,1940

we also an MTL approach by combining BAIL and1941

salience prediction tasks is also carried out.1942

Results and Analysis: The results are reported in 1943

Table 19. As we observe, summarization of the 1944

input facts is a better approach than just taking the 1945

first or last 512 tokens for passing to IndicBERT. 1946

Surprisingly, TF-IDF shows the best performance 1947

with 81% macro-F1, even outperforming super- 1948

vised salience prediction and MTL approaches. 1949

This could possibly be because of the large vari- 1950

ation in the nature and dialect of text across the 1951

entire dataset. 1952

B.5 Legal Statute Identification (LSI) 1953

We chose some models from the BERT family – 1954

LegalBERT (Chalkidis et al., 2020) and InLegal- 1955

BERT (Paul et al., 2023) as baselines for this task. 1956

Since fact descriptions (input for LSI) can be long, 1957

they may not fit within the maximum 512-token 1958

limit for BERT encoders, necessitating a hierarchi- 1959

cal model. Examples from the ILSI dataset are pre- 1960

segmented into sentences. We pass each sentence 1961

individually through the BERT encoder and gather 1962

the [CLS] embeddings for each document. The 1963

sequence of [CLS]-embeddings are passed through 1964

an upper Bi-LSTM layer coupled with attention, 1965

yielding a single representation for the entire fact 1966

portion. It then passes through a fully connected 1967

layer with sigmoid activation to obtain label proba- 1968

bilities. Labels with a probability score > 0.5 are 1969

considered relevant. Apart from these two mod- 1970

els, we also experiment with LeSICiN (Paul et al., 1971

2022), a graph-based deep neural model that also 1972

utilizes sent2vec (Gupta et al., 2019) embeddings 1973

pre-trained on Indian legal data. 1974

Results: The results are reported in Table 20. All 1975

models perform poorly, indicating the challenging 1976

nature of the ILSI dataset. Among the BERT-based 1977

methods, InLegalBERT outperforms LegalBERT 1978

since the former has been trained on Indian legal 1979

documents and is likely to have more inherent do- 1980

main knowledge. While the BERT-based methods 1981
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Encoder Module mP mR mF1
LegalBERT + LSTM-Attn 53.79 15.72 21.74
InLegalBERT + LSTM-Attn 58.75 19.29 26.23
LeSICiN 24.34 36.58 28.08

Table 20: Performance over the ILSI dataset for LSI.
All reported values are macro-averaged and in terms of
percentage.

utilize strong contextual representations to identify1982

patterns in the fact text that highly correlate with1983

certain labels (high precision), the low recall sug-1984

gests that the model is not able to pick up more1985

latent patterns. On the other hand, LeSICiN shows1986

a comparatively better recall since it compares the1987

fact text with the text of the statutes via a graph1988

neural network but has poor precision. Overall,1989

LeSICiN still manages to outperform the BERT-1990

based methods.1991

B.6 Prior Case Retrieval1992

For the PCR task, a classical IR baseline BM-25,1993

apart from some transformer-based approaches, is1994

chosen. We follow the baselines proposed in (Joshi1995

et al., 2023) and perform all the experiments, in-1996

cluding the ones where a document is converted to1997

a set of events.1998

Results and Analysis: The results are shown in1999

Table 21. BM-25 seems to be a strong baseline, and2000

BERT-based models fail to outperform this. In fact,2001

the scores of transformer-based approaches are sur-2002

prisingly low (less than 10% F1). Instead, the event-2003

filtered doc approach works the best. Comparing2004

the two event-based approaches, working directly2005

with the atomic events works better for BM25 ap-2006

proaches with unigrams and bigrams, but for tri-2007

gram onwards, the event-filtered doc approach out-2008

performs this.2009

We have observed that the event-based models2010

perform the best but still have a micro F1 score2011

of 39.15, which is relatively low. Given the low2012

scores, there is massive scope for developing better2013

models for PCR.2014

B.7 Summarization (SUMM)2015

Although the IN-Abs dataset is meant for abstrac-2016

tive summarization, we can apply both extractive2017

and abstractive methods (Shukla et al., 2022).2018

(i) Extractive methods: We try out approaches2019

like CaseSummarizer (Polsley et al., 2016) (legal-2020

specific, unsupervised), DSDR (He et al., 2012)2021

(open domain, unsupervised), Gist (Liu and Chen,2022

2019) (legal-specific, supervised) and SummaRuN- 2023

Ner (Nallapati et al., 2017) (open domain, super- 2024

vised). To adapt the abstractive gold-standard sum- 2025

maries for these extractive methods, we use the 2026

technique suggested by Narayan et al. (2018). 2027

(ii) Fine-tuned Abstractive methods: We try out 2028

text generation models both from the open-domain 2029

like BART (Lewis et al., 2019), and legal domain 2030

like Legal-Pegasus (HuggingFace, b) and Legal- 2031

LED (HuggingFace, a). While Legal-LED can ac- 2032

commodate a large number of documents (16,384 2033

token limit), the same is not true for the other mod- 2034

els. To overcome this problem, we chunk the docu- 2035

ment into equal-sized chunks (each chunk size is 2036

lesser than the model length limit) and pass each 2037

chunk through the model. The summaries for each 2038

chunk are concatenated to form the final summary. 2039

To convert the overall document summary (gold 2040

standard) into chunk-wise summaries, we follow 2041

the approach given by Gidiotis and Tsoumakas 2042

(2020). All the models were fine-tuned on the sum- 2043

marization dataset. 2044

Model Result and Analysis The results of all ap- 2045

proaches are reported in Table 22. SummaRuN- 2046

Ner performs the best among the extractive ap- 2047

proaches across three of the four metrics considered 2048

(Rouge-1 & 2, and BERTScore). The abstractive 2049

approaches show a general improvement over the 2050

extractive ones, possibly due to the gold-standard 2051

summaries also being abstractive. Despite being 2052

open-domain and requiring chunking, the BART 2053

model still comes close to or outperforms Legal- 2054

LED across different legal domain-specific metrics 2055

and can accommodate very long documents. Legal 2056

Pegasus beats BART in terms of R-2 and R-L but 2057

falls short in terms of R-1. Legal-LED outperforms 2058

every other model in terms of BERTScore. 2059

2060

B.8 Legal Machine Translation (L-MT) 2061

For this task, we employed a host of systems, 2062

including Commercial systems such as Google 2063

Cloud Translation - Advanced Edition (v3) sys- 2064

tem1 (GOOG) and the Translation API offered by 2065

Microsoft Azure Cognitive Services (v3)2 (MSFT). 2066

We also used open-source models such as Indic- 2067

Trans, which is a transformer-4x based multilingual 2068

1https://cloud.google.com/translate/docs/
samples/translate-v3-translate-text

2https://azure.microsoft.com/en-us/products/
cognitive-services/translator
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Model K Precision Recall F1

Word Level BM25 5 17.11 11.64 13.85
BM25 (Bigram) 7 29.30 27.91 28.59

Segmented-Doc
Transformer

(full document)

BERT 6 10.28 8.40 9.24
BERT (finetuned) 6 8.79 7.18 7.90

DistilBERT 7 17.02 16.21 16.61
DistilBERT (finetuned) 5 9.70 6.60 7.86

InCaseLawBERT 11 3.02 4.52 3.62
InLegalBERT 12 6.10 9.96 7.56

Atomic Events

Jaccard Similarity 7 35.12 33.28 34.17
BM25 7 37.69 35.90 36.77

BM25 (Bigram) 6 35.39 28.89 31.81
BM25 (Trigram) 6 30.71 25.07 27.61

Events Filtered Docs

BM25 5 24.26 16.50 19.64
BM25 (Bigram) 6 33.69 27.50 30.28
BM25 (Trigram) 6 41.35 33.76 37.17

BM25 (Quad-gram) 7 40.12 38.22 39.15
BM25 (Penta-gram) 7 39.57 37.70 38.61

Table 21: PCR Task Results: The table shows the K values, Precision, Recall, and F1 scores for each model.

Algorithm
ROUGE Scores

BERTScore
R-1 R-2 R-L

Extractive Methods (U: Unsupervised, S: Supervised)

DSDR (U) 0.485 0.222 0.270 0.848
CaseSummarizer (U) 0.454 0.229 0.279 0.843
SummaRunner (S) 0.493 0.255 0.274 0.849
Gist (S) 0.471 0.238 0.308 0.842

Abstractive Methods

BART 0.495 0.249 0.330 0.851
Legal-Pegasus 0.488 0.252 0.341 0.851
Legal-LED 0.471 0.235 0.332 0.856

Table 22: Results of Summarization Task: Document-
wide ROUGE-L and BERTScores (Fscore) on the IN-
Abs dataset, averaged over the 100 test documents.

NMT model3 trained over the Samanantar dataset2069

for translation among Indian languages (Ramesh2070

et al., 2022).2071

2072

Model Result and Analysis The performances of2073

all the MT systems across the 3 datasets are pre-2074

sented in Table 23. We find that no single model2075

performs the best in all scenarios. MSFT, GOOG,2076

and IndicTrans are the 3 best models that generally2077

perform the best in most scenarios. The scores for2078

MILPaC-Acts are consistently lower than those2079

for other datasets. This is expected since MILPaC-2080

Acts has very formal legal language, which is chal-2081

lenging for all MT systems. Interestingly, though2082

3https://github.com/AI4Bharat/indicTrans

MSFT and GOOG perform the best over most 2083

datasets, IndicTrans performs better over MILPaC- 2084

Acts for several Indian languages (e.g., Malayalam 2085

& Gujarati). The superior performance of Indic- 2086

Trans over MILPaC-Acts may stem partly from 2087

the fact that it was trained on some legal docu- 2088

ments from Indian government websites (such as 2089

State Assembly discussions) according to Ramesh 2090

et al. (2022). However, it is not known publicly 2091

over what data commercial systems such as GOOG 2092

and MSFT are trained. By looking at the average 2093

scores across all 3 datasets and language pairs (see 2094

Table 24), we can establish that MSFT performs 2095

the best across all metrics. 2096

C Additional Experiments with LLMs 2097

The wide generalization capability of large lan- 2098

guage models has shown tremendous performance 2099

across various Natural Language Understanding 2100

(NLU) tasks. To validate if the available LLMs 2101

generalize enough to domain-specific legal lan- 2102

guage, we perform a detailed set of experiments by 2103

prompting LLMs over the set of proposed tasks in 2104

IL-TUR. We design prompts based on the avail- 2105

able task, the context length, and prior knowledge 2106

required for the task, like label definition, which 2107

is specific to the legal domain. In recent years, In- 2108

Context Learning (ICL) (Brown et al., 2020) has 2109

significantly improved LLMs performance on vari- 2110

ous tasks. Considering the performance boost due 2111

to the ICL prompt template, it becomes crucial to 2112

consider few-shot prompts. For our experiments 2113

with LLMs, we design a prompt template that is 2114
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EN → IN Model MILPaC-IP MILPaC-Acts MILPaC-CCI-FAQ
BLEU GLEU chrF++ BLEU GLEU chrF++ BLEU GLEU chrF++

EN → BN
GOOG 27.7 30.7 56.8 12.0 17.0 40.7 52.0 53.6 74.8
MSFT 31.0 33.8 59.4 18.4 23.1 45.6 36.5 40.4 66.2

IndicTrans 24.7 27.3 51.7 18.6 21.8 45.5 20.9 25.6 50.2

EN → HI
GOOG 36.6 35.3 53.8 21.2 26.7 47.1 46.0 48.4 67.3
MSFT 38.5 37.0 54.9 46.4 48.9 67.3 45.5 48.2 67.5

IndicTrans 27.0 28.1 45.1 45.7 48.2 66.6 49.1 49.8 67.1

EN → TA
GOOG 39.3 41.8 69.4 8.1 13.7 37.0 41.4 44.0 70.7
MSFT 35.3 38.7 68.8 12.1 17.6 46.3 29.5 33.7 64.9

IndicTrans 21.4 25.5 51.9 11.1 16.7 43.7 22.9 26.8 56.1

EN → MR
GOOG 23.0 25.6 51.6 8.6 14.6 37.5 51.3 53.0 74.8
MSFT 19.4 22.8 49.6 13.9 19.6 45.0 34.1 38.3 65.8

IndicTrans 16.0 19.6 44.0 12.9 18.5 42.1 28.2 32.0 56.7

EN → TE
GOOG 22.4 23.2 48.9 6.6 11.4 28.8 - - -
MSFT 15.8 18.3 44.8 12.0 16.9 39.4 - - -

IndicTrans 15.5 17.6 40.6 11.9 16.8 40.4 - - -

EN → ML
GOOG 22.3 27.7 57.5 7.3 12.4 32.2 - - -
MSFT 34.2 37.7 66.5 10.8 17.0 46.2 - - -

IndicTrans 19.8 24.5 48.9 16.6 21.2 50.3 - - -

EN → PA
GOOG 17.8 20.8 41.3 8.9 14.1 28.6 - - -
MSFT 30.2 30.5 51.3 40.1 42.4 62.5 - - -

IndicTrans 28.1 28.8 47.6 24.0 28.8 48.8 - - -

EN → OR
GOOG 2.4 6.5 29.0 4.1 8.2 26.3 - - -
MSFT 5.5 9.0 33.7 7.6 13.3 37.3 - - -

IndicTrans 4.9 8.6 30.5 8.9 15.0 40.4 - - -

EN → GU
GOOG 43.6 46.0 67.8 14.3 19.5 42.1 - - -
MSFT 47.3 49.2 70.6 21.7 26.1 51.9 - - -

IndicTrans 31.3 34.9 56.3 22.9 27.0 50.9 - - -

Average
GOOG 26.1 28.6 47.6 10.1 15.3 35.6 47.7 49.8 71.9
MSFT 28.6 30.8 55.5 20.3 25.0 49.1 36.4 40.2 66.1

IndicTrans 24.4 27.8 52.5 21.7 26.8 53.3 30.3 33.6 57.5

Table 23: Corpus-level BLEU, GLEU, and chrF++ scores for all MT systems, over three datasets. All values are
averaged over all text pairs in a particular dataset. For each dataset and each English-Indian language pair, the best
value of each metric is boldfaced.

Model BLEU GLEU chrF++

GOOG 28.0 31.2 51.7
MSFT 28.4 32 56.9

IndicTrans 25.5 29.4 54.4

Table 24: Corpus-level BLEU, GLEU, and chrF++
scores for all MT systems. All values are averaged
over all text pairs, across all languages, and across 3
datasets.

compatible with ICL, i.e., the same prompt tem-2115

plate can be used to provide a few shot examples as2116

a prompt to the language models. Primarily, we val-2117

idate the performance of large proprietary LLMs as2118

well as smaller non-commercial LLMs. As some2119

of the tasks require the entire document to be a part2120

of the model’s input, evaluating the entire test sets2121

becomes more challenging and time-consuming for2122

tasks with large test sets. Since the primary design2123

of the benchmark is not LLM specific, we perform 2124

the LLM validation to obtain a general proxy of 2125

LLM performance. 2126

C.1 Experiments with Proprietary LLMs 2127

For experiments with proprietary LLMs, we 2128

consider the widely used OpenAI’s ChatGPT 2129

(gpt-3.5-turbo-16k version). This version is 2130

available to use and can accommodate an input 2131

length of up to 16k tokens, making it suitable for 2132

all tasks in IL-TUR except PCR. As explained in 2133

§4, PCR requires as input the texts of the source 2134

document as well as a set of candidate documents. 2135

Due to the size of legal documents, such a setup 2136

would exceed 16k tokens. We discuss the task- 2137

specific prompt design and evaluation strategies 2138

and the obtained findings in the subsections below. 2139

Table 25 shows the results for various tasks. 2140
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Task #samples 0-Shot 1-Shot 2-Shot Metric

L-NER 35 30.59% 23.68% 32.84% strict mF1

RR 10 30.95% 30.05% 30.31% mF1

CJPE 100 (Pred.)
56 (Explan.)

54.17%
0.39
0.019

51.46%
0.29 R-L

0.03

56.74%
0.36
0.03

mF1
R-L

BLEU

BAIL 100 51.04% 46.35% 61.0% mF1

LSI 100 21.55% 22.61% 21.43% mF1

SUMM 100 0.27
0.85

0.16
0.83

0.19
0.85

R-L
BERTScore

L-MT 110
0.23
0.28
0.42

0.25
0.28
0.43

0.26
0.29
0.43

BLEU
GLEU
chrF++

Table 25: Performance of Open-AI-GPT (gpt-3.5-turbo-
16k) model on various tasks for zero-shot, one-shot
and two-shot settings. R-L refers to ROUGE Longest
Common Subsequence. The second column shows the
number of samples chosen for LLM inference experi-
ments.

C.1.1 Legal Named Entity Recognition2141

(L-NER)2142

Prompt Design: Although the NER task is known2143

to ChatGPT, LNER involves clearly understanding2144

the meaning of the legal entities. Thus, we provide2145

descriptions of the entities as part of our prompt2146

(Table 26).2147

Data Selection: As discussed in App. B.1, we di-2148

vided our entire data into 3 folds for testing the2149

other models. In this experiment, we only choose2150

the documents of one particular fold (Fold 1) for2151

passing to GPT. For in-context learning, we ran-2152

domly sample documents from Fold 2. In some2153

cases, especially for 2-shot prompting, the input2154

did not fit within 16k tokens even after choosing the2155

shortest in-context (IC) examples. In these cases,2156

we split the document into chunks, passed each2157

chunk to the model along with IC examples, and2158

collated the outputs from each chunk to produce2159

the final output.2160

Verbalization: We expect the model’s output to2161

be precisely compatible with JSON. The generated2162

JSON format was sometimes incomplete, and we2163

used string processing to complete these strings for2164

JSON compatibility.2165

Results: GPT returns a list of entities for each2166

class. We mapped all character spans in the docu-2167

ment corresponding to each entity and used these2168

character span mappings to generate the BIO se-2169

quence used for evaluation. The results for the2170

GPT are mentioned in Table 27. In terms of the2171

strict scores, GPT performs much poorly compared2172

to the SOTA models, demonstrating that it can-2173

not understand the legal roles clearly without any2174

fine-tuning. Observing the 1 and 2-shot results,2175

SYSTEM_PROMPT: You are a smart and intelligent Named Entity Recognition
(NER) system. I will provide you with the definition of the entities you
need to extract and the output format. I will also provide some examples
of the task and the document from where you should extract the entities.
USER_PROMPT: Are you clear about your role?
ASSISTANT_PROMPT: Sure, I’m ready to help you with your NER task. Please
provide me with the necessary information to get started.
INPUT_PROMPT:
Entity Definition:
1. APPELLANT: Name or abbreviation of the person(s) or organization(s)
filing an appeal/petition to a court of law.
2. RESPONDENT: Name or abbreviation of a person(s) or organization(s)
responding/defending to an appeal/petition filed against them in a court
of law.
3. JUDGE: Name of the judge/justice presiding over the case in a court
of law.
4. APPELLANT COUNSEL: Name of the lawyer representing the
appellant/petitioner in a court of law.
5. RESPONDENT COUNSEL: Name of the lawyer representing the respondent in
a court of law.
6. COURT: Name of the court of law
7. AUTHORITY: Name or abbreviation of any organization apart from a
Court, which has administrative, legal or financial authority. This also
includes regulatory and investigative agencies.
8. WITNESS: Name of a person appearing as witness or testifying to a case
in a court of law.
9. STATUTE: Name or abbreviation of a statutory law or legal article.
10. PRECEDENT: Title of a prior court case.
11. DATE: Any format of date, even in natural language.
12. CASE NUMBER: Any format of prior case number or order numbers.
Important Instructions:
1. Salutations or prefixes/suffixes like Mr., Mrs., Smt., Justice, J.,
Dr., P.W., are not part of the named entity.
Output Format:
{"APPELLANT": [list of entities present], "RESPONDENT": [list of entities
present], "JUDGE": [list of entities present], "APPELLANT COUNSEL": [list
of entities present], "RESPONDENT COUNSEL": [list of entities present],
"COURT": [list of entities present], "AUTHORITY": [list of entities
present], "WITNESS": [list of entities present], "STATUTE": [list of
entities present], "PRECEDENT": [list of entities present], "DATE": [list
of entities present], "CASE NUMBER": [list of entities present]}
DO NOT REPEAT THE SAME ENTITY NAME MULTIPLE TIMES.
If no entities are presented in any category, keep an empty list for that
category.
The above format should be a pure JSON format.
Examples:
Document 1: <In-context Document 1 goes here>
Output 1: <Gold-standard Labels for Document 1 goes here>
. . .
Document n+1: <Test Document goes here>
Output n+1:

Table 26: Prompt template for L-NER (for n in-context
examples)

Method
Strict Ent type

mP mR mF1 mP mR mF1
GPT 0-shot 48.57 24.58 30.59 65.23 34.46 42.04
GPT 1-shot 39.08 18.56 23.68 56.05 26.73 34.34
GPT 2-shot 51.29 26.16 32.84 65.63 32.80 41.54

Table 27: Performance of GPT over the L-NER dataset.
All values are macro-averaged and in terms of percent-
age.
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it is clear that providing a single IC example can2176

mislead the model, and adding 2 examples pro-2177

vides a slight improvement over 0-shot. Finally,2178

as observed for the BERT-based models, there is a2179

significant difference between strict and ent-type2180

scores.2181

C.1.2 Rhetorical Role Labeling (RR)2182

Prompt Design: The RR task can be considered2183

a semantic role labeling task over the sentences.2184

Such a variant of the task and the definition of the2185

rhetorical roles themselves are probably not clearly2186

known to GPT; hence, we give it explicit guidelines2187

on how to carry out the labeling task. We tried out2188

some initial prompts considering document-level2189

inputs, i.e., passing the entire document (list of2190

sentences) to GPT and asking it to generate a list2191

of labels corresponding to each sentence. This ap-2192

proach had several challenges, such as GPT not2193

returning the same number of labels as input sen-2194

tences, random token generation, etc. This problem2195

became more pronounced in the ICL setting. Fur-2196

ther, input text and sample output for IC examples2197

were becoming too long. Thus, for GPT, we frame2198

the task as a simple sentence classification task,2199

asking the model to predict the label of an individ-2200

ual sentence. The final prompt is shown in Table 28.2201

We run GPT over all sentences in a document to2202

get all corresponding label predictions.2203

SYSTEM_PROMPT: You are a smart and intelligent legal semantic role
labeling system. In Indian Court judgment documents, each document
sentence can be assigned a legal semantic role. Your task is, given
a sentence from an Indian Court case document, to identify the given
sentence’s semantic role. I will provide you with the descriptions
of the legal semantic roles. I will also provide you with some
examples.

USER_PROMPT: Are you clear about your role?

ASSISTANT_PROMPT: Absolutely, I understand my role. You would like
me to identify a sentence’s legal semantic role label in an Indian
court case document. Please provide me with the descriptions of the
legal semantic roles to help guide me in accurately assigning the
role to the given sentence.

INPUT_PROMPT:
Legal Semantic Role Descriptions:
1. Fact: The actual facts and events that led to the case.
2. Argument: Legal arguments which have been put forward by either
lawyer.
3. RulingByLowerCourt: Decisions of the lower courts, if any.
4. Statute: References or citations to statutory laws and articles
referred in the case.
5. Precedent: Sentences containing References or citations to
precedents (prior cases).
6. RatioOfTheDecision: The reasoning which has been established by
the judge in the current judgment.
7. RulingByPresentCourt: The final decision of the current court.
ANSWER ONLY WITH ONE OF THE ABOVE CHOICES, DO NOT PROVIDE ANY EXTRA
OUTPUT.
Examples:
Sentence 1: <In-context Sentence 1 goes here>
Output 1: <Gold-standard Label for Sentence 1 goes here>
. . .
Sentence n+1: <Test Sentence goes here>
Output n+1:

Table 28: Prompt template for RR (for n in-context
examples)

Model CL IT CL + IT

GPT 0-shot 0.25 0.37 0.31
GPT 1-shot 0.24 0.36 0.30
GPT 2-shot 0.23 0.38 0.30

Table 29: Macro-F1 scores for RR datasets

Data Selection: We used all sentences from all 2204

documents in the CL and IT test sets (5 documents 2205

each). For in-context samples, we randomly choose 2206

sentences from all these documents except the doc- 2207

ument from which the test sentence (sentence for 2208

which we expect GPT prediction) is sampled. 2209

Verbalizer: In most cases, GPT answers with the 2210

exact label name. In some cases, it can be accom- 2211

panied by extra erroneous words. In case the pre- 2212

diction is a sequence of words, we iterate over the 2213

words and choose the first word that corresponds 2214

to an RR. If no such word is found, GPT predic- 2215

tion has failed, and we randomly choose a label to 2216

substitute its decision. 2217

Results: The SOTA model achieves a macro-F1 2218

of 70% over the combined (IT + CL) test set. In 2219

comparison, GPT can only achieve a macro-F1 of 2220

31%, showing that it is not straightforward for the 2221

LLM to assign semantic labels to sentences. On 2222

manual inspection, we observed that the model was 2223

prone to assign the FAC label to all sentences with 2224

the model temperature set to 0. On increasing the 2225

temperature to 0.95 (temperature 1 was not giving 2226

stable results), we observe that the model is still 2227

prone to assigning labels like FAC, ARG-P, ARG- 2228

R, and RPC (frequent labels) to most sentences. 2229

Also, it seems that ICL has no positive impact on 2230

the model. It could be possible that just the descrip- 2231

tion of the labels is not enough; GPT might need 2232

1/2 examples from each class to clearly understand 2233

the meaning of the RRs. However, this approach is 2234

likely to increase the context length significantly. 2235

C.1.3 Court Judgment Prediction and 2236

Explanation (CJPE) 2237

Prompt Design: For the prediction aspect of this 2238

task, we ask GPT to read the content of the en- 2239

tire document and predict the final “accept”/“reject” 2240

decision (Table 30). For the explanation aspect, 2241

we modify the prompt, asking GPT first to predict 2242

the accept/reject decision and then extract impor- 2243

tant sentences of the text that led to its decision 2244

(Table 31). 2245

Data Selection: For prediction, we divide the 2246

ILDC-multi test set into positive and negative ex- 2247
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SYSTEM_PROMPT: You are a smart and intelligent system, trained to
act like a judge in the Indian Supreme Court. A court case document
in the Indian Supreme Court can consist of one or more appeals by
a particular party. Your task is, given such a case document, to
predict whether the appeals will be accepted or rejected. For cases
containing multiple appeals, you will predict either ’accept’ if at
least one of the appeals can be accepted or ’reject’ if none of the
appeals can be accepted. PLEASE ANSWER ONLY WITH EITHER ’ACCEPT’
OR ’REJECT’. I will provide you with some examples of this task and
the case document you need to make the prediction for.

USER_PROMPT: Are you clear about your role?

ASSISTANT_PROMPT: Sure, I’m ready to help you with your court
judgment prediction task. Please provide me with the examples
and the case document I’m supposed to make the prediction for.

INPUT_PROMPT:
Examples:
Case Document 1: <In-context Document 1 goes here>
Output 1: <Gold-standard Label for Document 1 goes here>
. . .
Case Document n+1: <Test Document goes here>
Output:

Table 30: Prompt template for CJPE Prediction (for n
in-context examples)

amples and randomly sample 50 positive and 502248

negative examples. For ICL, we randomly sample2249

examples from the remaining test set documents2250

such that the final prompt is within the GPT token2251

limit. For explanation, we use all 56 documents2252

from ILDC-expert for prompting. We sample the2253

IC examples from this set itself. The gold standard2254

outputs, in this case, are the important sentences2255

with rank 1 and 2, as per the ranking given by ei-2256

ther expert 3 or expert 4, chosen randomly (since2257

these experts had the highest agreement according2258

to Malik et al. (2021)). In both cases, for 2-shot2259

prompting, we sample one document each from the2260

positive and negative classes.2261

Verbalizer: For prediction, the model always an-2262

swers with either ACCEPT/REJECT. For expla-2263

nation, there were a few variations in the output2264

format, but all included a list of the important sen-2265

tences, marked either with bullet points, numbering,2266

or other delimiters. We used these cues to extract2267

the exact sentences.2268

Results: For prediction, GPT always tends to pre-2269

dict “reject” in favor of “accept” for all cases. Only2270

by tweaking the temperature up to as high as 0.98,2271

we could observe more “accept” predictions. De-2272

spite this, GPT significantly underperforms com-2273

pared to SOTA approaches, barely performing bet-2274

ter than random choice (see Table 32). The result2275

turns even worse with 1-shot prompting, possibly2276

making the model biased towards the class of the2277

IC example. 2-shot prompting gives the best result2278

among these settings.2279

The explanation is a more difficult task than the2280

prediction, and GPT again underperforms com-2281

pared to the SOTA approach, especially consid-2282

SYSTEM_PROMPT: You are a smart and intelligent system, trained to
act like a judge in the Indian Supreme Court. A court case document
in the Indian Supreme Court can consist of one or more appeals
by a particular party. Your task is, given such a case document,
to predict whether the appeals will be ACCEPTED or REJECTED. You
will also have to explain your prediction by QUOTING VERBATIM the
important sentences of the input text that led to your decision.
I will provide you with examples of the task, and then the input
document.

USER_PROMPT: Are you clear about your role?

ASSISTANT_PROMPT: Sure, I’m ready to help you with your court
judgment prediction task. I will also quote verbatim the important
areas of the input text that led to my prediction. Please provide
me with the case document I’m supposed to make the prediction for.

INPUT_PROMPT:
IMPORTANT: For explaining your prediction, quote important
sentences verbatim from the input text. DO NOT PARAPHRASE OR
SUMMARIZE THESE SENTENCES.
Examples:
Case Document 1: <In-context Document 1 goes here>
Output 1: The appeals will be <Gold-standard ACCEPT/REJECT Label
for Document 1 goes here>. Here are the verbatim sentences that led
to this decision: <Gold-standard important sentences for Document
1 goes here>
. . .
Case Document n+1: <Test Document goes here>
Output:

Table 31: Prompt template for CJPE Explantion (for n
in-context examples)

Model
ILDCmulti ILDCexpert

mP mR mF1 R-L BLEU

ChatGPT 0-shot 57.14 56.00 54.17 0.386 0.019
ChatGPT 1-shot 57.06 55.00 51.46 0.284 0.027
ChatGPT 2-shot 65.79 60.42 56.74 0.357 0.026

Table 32: Performance over the L-NER dataset. All
reported values are macro-averaged and in terms of
percentage.
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ering the BLEU score (Table 32). In this case,2283

we observe the positive impact of ICL, although2284

there is a slight dip from 1-shot to 2-shot, possibly2285

because in a 2-shot setting, the context becomes2286

very large due to the added length of important2287

sentences for IC examples.2288

C.1.4 Bail Prediction (BAIL)2289

Prompt Design: BAIL is a binary classification2290

task, and in terms of understanding and format, it2291

is very similar to the CJPE task, the only difference2292

being that the HLDC dataset for BAIL contains2293

Hindi text rather than English. We ask ChatGPT2294

to read the application’s content and provide the2295

final decision, i.e., if the bail will be granted or2296

dismissed (see Table 33).2297

SYSTEM_PROMPT: You are a smart and intelligent system, trained to
act like a judge in a district court of India. Most criminal cases
in district courts involve bail applications written in Hindi. The
application can be ’granted’ if the judge believes the applicant
deserves relief or ’dismissed’ if the crime is too grave to grant
relief. Your task is, given such a bail application, to predict
if the bail will be ’granted’ or ’dismissed’. PLEASE ANSWER ONLY
WITH EITHER ’GRANTED’ OR ’DISMISSED’. I will provide you with some
examples of this task and the application document you need to make
the prediction for.

USER_PROMPT: Are you clear about your role?

ASSISTANT_PROMPT: Sure, I’m ready to help you with your bail
application prediction task. Please provide me with the examples
and the bail application I’m supposed to make the prediction for.

INPUT_PROMPT:
Examples:
Bail Application 1: <In-context Application 1 goes here>
Output 1: <Gold-standard Label for Application 1 goes here>
. . .
Bail Application n+1: <Test Application goes here>
Output:

Table 33: Prompt template for BAIL Prediction (for n
in-context examples)

Data Selection: We divide the HLDC-all-districts2298

test set into positive and negative examples and2299

randomly sample 50 positive and 50 negative ex-2300

amples that can be accommodated in GPT’s token2301

length limit. For ICL, we sample examples at ran-2302

dom from the rest of the test set. For the 2-shot2303

setting, we always sample one example each from2304

the positive and negative classes.2305

Verbalizer: The model outputs only GRANT-2306

ED/DISMISSED, so we directly take the model2307

output as the predicted label.2308

Results: GPT obtains a much inferior score com-2309

pared to the SOTA baselines, and the performance2310

is comparable to a random classifier for some set-2311

tings. Similar to observations for CJPE, we ob-2312

served that the model was more likely to predict2313

DISMISSED than GRANTED. We adjusted the2314

temperature to 0.95 to achieve some parity in the2315

predicted labels. In ICL, the 1-shot setting actu-2316

Model mP mR mF1

ChatGPT 0-shot 52.22 52.00 50.74
ChatGPT 1-shot 46.85 47.00 46.35
ChatGPT 2-shot 63.37 62.00 61.00

Table 34: Macro-averaged scores for BAIL

ally performs worse than the random. However, a 2317

2-shot produces an improved score. 2318

C.1.5 Legal Statute Identification (LSI) 2319

Prompt Design: The Indian Penal Code (IPC) is al- 2320

ready known to GPT since it can accurately answer 2321

when asked about the content of different Sections 2322

of IPC. In an initial setting, we asked GPT to just 2323

output the list of relevant Section numbers of IPC 2324

for a given input. We observed that GPT produced 2325

hallucinated outputs; in this case, the output of- 2326

ten consisted of non-existent IPC Section numbers. 2327

Now, each IPC Section contains a corresponding 2328

title, which is a very short description of the en- 2329

tire statute. In a second setting, we asked GPT to 2330

output the section numbers and their correspond- 2331

ing titles. For instance, if, for a particular case, 2332

Section 302 of the IPC is relevant, ChatGPT was 2333

expected to output just “Section 302” in the first 2334

setting, whereas it was expected to answer “Section 2335

302 — Punishment for murder” in the second set- 2336

ting. We observed that this second setting reduced 2337

the hallucination to a great extent. The prompt is 2338

shown in Table 35. 2339

SYSTEM_PROMPT: You are an intelligent Legal Crime Classification
system. In the Indian legal system, the Indian Penal Code (IPC) is
an Act in the Indian legislature that contains many legal articles
or ’Sections’ that codify different laws. Your task is, given the
facts or evidence of an Indian court case as input, to predict the
relevant or violated ’Sections’ of the IPC as output. I will provide
you some examples of this task and the facts of the case to make
predictions for.

USER_PROMPT: Are you clear about your role?

ASSISTANT_PROMPT: Yes, I understand my role as an intelligent Legal
Crime Classification system for the Indian legal system. You can
provide me with the facts of a court case, and I will identify
the relevant or violated sections of the Indian Penal Code (IPC)
based on the provided input and output format. Please go ahead and
provide me with the examples and the necessary information for the
case you’d like me to analyze.

INPUT_PROMPT:
Output Format:
List of relevant Sections and their titles
Examples:
Facts 1: <In-context Facts 1 go here>
Output 1: <Gold-standard Labels for Facts 1 go here>
. . .
Facts n+1: <Test Facts go here>
Output:

Table 35: Prompt template for LSI Prediction (for n
in-context examples)

Data Selection: We randomly chose 100 docu- 2340

ments (in this case, fact portions) from the ILSI 2341
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Model mP mR mF1

ChatGPT 0-shot 21.60 32.55 21.55
ChatGPT 1-shot 27.06 22.07 22.61
ChatGPT 2-shot 25.35 21.53 21.40

Table 36: Macro-averaged scores for ILSI

test set, all of which satisfied the length constraints2342

of GPT. For ICL, we sample other documents from2343

the test set while satisfying the length constraints.2344

Also, for IC examples, we collate the gold-standard2345

Section numbers and their respective titles in the2346

form Section x — Title of Section x, create a num-2347

bered list, and pass it to GPT.2348

Verbalizer: Due to the flexibility of the output2349

format, GPT can output a lot of Sections from the2350

IPC and even other acts. We filtered the outputs2351

by considering if either the Section number OR2352

the Section title matched with any of the 100 IPC2353

Section numbers and the corresponding titles of2354

the ILSI candidate statute set. The OR condition2355

was necessary since we observed that even with the2356

second setting, GPT still suffers from the halluci-2357

nation problem, sometimes providing the correct2358

Section titles with non-existent Section numbers.2359

For instance, consider the GPT output “Section2360

1565 of the Indian Penal Code (IPC) - Liability2361

of abettor when one act abetted and different act2362

done”. This is a hallucinated output since IPC does2363

not have more than 600 Sections. But, the title2364

actually corresponds to a Section in IPC, namely2365

Section 111.2366

Results: The ILSI dataset is quite challenging, as2367

seen in the SOTA results. In such a comparison,2368

GPT does not perform too badly, as compared to2369

other tasks. ICL does not seem to help too much,2370

with 0,1 and 2-shot settings showing very little2371

difference in results.2372

C.1.6 Summarization (SUMM)2373

Prompt Design: GPT is known to be more con-2374

versant with the abstractive summarization task.2375

Hence, we provide the model with the summary2376

length limit and ask it to generate the summary (see2377

Table 37). A large majority of the judgments (more2378

than 95%) can be passed as a whole to GPT. For2379

the rest of the (longer) documents, we break the2380

documents into two chunks, summarize each chunk2381

individually, and then append the chunk summaries2382

to get the final summary.2383

Data Selection: We chose all 100 documents from2384

the test set of In-Abs for passing to ChatGPT. For2385

SYSTEM_PROMPT: You are a smart and intelligent summarization system,
trained to read and understand Indian court case documents. Your
task is to, given a court case document, summarize the contents of
the document. The summary should contain the important aspects of
the case. I will provide you with some examples of this task and
the document to be summarized.

USER_PROMPT: Are you clear about your role?

ASSISTANT_PROMPT: Sure, I’m ready to help you with your court
judgment summarization task. Please provide me with the examples
and the case document I’m supposed to summarize.

INPUT_PROMPT:
Examples:
Case Document 1: <In-context Document 1 goes here>
Output 1: <Reference summary for Document 1 goes here>
. . .
Case Document n+1: <Test Document goes here>
Output:

Table 37: Prompt template for SUMM (for n in-context
examples)

Model R-1 R-2 R-L BERTScore

ChatGPT 0-shot 0.466 0.221 0.271 0.852
ChatGPT 1-shot 0.261 0.102 0.162 0.830
ChatGPT 2-shot 0.305 0.146 0.190 0.846

Table 38: Rouge-1,2,L and BERTScore scores for
SUMM

ICL, we sample from this set of documents itself. 2386

We try to sample the smallest samples for the longer 2387

input examples to fit the entire prompt within 16k 2388

tokens. 2389

Verbalizer: The entire output returned by GPT is 2390

considered as the abstractive summary. 2391

Results: GPT results are shown in Table 22. The 2392

performance gap between the SOTA approaches 2393

and GPT is much lesser as compared to most other 2394

tasks. 1 and 2-shot prompting lead to lower perfor- 2395

mance, possibly because the extended input (full 2396

documents along with their summaries) is confus- 2397

ing GPT. 2398

C.1.7 Legal Machine Translation (L-MT) 2399

Prompt Design: GPT is known to perform transla- 2400

tions effectively. Hence, we provide the model with 2401

just the input sentence (in English), and we ask the 2402

model to translate the sentence to the desired target 2403

language (see Table 39). 2404

Data Selection: We randomly choose 5 samples 2405

from each target language from each MILPaC 2406

dataset. This gives us 45 documents each for 2407

MILPaC-IP and MILPaC-Acts (9 target languages), 2408

and 20 documents for MILPaC-CCI-FAQ (4 target 2409

languages), giving us a total of 110 samples. It 2410

should be noted that all datasets contain two types 2411

of samples – questions and answers. However, 2412

the answers from the MILPaC-CCI-FAQ dataset 2413

consist of just a single number corresponding to 2414
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different choices in the MCQ setting. Thus, we do2415

not choose the answer samples from MILPaC-CCI-2416

FAQ. For ICL, we randomly choose samples from2417

the same target language in the same dataset.2418

SYSTEM_PROMPT: You are a smart and intelligent machine translation
system, trained to read Indian legal texts and translate them to
Indian languages. Your task is, given an English language sentence
from a legal document, translate it to the given target Indian
language. I will provide you with the input/output format, target
language and the sentence to be translated. I will also provide
some examples of the task.

USER_PROMPT: Are you clear about your role?

ASSISTANT_PROMPT: Sure, I’m ready to help you with your legal
translation task. Please provide me with the sentence and the
target language I am supposed to translate to.

INPUT_PROMPT:
Examples:
Sentence 1 in English: <In-context Sentence 1 goes here>
Sentence 1 in <Target language goes here>: <Reference translation
for Sentence 1 goes here>
. . .
Sentence n+1 in English: <Test Document goes here>
Sentence n+1 in <Target language goes here>:

Table 39: Prompt template for L-MT (for n in-context
examples)

Verbalization: We directly take the entire GPT2419

output as the translation.2420

Results: GPT produces decent results for L-MT2421

as compared to SOTA approaches, possibly due to2422

GPT’s prior knowledge on this task. GPT produces2423

comparable results on the IP and CCI-FAQ datasets,2424

but there is a drop in performance for Acts, pos-2425

sibly due to the more complex nature of the text2426

in the Acts dataset (Mahapatra et al., 2023). We2427

see a gradual improvement across all metrics and2428

all datasets with an increasing degree of ICL, with2429

2-shot prompting producing the best results.2430

Dataset # Shots BLEU GLEU chrF++

MILPac-IP 0 26.2 30.3 45.3
1 27.8 31.5 46.3
2 27.9 31.0 45.4

MILPaC-CCI-FAQ 0 24.1 28.2 43.9
1 25.9 28.7 43.8
2 27.9 30.6 44.9

MILPaC-Acts 0 18.2 23.1 36.0
1 19.5 23.6 36.6
2 21.2 24.8 38.2

Average 0 22.8 28.2 43.9
1 24.4 27.9 42.3
2 25.6 28.8 42.8

Table 40: Corpus-level BLEU, GLEU, and chrF++
scores for ChatGPT prompting with 0, 1 and 2 shot
settings

C.2 Experiments with Smaller LLMs 2431

In addition, we also experimented with other 2432

large language models with smaller parameter 2433

sizes. Specifically, we experimented with GPT- 2434

Neo (Black et al., 2021) family of three models 2435

(GPT-Neo-125M, GPT-Neo-1.3B, GPT-Neo-2.7B) 2436

trained on the Pile dataset (Gao et al., 2020), GPT- 2437

J-6B(Wang and Komatsuzaki, 2021), Llama-2-7b- 2438

chat-hf(Touvron et al., 2023), and recently released 2439

Mistral-7B-v0.1(Jiang et al., 2023) language mod- 2440

els for our experiments. The primary challenge 2441

when validating the smaller language model is the 2442

prompt design. Following previous works (Brown 2443

et al., 2020; Robinson and Wingate, 2023), we pose 2444

the prompt in a multiple-choice question-answering 2445

format (a prompt sample for various tasks present 2446

in the benchmark can be found in the supplemen- 2447

tary material) and validate the performance using 2448

the obtained log probability of the predicted tokens 2449

as highlighted in (Robinson and Wingate, 2023). 2450

Moreover, since the tasks are more complicated 2451

with larger context lengths, the generative models 2452

sometimes generate some irrelevant tokens. For 2453

those cases with random token generation, we con- 2454

sider it to be a failure case and use a random predic- 2455

tion as a proxy of predictions. Overall, we observed 2456

that all the language models perform poorly with 2457

near-random predictions over the proposed set of 2458

legal language understanding tasks. 2459

We speculate two primary reasons for this find- 2460

ing. First, the language models we used are not ex- 2461

plicitly designed to capture the question-answering 2462

format for a larger context. Since the context length 2463

of the task in the proposed benchmark is signifi- 2464

cantly higher than the other NLU tasks, it becomes 2465

more challenging for smaller language models to 2466

decode the question-answer format required for 2467

performing these tasks. Second, these models lack 2468

the instruction tuning strategies followed by larger 2469

models like GPT3.5, making it much harder to cap- 2470

ture the context. Moreover, our experiments with 2471

GPT3.5 also suggest that if the context is large, 2472

even the larger models fail to capture the requested 2473

instructions present in the query prompt. 2474
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