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Abstract001

Large language models (LLMs) are trained002
on vast amounts of text from the Internet,003
but do they truly understand the viral con-004
tent that rapidly spreads online—commonly005
known as memes? In this paper, we introduce006
CHIME, a dataset for CHinese Internet Meme007
Explanation. The dataset comprises popular008
phrase-based memes from the Chinese Internet,009
annotated with detailed information on their010
meaning, origin, example sentences, types, etc.011
To evaluate whether LLMs understand these012
memes, we designed two tasks. In the first013
task, we assessed the models’ ability to ex-014
plain a given meme, identify its origin, and015
generate appropriate example sentences. The016
results show that while LLMs can explain the017
meanings of some memes, their performance018
declines significantly for culturally and linguis-019
tically nuanced meme types. Additionally, they020
consistently struggle to provide accurate ori-021
gins for the memes. In the second task, we cre-022
ated a set of multiple-choice questions (MCQs)023
requiring LLMs to select the most appropriate024
meme to fill in a blank within a contextual sen-025
tence. While the evaluated models were able026
to provide correct answers, their performance027
remains noticeably below human levels. We in-028
clude CHIME with the submission and hope it029
will facilitate future research on computational030
meme understanding.031

1 Introduction032

An Internet meme is a cultural item that conveys a033

specific idea, behavior, or style and spreads rapidly034

online, especially through social media and mes-035

saging platforms. While memes often gain popu-036

larity for their humorous and playful nature, they037

also reflect various facets of social, political, and038

cultural discourse (Szablewicz, 2014; Zhang and039

Kang, 2024). Internet memes take many forms,040

including phrases, images, and videos. In China,041

phrase-based memes have become a significant part042

“treetree 的” 是⼀个谐⾳梗，通常⽤来形容⾷物或物品的
⼜感或外观上 “脆脆的” 感觉。 
(A homophonic pun typically used to describe the texture or 
appearance of food or items that feel or look “crunchy.”)

源于吃播，在直播中主播因为⼜⾳或习惯将 “脆脆” 发⾳
为 “tree tree”，之后被⽹友在评论区中玩梗并传播开来，
尤其在抖⾳等平台上常见。 
(Originating from mukbang livestreams, this term came 
about when a streamer pronounced “crunchy” as “tree 
tree” due to their accent or speaking habits. It later became 
a popular meme among netizens in comment sections and 
spread widely, especially on platforms like Douyin (TikTok).)

1. 这款薯⽚好好吃，⼊⼜就是 treetree 的感觉。(These 
chips are so delicious; they have that treetree texture as soon 
as you bite into them.) 
2. 每次吃这种饼⼲，我都觉得 treetree 的，让⼈忍不住
想多吃⼏块。(Every time I eat these cookies, they feel 
treetree, making it impossible to resist eating a few more.) 
3. 你试试这个油条，刚炸完，treetree 的。(Try this fried 
dough stick—it’s freshly made and super treetree!)

Profanity: No

Meme: treetree 的

Offense: No Type: Homophonic Pun

Meaning

Origin

Examples

Figure 1: An example from our CHIME dataset.

of Internet culture, offering a distinctive blend of 043

linguistic and cultural nuances. These phrases are 044

typically short and straightforward. For example, 045

some memes originate from slang (e.g., 熊孩子, 046

“brat”), others are abbreviations (e.g., yyds/永远的 047

神, “the GOAT” or “the greatest of all time”), and 048

some are created using phonetic transformations 049

(e.g.,因缺思厅, “interesting”). 050

Despite their playful appearance, Internet memes 051

pose intriguing challenges for natural language 052

understanding systems. They often rely on sub- 053

tle wordplay, intertextual references, and con- 054

stantly evolving cultural contexts, making them 055

difficult even for humans to interpret without 056
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sufficient background knowledge (Kostadinovska-057

Stojchevska and Shalevska, 2018). Specifically,058

Chinese Internet memes present unique challenges059

due to their use of puns, phonetic transformations,060

and extensive cultural references. Such memes061

frequently originate from online communities like062

Douyin (TikTok) and Weibo, where they can gain063

national attention in a matter of hours or days. Ad-064

ditionally, Chinese meme culture tends to blend ho-065

mophones, dialect expressions, and creative abbre-066

viations, resulting in content that is not only linguis-067

tically complex but also deeply rooted in shared068

social contexts. Recent advancements in large lan-069

guage models (LLMs) (OpenAI, 2024; Anthropic,070

2024; Meta, 2024; Zhipu AI, 2024; Qwen Team,071

2024; DeepSeek-AI, 2024) have shown promise in072

many natural language tasks, including conversa-073

tional agents, information extraction, and machine074

translation. These models were pre-trained on vast075

amounts of text data from the Internet, which in-076

cludes memes. However, whether these models077

can effectively capture the shifting and nuanced078

semantics of memes remains an open question.079

To close this gap, we introduce the CHIME080

(CHinese Internet Meme Explanation) dataset—081

a collection of widely used simplified Chinese082

phrase-based memes, each annotated with detailed083

metadata on its meaning, origin, example usage,084

etc. (see Figure 1 for an example). Our goal is085

twofold. First, by assembling memes of varying086

linguistic complexity and cultural depth, CHIME087

serves as a resource to test whether LLMs can go088

beyond surface-level understanding. Second, by in-089

cluding annotations such as etymology and contex-090

tual usage, CHIME provides a more nuanced evalu-091

ation framework for computational meme compre-092

hension. We posit that assessing how LLMs handle093

these memes offers fresh insights into the models’094

capabilities—and limitations—in reasoning about095

culturally rich, rapidly evolving content.096

To this end, we propose two main tasks. The first097

task is an explanation-centric evaluation, where098

LLMs must describe a meme’s meaning, provide099

its origin, and generate an appropriate example sen-100

tence. This setup probes both the breadth of the101

models’ knowledge (e.g., recognizing the source102

and historical context of a meme) and the depth of103

their linguistic capabilities (e.g., producing exam-104

ple usage that aligns with social norms and cultural105

connotations). The second task is a multiple-choice106

question (MCQ) test, where the model must select107

the most fitting meme to fill in a blank within a108

contextual sentence. This requires not only se- 109

mantic understanding but also the ability to dis- 110

cern subtle differences between multiple memes 111

with overlapping or related meanings. Our findings 112

suggest that while current LLMs can sometimes 113

provide accurate meme explanations—especially 114

for more straightforward or widely disseminated 115

memes—their performance declines markedly for 116

culturally and linguistically intricate cases. Further- 117

more, they struggle to pinpoint the correct origin 118

of many memes, revealing gaps in their domain 119

knowledge and context comprehension. By high- 120

lighting these challenges, we aim to spur further 121

research in computational approaches for meme 122

understanding, particularly those that incorporate 123

cultural context into language models. We believe 124

CHIME will pave the way for future investigations 125

into how LLMs process and understand socially 126

driven content on the Internet and contribute to the 127

development of more humorous and human-like 128

conversational agents. 129

2 Related Work 130

2.1 Meme Datasets 131

The concept of “meme” was first introduced by 132

biologist Richard Dawkins in his book The Self- 133

ish Gene (Dawkins, 1976). The term “Internet 134

meme” was formally defined by Castaño Díaz 135

(2013) as a phrase, image, or video associated with 136

real-life events that spreads widely online. Exist- 137

ing meme datasets mainly focus on image-based 138

memes. Li et al. (2022) introduced a multimodal 139

dataset for humor analysis using meme templates. 140

Xu et al. (2022) introduced MET-Meme, a multi- 141

modal meme dataset rich in metaphorical features. 142

Hossain et al. (2022); Suryawanshi et al. (2020) 143

introduced multimodal meme datasets for identify- 144

ing hateful and offensive content, while Lu et al. 145

(2024); Gu et al. (2024) built multimodal Chinese 146

harmful meme datasets. In our research, we de- 147

velop a novel meme explanation dataset that fo- 148

cuses exclusively on text, with the goal of accu- 149

rately explaining phrase-based memes. 150

2.2 Non-Literal Language 151

Non-literal language encompasses various forms 152

of expression, including slangs, idioms, and figura- 153

tive language. Several existing works have focused 154

on the challenges of understanding non-literal lan- 155

guage. Zheng et al. (2019); De Luca Fornaciari 156

et al. (2024) focus on idioms and their assessment 157
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in LLMs. Liu et al. (2022) assessed language158

models’ ability to interpret figurative language by159

collecting creative metaphors from crowdsourcing160

workers. Mei et al. (2024) developed an English161

slang dataset from Urban Dictionary that reflects162

Internet language trends. Our dataset differs not163

only in language but also in how memes and slangs164

are created: Chinese Internet memes frequently uti-165

lize phonetic wordplay and visual puns, whereas166

English slangs typically rely on Latin letters and167

tend to favor abbreviations and acronyms. Sun et al.168

(2024) also constructed an English slang dataset,169

but primarily from movie subtitles, which may not170

capture the most recent Internet language trends.171

Some other works have focused on toxic and172

offensive language detection, which may contain173

Internet slangs. Lu et al. (2023) constructed a fine-174

grained dataset and insult lexicon to detect Chinese175

toxic language. Xiao et al. (2024b) evaluated the ro-176

bustness of language models in detecting disguised177

Chinese offensive content.178

2.3 Humor Datasets179

Humor is defined as the tendency of experiences180

to evoke laughter and provide amusement. Tradi-181

tionally, humorous content has been represented182

as plain text. Zhang and Liu (2014) developed183

a humor recognition model to identify humorous184

tweets. Yang et al. (2015); Weller and Seppi (2019,185

2020) introduced various English humor datasets.186

He et al. (2024) introduced Chumor, a Chinese hu-187

mor dataset sourced from Ruo Zhi Ba. Chen et al.188

(2024) proposed TalkFunny, a Chinese explainable189

humorous response dataset. Recent studies have190

also focused on multimodal humor datasets. Hasan191

et al. (2019); Wu et al. (2021); Radev et al. (2016);192

Hessel et al. (2023) constructed and analyzed hu-193

mor datasets from various sources like TED videos,194

TV sitcoms, and The New Yorker cartoons. Our195

research focuses on Chinese phrase-based memes,196

which are a unique form of humorous content and197

have been rarely explored in existing literature.198

3 Dataset199

The CHIME dataset was developed by collect-200

ing human-written meme explanations from online201

sources, followed by the automatic extraction of202

key information and subsequent manual verifica-203

tion. Each entry in the dataset is manually anno-204

tated with labels for meme type and the presence205

of profanity and offensive content. The following206

subsections provide a detailed explanation of these 207

processes. 208

3.1 Raw Data Collection 209

We first collected human-written meme explana- 210

tions from Geng Baike (梗百科, Meme Encyclo- 211

pedia)1, a website where users can contribute arti- 212

cles explaining specific phrase-based memes popu- 213

lar on the Chinese Internet. The explanations col- 214

lected were created between August 17, 2020, and 215

September 23, 2024. The data were then cleaned 216

by correcting typographical errors and removing 217

duplicates. 218

To filter out memes that are too niche, five an- 219

notators (three of the authors and two recruited 220

individuals) reviewed all the collected meme ex- 221

planations, indicating whether they were familiar 222

with each one. The annotators, all frequent Inter- 223

net users with adequate digital literacy, represent 224

a range of birth years from the 1980s to the 2000s. 225

We retained only those memes recognized by at 226

least one of the five annotators. This process re- 227

sulted in a final collection of 1,458 meme explana- 228

tions. 229

3.2 Key Information Extraction 230

Since the crawled meme explanations were written 231

by different individuals, they vary in format and 232

style. To ensure consistency and extract relevant 233

information, we utilized a large language model 234

(LLM) to automatically identify and extract key 235

elements from the explanations. Specifically, we 236

focused on the following aspects: 237

• Meaning: A concise explanation of the meme, 238

provided in a few sentences. 239

• Origin: The source of the meme, such as a 240

famous movie, a celebrity quote, a TV show, 241

or other cultural references. This information 242

is included when available but is optional. 243

• Examples: For each meme, we extract up to 244

three example sentences illustrating its usage. 245

If the original explanation does not include 246

examples, the LLM generates them. 247

We asked GPT-4o (OpenAI, 2024) to extract 248

the three components described above from each 249

crawled meme explanation, using the prompt in 250

Appendix B.1. However, the output of GPT-4o was 251

not always fully accurate or reliable, as LLMs are 252

1https://gengbaike.cn/
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known to generate erroneous or unfaithful content,253

commonly referred to as hallucinations (Huang254

et al., 2023). Additionally, some of the extracted255

examples were generated by GPT-4o rather than256

originating from human-written explanations. As257

a result, we manually reviewed all extracted in-258

formation to ensure the accuracy of the meanings259

and origins, verify that no key details were omit-260

ted, and confirm that the examples appropriately261

demonstrated the usage of each meme.262

3.3 Manual Annotation263

To ensure the dataset meets safety and ethical stan-264

dards, each meme was manually annotated with265

two labels: a profanity label, indicating the pres-266

ence of sexually explicit content, and an offense267

label, marking content that may be offensive, such268

as racism or discrimination. One of the authors269

conducted the initial annotation, which was then270

verified by the other two authors. Additionally,271

each meme was classified into one of the following272

types, based on a predefined taxonomy:273

• Experience (现象): Memes derived from in-274

dividuals summarizing their personal experi-275

ences or situations. These are often used to ex-276

press limitations or unmet expectations, serv-277

ing as a form of self-relief or self-deprecation.278

• Quotation (引用): Memes originating from279

historical stories, public events, movie plots,280

TV shows, or celebrity quotes.281

• Stylistic device (修辞): Memes crafted using282

rhetorical techniques such as metaphor, irony,283

or sarcasm, often to convey auxiliary ideas or284

emotions.285

• Homophonic pun (谐音): Memes created286

by replacing original characters with those of287

similar or identical sounds to produce humor-288

ous or meaningful effects.289

• Slang (俗语): Memes based on widely rec-290

ognized and popular colloquial expressions291

specific to a particular time or place.292

• Abbreviation (缩写): Memes formed by293

shortening proper nouns or general phrases.294

The abbreviation methods vary and include295

morpheme reductions, initialisms, and simpli-296

fied spellings.297

More details on the manual annotation process can298

be found in Appendix B.2.299

# Profanity 75 (5.1%)
# Offense 127 (8.7%)

# Experience 561 (38.5%)
# Quotation 438 (30.0%)
# Stylistic device 214 (14.7%)
# Homophonic pun 133 (9.1%)
# Slang 60 (4.1%)
# Abbreviation 52 (3.6%)

# Total 1,458

Table 1: Statistical overview of the CHIME dataset.

Table 1 presents the statistical overview of the 300

CHIME dataset. Appendix B.3 provides additional 301

statistics on the origins of the memes. We also 302

provide a few representative examples for all six 303

meme types in Appendix B.4. 304

4 Can LLMs Explain Memes? 305

The CHIME dataset functions as a benchmark for 306

evaluating LLMs’ capacity to interpret and explain 307

memes without fine-tuning. To investigate this ca- 308

pability, we tasked candidate models with generat- 309

ing explanations for memes from this dataset. 310

4.1 Experimental Setup 311

We employ a zero-shot setting, prompting the can- 312

didate language models to explain the meaning of 313

a given Internet meme, provide its origin (if avail- 314

able), and construct an example sentence. The 315

prompts used can be found in Appendix C.1. We 316

also experimented with one-shot prompting, but the 317

results were mostly inferior to zero-shot prompt- 318

ing (see Appendix C.2). The evaluated language 319

models include GPT-4o (OpenAI, 2024), Claude 320

3.5 Sonnet (Anthropic, 2024), GLM-4-9B, GLM- 321

4-Plus (Zhipu AI, 2024), Qwen2.5-7B, Qwen2.5- 322

72B (Yang et al., 2024; Qwen Team, 2024), and 323

DeepSeek-V3 (DeepSeek-AI, 2024). 324

4.2 Automatic Evaluation 325

Automatic evaluation was conducted on the entire 326

dataset (1,458 memes), wherein LLM-generated 327

interpretations of meme meaning and origin were 328

systematically compared against the ground truth. 329

We adopted the following metrics: cosine sim- 330

ilarity, BERTScore (Zhang et al., 2020), and 331

BARTScore (Yuan et al., 2021). For cosine similar- 332

ity and BERTScore, we used the BGE embedding 333

model (bge-large-zh-v1.5) (Xiao et al., 2024a) to 334
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Cosine Similarity BERTScore (F) BARTScore (F)

Model Meaning Origin Meaning Origin Meaning Origin

GPT-4o 0.805 0.628 0.790 0.680 −4.367 −4.695
Claude 3.5 Sonnet 0.773 0.614 0.776 0.679 −4.559 −4.877
GLM-4-9B 0.792 0.640 0.785 0.696 −4.321 −4.493
GLM-4-Plus 0.832 0.689 0.809 0.744 −4.238 −4.423
Qwen2.5-7B 0.778 0.579 0.765 0.632 −4.448 −4.855
Qwen2.5-72B 0.805 0.622 0.789 0.676 −4.321 −4.602
DeepSeek-V3 0.787 0.694 0.782 0.740 −4.289 −4.463

Table 2: Average cosine similarity, BERTScore, and BARTScore across all six meme types for each candidate
model. The best-performing scores are highlighted in bold .

0.7 0.8 0.9

Abbreviation

Slang

Homophonic pun

Stylistic device

Quotation

Experience

GPT-4o

0.7 0.8 0.9

Claude 3.5 Sonnet

0.7 0.8 0.9

GLM-4-9B

0.7 0.8 0.9

GLM-4-Plus

0.7 0.8 0.9

Qwen2.5-7B

0.7 0.8 0.9

Qwen2.5-72B

Cosine Similarity BERTScore

0.7 0.8 0.9

DeepSeek-V3

Figure 2: Average cosine similarity and BERTScore for the generated meanings of the candidate models, evaluated
across each of the six meme types.

generate embeddings. For BARTScore, we used335

bart-large-chinese (Shao et al., 2024).336

Overall Results Table 2 presents the average337

cosine similarity, BERTScore, and BARTScore338

across all six meme types for each of the six can-339

didate models.2 As shown in the table, GLM-4-340

Plus achieves the highest scores on most metrics,341

while DeepSeek-V3 achieves the highest score on342

the origin task with cosine similarity. Addition-343

ally, all models perform better on the meaning task344

compared to the origin task, suggesting that iden-345

tifying a meme’s origin is more challenging than346

explaining its meaning. When comparing models347

of different sizes within the same series (e.g., GLM-348

4-9B versus GLM-4-Plus and Qwen 2.5-7B versus349

Qwen 2.5-72B), we observed that larger models350

consistently outperform their smaller counterparts.351

Meme Type Specific Results Figure 2 provides a352

detailed breakdown of meaning scores (cosine sim-353

ilarity and BERTScore) for each of the six meme354

2Since the BGE model was fine-tuned using contrastive
learning, the absolute values of cosine similarity and
BERTScore may not directly reflect performance quality; in-
stead, the relative rankings are more informative.

types. Among these types, quotation and homo- 355

phonic pun emerge as the most challenging to ex- 356

plain. For exact meaning scores for each meme 357

type, refer to Appendix C.3. 358

4.3 Human Evaluation 359

To provide a more comprehensive and accurate 360

assessment of the candidate models’ performance— 361

particularly for the generated example sentences, 362

which cannot be effectively evaluated through au- 363

tomated methods—we conducted a human evalu- 364

ation. We recruited individuals to rate the content 365

generated by the language models. For each testing 366

meme, raters were first shown the true meaning, 367

origin (if available), and three example sentences. 368

Then, for each of the seven candidate models, raters 369

were asked to evaluate the generated meaning, ori- 370

gin (if available), and example sentences using a 371

3-point Likert scale based on the following state- 372

ments: 373

1. The explanation is completely accurate and 374

aligns perfectly with the actual meaning of 375

the meme. (Disagree, Neutral, Agree) 376

2. The provided origin perfectly matches the 377
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Meaning (%) Origin (%) Example (%)

Model A N D A N D A N D

GPT-4o 53.9 9.0 37.1 18.5 8.2 73.3 55.0 8.3 36.7
Claude 3.5 Sonnet 51.0 9.7 39.3 14.4 10.2 75.4 51.7 7.5 40.8
GLM-4-9B 40.4 9.0 50.6 7.7 10.3 82.0 41.1 6.0 52.9
GLM-4-Plus 68.5 8.9 22.6 35.9 8.7 55.4 70.7 5.6 23.7
Qwen2.5-7B 33.9 11.4 54.7 9.7 6.2 84.1 34.0 9.9 56.1
Qwen2.5-72B 45.7 10.0 44.3 14.4 10.2 75.4 46.8 6.8 46.4
DeepSeek-V3 73.6 10.3 16.1 35.4 12.3 52.3 77.4 6.2 16.4

Table 3: Average percentage of human ratings assigned as Agree, Neutral, and Disagree across all six meme types
for each candidate model. A stands for Agree, N stands for Neutral, and D stands for Disagree. The best-performing
scores are highlighted in bold .

0 0.5 1

Abbreviation

Slang

Homophonic pun

Stylistic device

Quotation

Experience

GPT-4o

0 0.5 1

Claude 3.5 Sonnet

0 0.5 1

GLM-4-9B

0 0.5 1

GLM-4-Plus

0 0.5 1

Qwen2.5-7B

0 0.5 1

Qwen2.5-72B

Meaning Example

0 0.5 1

DeepSeek-V3

Figure 3: Average percentage of human ratings assigned as Agree for the generated meanings and example sentences
of the candidate models, evaluated across each of the six meme types. The results of the origin task are omitted, as
most memes with an identifiable origin belong to the quotation type.

source of the meme without any discrepan-378

cies. (Disagree, Neutral, Agree)379

3. The example sentence accurately reflects the380

actual usage of the meme, clearly and effec-381

tively demonstrating its meaning. (Disagree,382

Neutral, Agree)383

We randomly selected 240 testing memes (40 per384

category) and then divided them into 12 batches,385

each containing 20 memes for evaluation. For each386

batch, ratings were collected from three indepen-387

dent raters. More details on the human evaluation388

process are provided in Appendix C.4.389

Overall Results For each group of meme evalu-390

ation tasks, we calculated the Fleiss’ kappa score391

to assess inter-annotator agreement. The average392

Fleiss’ kappa score across all 12 groups is 0.442,393

indicating moderate agreement among the raters.394

The results of the human evaluation are presented395

in Table 3, which shows the average percentage of396

ratings assigned as Agree, Neutral, and Disagree397

for each model, based on the aspects of meaning,398

origin, and example sentence. Different from the 399

automatic evaluation results, DeepSeek-V3 demon- 400

strates the best performance on the meaning and 401

example tasks. All models perform significantly 402

worse on the origin task compared to the meaning 403

and example tasks, and larger models generally 404

outperform their smaller counterparts. 405

Meme Type Specific Results Figure 3 provides 406

a comparison of all models’ performance across 407

the six meme types, showing the percentage of 408

Agree ratings for the meaning and example tasks. 409

A strong correlation is observed between these two 410

tasks, indicating that a model capable of accurately 411

explaining the meaning of a meme is also likely to 412

generate appropriate example sentences. Similar to 413

the automatic evaluation results, quotation, homo- 414

phonic pun, and abbreviation are identified as the 415

most challenging meme types to explain. 416

Additional details on the human evaluation re- 417

sults are provided in Appendix C.5. 418
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4.4 Discussion419

Both automatic and human evaluations reveal sig-420

nificant variation in the performance of LLMs421

across different types of memes. While the models422

perform relatively well on experience and slang423

memes, their performance on quotation, homo-424

phonic pun, and abbreviation memes is consid-425

erably lower. This disparity likely stems from the426

nature of these meme types: experience memes427

often convey their meanings more directly, and428

slang memes are typically well-known expressions429

used in local dialects, making them more preva-430

lent in training data. In contrast, understanding431

quotation memes often requires knowledge of their432

origin and contextual usage, while homophonic433

pun and abbreviation memes involve complex lin-434

guistic features that are harder to interpret at first435

glance. These findings suggest that comprehending436

memes with strong cultural and linguistic nuances437

remains a challenging task for LLMs, despite their438

advancements in overall language processing.439

Though both evaluation methods indicate that440

GLM-4-Plus and DeepSeek-V3 are the two best-441

performing models, the rankings of the remaining442

models differ between automatic and human eval-443

uations. Additionally, automatic metrics provide444

limited discriminatory power, as the scores among445

models are often quite close. While these met-446

rics offer a quantitative measure of performance,447

they fail to capture subtleties such as contextual448

consistency and appropriateness in the generated449

content. The human evaluation results underscore450

the importance of incorporating qualitative assess-451

ments, particularly for tasks that demand nuanced452

understanding.453

Error Analysis To further investigate the perfor-454

mance of LLMs, we conducted an error analysis on455

the generated meanings and origins. We have iden-456

tified several consistent patterns: (1) Origin con-457

fusion: Models frequently attributed memes to in-458

correct sources, particularly with quotation memes.459

In many instances, LLMs provided vague attribu-460

tions (e.g., “originating from social media”) rather461

than specific origins. (2) Semantic shift: For most462

misinterpreted homophonic pun memes, models463

explained related concepts with similar phonetics464

rather than capturing the actual meme meaning. In465

other cases, models failed to recognize the phonetic466

wordplay entirely and simply explained the literal467

meaning. (3) Cross-type confusion: Abbreviation468

memes were occasionally misinterpreted as homo-469

phonic puns, indicating difficulty in distinguishing 470

between these distinct linguistic mechanisms. We 471

provide a more comprehensive error analysis with 472

illustrative case studies in Appendix C.6. 473

5 Can LLMs Use Memes? 474

To evaluate LLMs’ comprehensive meme literacy, 475

we designed a second experiment where models 476

must select the most appropriate meme to complete 477

a contextual sentence with an intentional omission. 478

5.1 Experimental Setup 479

In this experiment, we created a set of multiple- 480

choice questions (MCQs) to evaluate the ability 481

of candidate LLMs to select the most appropriate 482

meme to complete a blank in a contextual sentence. 483

Specifically, for each meme in the CHIME dataset, 484

we randomly selected one of its example sentences 485

and masked the targeted meme. We then identified 486

four other memes with the highest cosine similarity, 487

based on BGE embeddings, to serve as distractor 488

options in the MCQ. As a result, the final testing 489

set contains 1,268 MCQs.3 490

For each MCQ, the candidate models were 491

prompted to choose the most appropriate meme 492

from the given options. The prompt used is pro- 493

vided in Appendix D.1. Each MCQ was presented 494

to the models five times, with the final prediction 495

determined by majority voting. To mitigate poten- 496

tial biases in LLMs toward specific answer posi- 497

tions (Zheng et al., 2024; Sabour et al., 2024), we 498

further shuffled the order of the answer choices in 499

four additional permutations, repeating the predic- 500

tion process for each permutation. The average 501

accuracy across these five runs was reported. 502

5.2 Results 503

Table 4 presents the accuracy of the candidate mod- 504

els on the MCQs, along with human performance. 505

The results show that DeepSeek-V3 achieves the 506

highest accuracy among the candidate models, out- 507

performing the other models across all six meme 508

types except slang. The accuracy of the models 509

varies significantly across different meme types, 510

with experience and slang memes yielding higher 511

accuracy compared to stylistic device and homo- 512

phonic pun memes. As expected, larger models 513

generally perform better than smaller models. The 514

3The number of MCQs is less than the total number of
memes because we used strict matching for masking targeted
memes, but certain example sentences employ memes in a
contextually flexible way.
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Model Experience Quotation Stylistic
Device

Homophonic
Pun Slang Abbreviation Average

GPT-4o 0.779 0.708 0.761 0.549 0.858 0.750 0.734
Claude 3.5 Sonnet 0.758 0.644 0.778 0.597 0.800 0.729 0.718
GLM-4-9B 0.574 0.527 0.536 0.360 0.654 0.504 0.526
GLM-4-Plus 0.784 0.748 0.817 0.640 0.804 0.792 0.764
Qwen2.5-7B 0.602 0.520 0.524 0.294 0.642 0.512 0.516
Qwen2.5-72B 0.733 0.691 0.691 0.486 0.869 0.671 0.690
DeepSeek-V3 0.831 0.791 0.828 0.713 0.858 0.833 0.809

Human (Average) 0.933 0.825 0.833 0.883 0.950 0.892 0.886
Human (Best) 0.950 0.850 0.925 0.900 0.950 0.900 0.913

Table 4: Accuracy of the candidate models on the multiple-choice questions, along with human performance. The
best-performing scores of the models are highlighted in bold .

Model Accuracy

GPT-4o 0.896
Claude 3.5 Sonnet 0.881
GLM-4-9B 0.692
GLM-4-Plus 0.887
Qwen2.5-7B 0.786
Qwen2.5-72B 0.881
DeepSeek-V3 0.897

Table 5: Accuracy of the candidate models on the
multiple-choice questions, where the meaning of each
meme option was provided to the LLMs. The best-
performing score is highlighted in bold .

human performance, obtained from three recruited515

individuals on 240 randomly selected MCQs (bal-516

anced across meme types), serves as a general up-517

per bound, with the average accuracy of human518

raters surpassing that of the models. The best hu-519

man performance is also provided for reference.520

5.3 Discussion521

The results of the MCQ experiment demonstrate522

that LLMs can effectively leverage their learned523

knowledge to select the most appropriate meme to524

complete a contextual sentence. However, the ac-525

curacy of the models varies across different meme526

types, with models performing much worse on lin-527

guistically more nuanced memes such as homo-528

phonic pun. This discrepancy is consistent with the529

findings from the meme explanation task, suggest-530

ing that the complexity of meme types significantly531

impacts the interpretive capabilities of LLMs.532

We also conducted an experiment where the533

meaning of each meme option was provided to534

the LLMs, aiming to evaluate the impact of addi- 535

tional context on the models’ performance (prompt 536

provided in Appendix D.2). Table 5 presents the 537

results in this setting. When the meaning of each 538

meme option was provided to the models, the accu- 539

racy of all models increased, with the gap between 540

the models narrowing. This finding suggests that 541

LLMs can benefit from additional context to en- 542

hance their understanding and selection of memes, 543

particularly for memes that involve complex lin- 544

guistic features or cultural references. 545

6 Conclusion 546

This paper introduces CHIME, a novel dataset 547

designed for the explanation of Chinese Internet 548

memes. Each meme in the dataset is annotated with 549

detailed information, including its meaning, origin, 550

example sentences, and auxiliary labels, creating a 551

robust benchmark for evaluating and enhancing the 552

interpretive capabilities of LLMs. Through a com- 553

prehensive experimental framework, we evaluated 554

the performance of seven prominent LLMs, uncov- 555

ering significant variability in their ability to ex- 556

plain memes across different types. In addition, we 557

designed a multiple-choice question (MCQ) exper- 558

iment in which models select the most appropriate 559

meme to complete a contextual sentence, further 560

highlighting the challenges in computational meme 561

understanding, particularly for culturally and lin- 562

guistically nuanced content. Future work could ex- 563

plore expanding the dataset to include multimodal 564

memes and developing models that deliver more en- 565

gaging and human-like conversational experiences 566

with the support of the CHIME dataset. 567
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7 Limitations568

While the CHIME dataset provides a comprehen-569

sive benchmark for evaluating the interpretive ca-570

pabilities of LLMs, it has several limitations. First,571

the dataset is limited to Chinese Internet memes,572

which may not fully represent the diversity of573

memes across different cultures and languages.574

Second, the dataset focuses on textual content, ex-575

cluding multimodal memes that incorporate im-576

ages, videos, or other media. Third, the reliance on577

human annotations introduces potential subjectiv-578

ity and bias, and the limited number of annotators579

may affect the consistency of labeling. Lastly, the580

dataset captures memes from a specific time period,581

so its relevance may diminish as meme culture582

rapidly evolves. Future work could address these583

limitations by expanding the dataset to include a584

broader range of meme types and modalities, in-585

creasing annotation diversity, and continually up-586

dating the dataset to reflect the dynamic nature of587

meme culture.588

8 Ethical Considerations589

The CHIME dataset was created with the utmost590

care to ensure that all content is safe and appropri-591

ate for research purposes. We conducted manual an-592

notation to identify and label any potentially offen-593

sive or inappropriate content, including profanity594

and discriminatory language. We acknowledge that595

Internet memes can sometimes perpetuate harmful596

stereotypes or biases, and we have taken care to597

document these occurrences through our labeling598

system to enable responsible research. We also599

considered the privacy implications of including600

user-generated content and took steps to anonymize601

any personally identifiable information.602

The broader impacts of this work are both pos-603

itive and potentially concerning. On the positive604

side, this dataset can help advance our understand-605

ing of how cultural information spreads online and606

how language models process culturally-embedded607

content. It may also aid in developing more cultur-608

ally aware AI systems. However, we acknowledge609

potential risks, such as the dataset being used to610

generate misleading content or manipulate online611

discourse. We encourage researchers using our612

dataset to consider these ethical implications and613

implement appropriate safeguards in their work.614
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A Computing Infrastructure 876

All the experiments were conducted by invoking 877

the models through their official APIs, with default 878

hyperparameters for generating responses, except 879

for GLM-4-9B, which was run on a machine with 880

one Intel Xeon Platinum 8352V 2.10 GHz CPU 881

and two NVIDIA GeForce RTX 4090 GPUs. For 882

GPT-4o, we used the version gpt-4o-2024-08-06, 883

and for Claude 3.5 Sonnet, we used the version 884

claude-3-5-sonnet-20240620. Total cost for 885

the experiments (including the key information ex- 886

traction when curating the dataset) was approx- 887

imately $1500, with the majority of the cost at- 888

tributed to the usage of GPT-4o, Claude 3.5 Sonnet, 889

and GLM-4-Plus. 890

B Dataset Construction 891

B.1 Key Information Extraction Prompt 892

We asked GPT-4o to extract the meaning, origin, 893

and example sentences from the crawled meme 894

explanation using the following prompt: 895
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你需要根据提供的互联网流行梗的解
释，提取它的含义、出处和 3个例句。
在提取时，保留所有关键信息，不要过
度缩略。(You need to extract the meaning,
origin, and three examples of usage based
on the explanation of the provided Internet
meme. When extracting, retain all key infor-
mation without excessive abbreviation.)

896

B.2 Manual Annotation897

For the annotation of profanity, offense, and meme898

type, one of the authors conducted the initial an-899

notation, which was then verified by the other two900

authors. When disagreements arose, the three au-901

thors held discussions to resolve any discrepancies,902

with final determinations made via majority vot-903

ing. This process yielded perfect agreement (100%)904

for profanity and offense classifications, and near-905

perfect agreement (92.9%) for meme type. The906

final labels were agreed upon by all three authors,907

ensuring a consistent and accurate representation908

of the dataset.909

During the pilot annotation phase of meme types,910

we initially followed a taxonomy derived from Chi-911

nese literature4 on Internet memes, which classified912

memes into four categories based on their creation913

methodology: phonetic, experiential, story-based,914

and sarcastic. However, when conducting compre-915

hensive annotation of all memes, we discovered916

that this existing taxonomy could not adequately917

capture the full range of types we encountered.918

Consequently, we refined this classification sys-919

tem and expanded it to include two additional cat-920

egories, resulting in a more comprehensive taxon-921

omy that better represents the diversity of Chinese922

Internet memes.923

B.3 Statistics on Memes’ Origins924

Most memes with clear origins fall into the quo-925

tation category (as expected). Of the total 1,458926

memes, 525 have clear origins. We have compiled927

detailed statistics in Table 6.928

B.4 Examples of the CHIME Dataset929

Table 7 and Table 8 provide a few representative930

examples of memes illustrating each meme type in931

the CHIME dataset.932

4https://www.cpd.com.cn/n15737398/n26490099/
523/t_1086228.html

Meme Type # Memes with Origin

Quotation 411 (78.3%)
Homophonic pun 41 (7.8%)
Experience 36 (6.9%)
Stylistic device 27 (5.1%)
Abbreviation 8 (1.5%)
Slang 2 (0.4%)

Table 6: Statistics on the origins of memes in the
CHIME dataset.

C Explanation Task 933

C.1 Zero-Shot Prompts 934

We gave the following zero-shot prompts to the 935

candidate models and let them explain the meaning 936

of a given Internet meme, provide its origin (if 937

available), and construct an example sentence: 938

For memes without a known origin:
在中文互联网的语境下，解释以下网
络流行梗的含义，并撰写 1个例句。(In
the context of the Chinese Internet, explain
the meaning of the following viral meme
and create one example sentence.)

For memes with a known origin:
在中文互联网的语境下，解释以下网
络流行梗的含义和出处，并撰写 1个例
句。(In the context of the Chinese Internet,
explain the meaning and origin of the fol-
lowing viral meme, and create one example
sentence.)

939

C.2 One-Shot Prompts 940

We also experimented with one-shot prompts, 941

where we provided the model with an example 942

of a meme and its explanation, (possibly) origin, 943

and example sentence: 944

For memes without a known origin:
在中文互联网的语境下，解释以下网络
流行梗的含义，并撰写 1个例句。
示例：
技术宅拯救世界
含义：指技术宅能够通过自身强大的动
手和创造能力，解决各种实际问题，甚
至能承担起拯救世界的重任。
例句：在电影里，当病毒席卷全球，

945
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Experience

Meme: 没苦硬吃 (Eating Bitterness Unnecessarily)
Meaning: “没苦硬吃”是形容老一辈人为了节约，在并不需要吃苦的情况下，主动去承受不必要的艰难，从而导致
适得其反的行为。(Describes older generations who voluntarily endure unnecessary hardships to save money, often with
counterproductive results.)
Examples:
1. 他家明明有空调，但为了省电费，硬是夏天不开，真是典型的 “没苦硬吃”。(They clearly have an air conditioner at
home, but to save on electricity bills, they insist on not using it during summer. This is a typical case of “eating bitterness
unnecessarily.”)
2. 奶奶总是捡路边的瓶子和纸壳子，看来是又把新家搞成 “没苦硬吃”的现场了。(Grandma always picks up bottles
and cardboard boxes from the roadside. It seems she’s turned her new home into another scene of “eating bitterness unnec-
essarily.”)
3. 为了省钱总吃剩菜，结果还吃进了医院，这简直就是 “没苦硬吃”的现实案例。(To save money, they always eat
leftover food, which eventually landed them in the hospital. This is a perfect real-life example of “eating bitterness unnec-
essarily.”)

Quotation

Meme: 臣妾做不到啊 (Your Humble Servant Cannot Do This)
Meaning: “臣妾做不到啊”用来表达对某些要求或任务的无奈或难以完成，通常用夸张和幽默的方式来表达内心
的抗拒和无力感。(Used to express helplessness or inability to meet certain demands or complete tasks. It’s typically used
in an exaggerated and humorous way to convey inner resistance and a sense of powerlessness.)
Origin: 该梗源自电视剧《甄嬛传》中的一幕，皇帝要求皇后憎恨他，皇后就哭诉着喊出这句台词。这一台词因
其夸张和情感冲击力而被网友广泛引用并恶搞。(Originated from a scene in the TV drama “Empresses in the Palace,”
where the emperor demands that the empress hate him, to which the empress tearfully cries out this line. This dialogue
became widely quoted and parodied by Internet users due to its exaggerated delivery and emotional impact.)
Examples:
1. 当朋友打算放弃晚餐的甜点时，他诧异地说：“饭后不吃甜点? 臣妾做不到啊！” (When a friend was about to skip
dessert after dinner, he exclaimed in surprise: “No dessert after a meal? Your humble servant cannot do this!”)
2. 明知要减肥，却难抵深夜美食诱惑时，她无奈地说道：“臣妾做不到啊！” (Knowing she should be on a diet, yet
unable to resist the temptation of late-night snacks, she helplessly said: “Your humble servant cannot do this!”)
3. 他看到明天就要交的论文，心如死灰地在社交媒体上张贴：“明天就要交论文，臣妾做不到，做不到啊！” (Looking
at the paper due tomorrow, he hopelessly posted on social media: “The paper is due tomorrow, your humble servant cannot
do this, simply cannot do this!”)

Stylistic Device

Meme: 人体描边大师 (Human Outline Master)
Meaning: “人体描边大师”用来调侃射击类游戏中玩家的糟糕枪法，通常指射击时弹道完美避开目标，就像在目
标周围画了个轮廓线。(Used to mock poor shooting skills in shooting games, typically referring to when bullets perfectly
avoid the target, as if drawing an outline around the target’s body.)
Examples:
1. 昨天晚上玩《绝地求生》，我跟朋友都成了人体描边大师，全程没打中一个人。(Last night while playing PUBG,
my friend and I became Human Outline Masters, not hitting a single person the entire time.)
2. 他在《彩虹六号》里开火直接绕着敌人打了一圈，果然是人体描边大师。(When he fired in Rainbow Six Siege, his
bullets went completely around the enemy, truly proving himself to be a Human Outline Master.)
3. 看完这部电影，我觉得反派的射击水平只有人体描边大师能比得上。(After watching this movie, I think the villains’
shooting skills could only be matched by Human Outline Masters.)

Table 7: Representative examples from the CHIME dataset, illustrating the experience, quotation, and stylistic
device meme types.
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Homophonic Pun

Meme: 虾仁猪心 (Xia Ren Zhu Xin, literally “shrimp meat, pig heart”)
Meaning: “虾仁猪心”是 “杀人诛心”的谐音梗，用来调侃和形容揭露、指责人的思想和动机。本意是指消灭肉体不
如谴责动机，但在网络用语中，多用于游戏场景中，引申为攻击他人时意在击中对方的心理弱点。(A homophonic
pun for “Sha Ren Zhu Xin” (killing the person and condemning their heart/intention). It’s used to describe exposing or
criticizing someone’s thoughts and motives. The original meaning suggests that condemning one’s motives is more devas-
tating than physical harm. In Internet slang, particularly in gaming contexts, it refers to attacking someone’s psychological
vulnerabilities rather than just defeating them.)
Examples:
1. 玩游戏的时候，他总是虾仁猪心，不仅打败我，还要说些让我气愤的话。(When playing games, he always goes
for the psychological kill, not just defeating me but also saying things that make me angry.)
2. 她说话总是虾仁猪心，看来她不仅想赢得比赛，还想让我怀疑自己的能力。(She always speaks in a way that cuts
to the core, seemingly not just wanting to win the competition but also making me doubt my abilities.)
3. 你这样做简直虾仁猪心，揭穿我的意图让我无地自容。(What you did was absolutely brutal to my psyche, exposing
my intentions and leaving me utterly embarrassed.)

Slang

Meme: 小老弟 (Little Brother)
Meaning: “小老弟” 是一种对比自己年轻或经验浅的男性的亲切称呼，现指比自己实力弱、缺乏经验的人。(An
affectionate term for males who are younger or less experienced than oneself. It now refers to someone who has less ability
or experience than you.)
Examples:
1. 看到他在那里手忙脚乱，我忍不住说：“怎么回事小老弟? ” (Seeing him all flustered there, I couldn’t help but say:
“What’s going on, little brother?”)
2. 当他第一次玩这个游戏的时候，老玩家们都调侃他：“继续加油，小老弟。” (When he played this game for the first
time, the veteran players teased him: “Keep it up, little brother.”)
3. 这项目果然难度很大，几个小老弟还得多练习一下。(This project is indeed quite challenging; these little brothers
still need more practice.)

Abbreviation

Meme: 请允悲 (Please Allow Sadness)
Meaning: “请允悲” 是 “请允许我做一个悲伤的表情” 的缩写，常用于表达对他人不幸遭遇的调侃。在对方倾诉
糗事或不幸经历时，内心觉得搞笑但表面上假装同情，因此说 “请允悲”以表达这种内心的矛盾与调侃。(An ab-
breviation for “please allow me to make a sad expression,” commonly used to express mock sympathy for someone else’s
misfortune. When someone shares an embarrassing situation or unfortunate experience, youmight find it amusing internally
while pretending to be sympathetic externally. Saying “please allow sadness” expresses this inner contradiction and gentle
mockery.)
Examples:
1. 朋友跟我说他早上出门急得穿错鞋，我忍不住想笑，但还是回复了一句：“请允悲。” (My friend told me he was
in such a rush this morning that he wore mismatched shoes. I could barely hold back my laughter but still replied: “Please
allow sadness.”)
2. 他居然因为贪吃掉进了水坑，看他湿透的样子，我只好假装同情地说：“请允悲。” (He actually fell into a puddle
because he was distracted by food. Seeing him all soaked, I had to feign sympathy and say: “Please allow sadness.”)
3. 刚听完她怎么被狗追得掉水沟的故事，我差点笑出声，只能一本正经地说：“请允悲。” (After hearing her story
about being chased by a dog and falling into a ditch, I almost burst out laughing, but managed to say with a straight face:
“Please allow sadness.”)

Table 8: Representative examples from the CHIME dataset, illustrating the homophonic pun, slang, and abbreviation
meme types.
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终究是技术宅拯救世界，用代码解开谜
团。
(English translation)
In the context of the Chinese Internet, ex-
plain the meaning of the following viral
meme and create one example sentence.
Example:
Tech Geeks Save the World
Meaning: Refers to how tech enthusi-
asts can solve various practical problems
through their strong hands-on and creative
abilities, and even take on the responsibility
of saving the world.
Example sentence: In the movie, when the
virus swept across the globe, it was ulti-
mately the tech geeks who saved the world
by decoding the mystery with their program-
ming skills.

For memes with a known origin:
在中文互联网的语境下，解释以下网
络流行梗的含义和出处，并撰写 1个例
句。
示例：
水灵灵
含义：形容一种年轻、有活力的状态。
出处：源自一位韩国女子组合成员在采
访中的发言，她在展示合照封面时说自
己 “水灵灵地在中间”。
例句：水灵灵地挤个地铁，每天都充满
活力。
(English translation)
In the context of the Chinese Internet, ex-
plain the meaning and origin of the follow-
ing viral meme, and create one example
sentence.
Example:
Fresh and Dewy
Meaning: Describes a youthful, energetic
state or condition.
Origin: Originated from a statement made
by a Korean girl group member during an
interview, where she described herself as

“fresh and dewy in the middle” when show-
ing a group photo cover.
Example sentence: Taking the subway with
a fresh and dewy attitude, filled with vitality
every day.

946

Our analysis revealed that one-shot prompts did947

not significantly improve model performance, but948

greatly diminished it on the meaning explanation 949

task, compared to zero-shot prompts, as demon- 950

strated in Table 9. We hypothesize that this perfor- 951

mance degradation stems from the inherent nature 952

of meme interpretation, which demands flexible 953

analysis rather than rigid pattern matching or for- 954

mat adherence. Consequently, we focused exclu- 955

sively on zero-shot prompting results in the main 956

text. 957

C.3 More Automatic Evaluation Results 958

Table 10 gives the exact meaning scores of the 959

candidate models for each of the six meme types. 960

C.4 Human Evaluation Details 961

For our human evaluation process, we first divided 962

the 240 testing memes into 12 batches of 20 memes 963

each. For each batch, we created a questionnaire 964

containing an instruction page followed by 20 eval- 965

uation pages (one per meme). The instruction page 966

provided the following guidelines to raters (trans- 967

lated from Chinese): 968

Internet memes, as a unique cultural phe-
nomenon, not only reflect societal trends
and public emotions but also hold signif-
icant social influence. To study the un-
derstanding of Chinese Internet memes by
large language models, this project aims
to systematically evaluate Internet memes
within the context of the Chinese Internet
through a questionnaire survey.

This questionnaire is divided into two parts:
The first part will collect your name; the
second part consists of 20 pages, each cor-
responding to one popular meme. You will
be required to evaluate the explanations of
each meme generated by six large language
models across three dimensions: “meaning,”
“origin,” and “example sentence.”

You will answer approximately 120 ques-
tions, and the survey is expected to take
about 40 minutes.

I. Instructions

1. Participation in this survey is entirely
voluntary. You have the right to decide
whether to participate. Your personal
information will be kept strictly confi-
dential and used solely for academic

969
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Cosine Similarity BERTScore (F) BARTScore (F)

Model Meaning Origin Meaning Origin Meaning Origin

GPT-4o
Zero-Shot 0.815 0.647 0.800 0.675 −4.485 −4.717
One-Shot 0.825 ↑ 0.652 ↑ 0.805 ↑ 0.717 ↑ −4.426 ↑ −4.565 ↑

Claude 3.5 Sonnet
Zero-Shot 0.788 0.625 0.789 0.696 −4.611 −4.695
One-Shot 0.736 ↓ 0.660 ↑ 0.761 ↓ 0.719 ↑ −4.630 ↓ −4.750 ↓

GLM-4-9B
Zero-Shot 0.813 0.578 0.797 0.663 −4.453 −4.560
One-Shot 0.750 ↓ 0.549 ↓ 0.746 ↓ 0.607 ↓ −4.470 ↓ −4.656 ↓

GLM-4-Plus
Zero-Shot 0.844 0.679 0.822 0.737 −4.291 −4.441
One-Shot 0.797 ↓ 0.689 ↑ 0.796 ↓ 0.743 ↑ −4.283 ↑ −4.468 ↓

Qwen2.5-7B
Zero-Shot 0.792 0.605 0.782 0.661 −4.494 −4.779
One-Shot 0.731 ↓ 0.639 ↑ 0.731 ↓ 0.693 ↑ −4.573 ↓ −4.677 ↑

Qwen2.5-72B
Zero-Shot 0.819 0.627 0.803 0.690 −4.366 −4.605
One-Shot 0.799 ↓ 0.626 ↓ 0.789 ↓ 0.697 ↑ −4.370 ↓ −4.498 ↑

DeepSeek-V3
Zero-Shot 0.779 0.709 0.774 0.751 −4.331 −4.344
One-Shot 0.746 ↓ 0.689 ↓ 0.754 ↓ 0.722 ↓ −4.380 ↓ −4.539 ↓

Table 9: Comparative analysis of average cosine similarity, BERTScore, and BARTScore across six meme types for
all candidate models, contrasting zero-shot and one-shot prompting approaches. ↑ indicates superior performance,
and ↓ denotes inferior performance. Results were derived from a balanced sample of 240 memes, comprising 40
from each meme type.
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Experience Quotation

Model Cos. Sim. BERTS. BARTS. Cos. Sim. BERTS. BARTS.

GPT-4o 0.837 0.812 −4.261 0.756 0.755 −4.354
Claude 3.5 Sonnet 0.809 0.799 −4.414 0.707 0.733 −4.594
GLM-4-9B 0.818 0.804 −4.236 0.740 0.750 −4.285
GLM-4-Plus 0.846 0.822 −4.150 0.812 0.790 −4.199
Qwen2.5-7B 0.807 0.786 −4.337 0.731 0.730 −4.447
Qwen2.5-72B 0.832 0.807 −4.220 0.763 0.757 −4.294
DeepSeek-V3 0.802 0.796 −4.203 0.742 0.742 −4.306

Stylistic Device Homophonic Pun

Model Cos. Sim. BERTS. BARTS. Cos. Sim. BERTS. BARTS.

GPT-4o 0.811 0.792 −4.365 0.797 0.789 −4.751
Claude 3.5 Sonnet 0.790 0.782 −4.499 0.781 0.784 −5.101
GLM-4-9B 0.805 0.791 −4.303 0.799 0.790 −4.741
GLM-4-Plus 0.827 0.804 −4.248 0.826 0.808 −4.589
Qwen2.5-7B 0.791 0.771 −4.387 0.762 0.761 −4.875
Qwen2.5-72B 0.813 0.793 −4.312 0.794 0.788 −4.746
DeepSeek-V3 0.802 0.794 −4.245 0.818 0.805 −4.610

Slang Abbreviation

Model Cos. Sim. BERTS. BARTS. Cos. Sim. BERTS. BARTS.

GPT-4o 0.835 0.809 −4.388 0.830 0.819 −4.612
Claude 3.5 Sonnet 0.802 0.791 −4.531 0.820 0.815 −4.736
GLM-4-9B 0.827 0.807 −4.253 0.845 0.826 −4.607
GLM-4-Plus 0.837 0.812 −4.332 0.865 0.839 −4.479
Qwen2.5-7B 0.814 0.792 −4.415 0.792 0.786 −4.863
Qwen2.5-72B 0.837 0.818 −4.290 0.830 0.816 −4.636
DeepSeek-V3 0.800 0.798 −4.272 0.840 0.824 −4.467

Table 10: Average cosine similarity, BERTScore, and BARTScore for the generated meanings of the candidate
models, for each of the six meme types. The best-performing scores are highlighted in bold .
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research purposes, with no disclosure
to third parties.

2. To ensure the accuracy and reliability
of the survey results, please provide
honest answers and avoid random re-
sponses or providing false information.

3. Please complete the questionnaire to
the fullest extent possible and avoid
skipping any questions. If you have
any doubts, feel free to contact the
project team for clarification.

4. Once you have completed the question-
naire, click the “Submit” button to con-
firm your submission. Please note that
submissions cannot be modified, so re-
view your responses carefully before
submitting.

5. Be advised that the questionnaire may
contain some vulgar, sexually sug-
gestive, or offensive content. If you
feel uncomfortable with such content,
please consider whether to proceed.

II. Acknowledgments and Feedback

1. Thank you for taking the time to par-
ticipate in this survey. Every response
you provide will contribute valuable
data to our research.

2. If you encounter any issues or have
any suggestions while filling out the
questionnaire, feel free to contact the
project team at any time.

3. After the survey is complete, the
project team will analyze the data and
prepare a research report. If needed,
we will share the results of the study
with participants.

Thank you once again for your support and
cooperation!

970

For each questionnaire, ratings were collected971

from three independent raters. We payed each rater972

around $14 per hour for their participation, which973

is much higher than the average hourly wage in974

China. We reruited a total number of 14 raters for975

the human evaluation task, and their birth years976

range from 1980s to 2000s. All raters were na- 977

tive Chinese speakers with a good understanding 978

of Chinese Internet culture. Of the 14 raters, 9 an- 979

notated three batches, 4 annotated two batches, and 980

1 annotated a single batch. The average number of 981

batches per rater was 2.57, with a median of 3. 982

C.5 More Human Evaluation Results 983

Table 11 gives the Fleiss’ kappa scores on each of 984

the 12 evaluation batches. Table 12 provides the 985

detailed human evaluation results on the meaning 986

task for each of the six meme types.

Batch Meme Type Fleiss’ kappa

1 Slang 0.278
2 Slang 0.269
3 Stylistic device 0.318
4 Stylistic device 0.487
5 Quotation 0.421
6 Quotation 0.519
7 Experience 0.360
8 Experience 0.393
9 Abbreviation 0.736
10 Abbreviation 0.711
11 Homophonic pun 0.412
12 Homophonic pun 0.400

Table 11: Fleiss’ kappa scores on each of the 12 evalua-
tion batches in human evaluation.

987

C.6 Error Analysis with Illustrative Case 988

Studies 989

To further investigate the performance of LLMs, 990

we conducted a qualitative error analysis on the 991

generated meanings and origins. Specifically, we 992

have identified three common types of errors in 993

the generated meanings and origins, which are as 994

follows: 995

1. Origin confusion: Models frequently at- 996

tributed memes to incorrect sources, partic- 997

ularly with quotation memes. In many in- 998

stances, LLMs provided vague attributions 999

(e.g., “originating from social media”) rather 1000

than specific origins. For example,再爱就不 1001

礼貌了 (Any More Love Would Be Impolite) 1002

originated when a Japanese short video blog- 1003

ger made it into a Japanese language teach- 1004

ing video, which Internet users then paro- 1005

died into a “fake Japanese version,” creating 1006

a comedic atmosphere. However, all models 1007
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Experience (%) Quotation (%) Stylistic Device (%)

Model A N D A N D A N D

GPT-4o 70.8 5.9 23.3 35.8 10.9 53.3 65.0 7.5 27.5
Claude 3.5 Sonnet 67.5 6.7 25.8 34.2 8.3 57.5 50.8 12.5 36.7
GLM-4-9B 61.6 1.7 36.7 20.8 15.9 63.3 42.5 8.3 49.2
GLM-4-Plus 80.8 3.4 15.9 48.3 15.8 35.8 69.1 9.2 21.7
Qwen2.5-7B 47.5 14.2 38.3 20.8 6.7 72.5 32.5 12.5 55.0
Qwen2.5-72B 64.2 3.3 32.5 22.5 15.8 61.7 50.8 12.5 36.7
DeepSeek-V3 77.5 15.0 7.5 70.8 11.7 17.5 73.3 3.4 23.3

Homophonic Pun (%) Slang (%) Abbreviation (%)

Model A N D A N D A N D

GPT-4o 32.5 11.7 55.8 77.5 10.8 11.7 41.7 7.5 50.8
Claude 3.5 Sonnet 29.2 14.2 56.6 79.1 9.2 11.7 45.0 7.5 47.5
GLM-4-9B 12.5 12.5 75.0 75.0 10.0 15.0 30.0 5.8 64.2
GLM-4-Plus 59.2 13.3 27.5 85.8 8.4 5.8 67.5 3.3 29.2
Qwen2.5-7B 19.2 10.8 70.0 60.8 15.0 24.2 22.5 9.2 68.3
Qwen2.5-72B 20.8 15.9 63.3 76.6 11.7 11.7 39.2 0.8 60.0
DeepSeek-V3 60.0 10.8 29.2 88.3 9.2 2.5 71.6 11.7 16.7

Table 12: Average percentage of human ratings assigned as Agree, Neutral, and Disagree of the candidate models
for each meme type, on the meaning task. A stands for Agree, N stands for Neutral, and D stands for Disagree. The
best-performing scores are highlighted in bold .

except Qwen2.5-7B and DeepSeek-V3 have1008

provided vague origins, such as “the exact1009

origin of this meme is unclear, but it grad-1010

ually gained popularity in social media and1011

everyday online communication” (by GLM-4-1012

Plus), while Qwen2.5-7B and DeepSeek-V31013

provided completely incorrect origins.1014

2. Semantic shift: For most misinterpreted ho-1015

mophonic pun memes, models explained re-1016

lated concepts with similar phonetics rather1017

than capturing the actual meme meaning. In1018

other cases, models failed to recognize the1019

phonetic wordplay entirely and simply ex-1020

plained the literal meaning. For example,肾1021

炎 (Shen Yan, literally “nephritis”) is a homo-1022

phonic pun on “divine face/godly appearance”1023

in Chinese, used to mock fans who exagger-1024

atedly describe their idols as having “godly1025

looks.” However, Claude 3.5 Sonnet misinter-1026

preted it as another homophonic word神言,1027

which means “divine words” (words of god/-1028

godlike statement), while GLM-4-Plus simply1029

explained its literal meaning, interpreting it as1030

a kidney disease.1031

3. Cross-type confusion: Abbreviation memes1032

were occasionally misinterpreted as homo- 1033

phonic puns, indicating difficulty in distin- 1034

guishing between these distinct linguistic 1035

mechanisms. For example,人干事 (Human 1036

Doing Things) is an abbreviation of这是人干 1037

的事吗 (Is This Something A Human Would 1038

Do?), mainly used to criticize unreasonable 1039

or unacceptable things. However, Qwen2.5- 1040

7B recognized it as a homophonic pun,人设 1041

(Persona), and explained “used to mock peo- 1042

ple whose online image is inconsistent with 1043

their actual behavior.” 1044

Table 13 gives the complete model outputs for the 1045

above three error types. 1046

D MCQ Task 1047

D.1 MCQ Prompt without Meaning 1048

For the multiple-choice questions (MCQs), we pro- 1049

vided the following prompts to the candidate mod- 1050

els (with English translation): 1051

根据提供的句子，其中包含一个空白
处，请从提供的 5个选项中，根据上下
文选择最合适的网络流行梗填入。只需

1052
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(1) Origin Confusion

Meme: 再爱就不礼貌了 (Any More Love Would Be Impolite)
Meaning: “再爱就不礼貌了”原本是一段告别文案，用于表达感情的克制和终止。后来被演变成一种网络梗，形
成 “再 XX就不礼貌了”的格式，用于幽默地表示 “给我到此为止”的意思。(Originally a farewell message expressing
emotional restraint and termination. It later evolved into an internet meme with the format “Any more [X] would be impo-
lite,” humorously meaning “that’s enough” or “let’s stop here.”)
Origin: 该梗起源于日语短视频博主将其制作成日语教学视频，并被网友用恶搞方式演绎成 “塑料日语版”，营造出
一种搞笑的氛围。(Originated when a Japanese short video blogger created a Japanese language teaching video featuring
this phrase. Internet users then parodied it into a “fake Japanese version,” creating a humorous atmosphere.)

Origin by GLM-4-Plus (vague origin): 这个梗的具体出处不太明确，但它在社交媒体和网友的日常交流中逐渐流
行起来。可能是源于某个具体的网络事件或段子，后来因其幽默和贴切的表意而被广泛传播和使用。(The exact
origin of this meme is unclear, but it gradually gained popularity in social media and everyday online communication. It
likely originated from a specific Internet event or joke, and later became widely spread and used due to its humor and apt
expression of meaning.)
Origin by Qwen2.5-7B (incorrect origin): 这句话源于 2018年 9月 17日，演员王一博在《天天向上》节目中的发
言。(This phrase originated from actor Wang Yibo’s statement on the TV show “Day Day Up” on September 17, 2018.)
Origin by DeepSeek-V3 (incorrect origin): 电视剧《三十而已》中的角色许幻山对林有有所说的话。(A line spoken
by the character Xu Huanshan to Lin Youyou in the TV drama “Nothing But Thirty.”)

(2) Semantic Shift

Meme: 肾炎 (Shen Yan, literally “nephritis”)
Meaning: “肾炎”是 “神颜”的谐音梗，用于嘲讽粉丝形容偶像为 “神颜”的夸张说法，认为这种夸赞往往带有厚
厚的粉丝滤镜，不被大多数人认同。(A homophonic pun for “divine face/godly appearance” in Chinese, used to mock
fans who exaggeratedly describe their idols as having “divine beauty.” This mockery suggests that such praise often comes
with heavy fan bias and isn’t generally agreed upon by most people.)

Meaning by Claude 3.5 Sonnet (similar phonetics): “肾炎”是一个网络谐音梗，源自 “神言”（神的发言/神一般的发
言）的谐音。用来形容某人说出了特别有见地、特别精辟或者特别搞笑的话。这个词通常带有一定的赞赏意味。这

个梗经常出现在弹幕、评论区等网络交流场合，是比较轻松诙谐的网络用语。(An Internet homophonic pun derived
from “divine words” (words of god/godlike statements). It’s used to describe when someone says something particularly
insightful, profound, or hilarious. This term usually carries a sense of appreciation. This meme frequently appears in bullet
comments, comment sections, and other online communication spaces, and is a relatively light-hearted and humorous
internet expression.)
Meaning by GLM-4-Plus (literal meaning): 在中文互联网语境下，“肾炎”通常指的是一种肾脏疾病，涉及肾脏的炎
症反应，可能导致肾功能减退。肾炎可以是急性的或慢性的，病因多样，包括感染、自身免疫疾病、药物反应等。

常见的症状包括尿液变化（如泡沫尿、血尿）、水肿、高血压、疲劳、背痛、恶心呕吐等。(In the Chinese Internet
context, “nephritis” typically refers to a kidney disease involving inflammatory reactions in the kidneys, which may lead to
reduced kidney function. Nephritis can be acute or chronic, with various causes including infections, autoimmune diseases,
drug reactions, etc. Common symptoms include changes in urine (such as foamy urine, blood in urine), edema, high blood
pressure, fatigue, back pain, nausea, and vomiting.)

(3) Cross-Type Confusion

Meme: 人干事 (Human Doing Things)
Meaning: “人干事”源自 “这是人干的事吗”的缩写，主要用来吐槽不合理或者让人无法接受的事物，多用于表达
对某视频内容的不满或出入预期的情况。(Originates from the abbreviation of “Is this something a human would do?”
It’s mainly used to criticize unreasonable or unacceptable matters, often expressing dissatisfaction with video content or
situations that deviate from expectations.)

Meaning by Qwen2.5-7B (incorrect type): “人干事”是 “人设”的谐音梗，用于讽刺那些在网上塑造的形象和实际行
为不一致的人。(A homophonic pun for “persona” in Chinese, used to mock people whose online image is inconsistent
with their actual behavior.)

Table 13: Examples of model outputs for three common error types: (1) Origin confusion, (2) Semantic shift, and
(3) Cross-type confusion.
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给出选项的编号作为答案，不要做任何
解释。
示例：
句子：这个方案真是_____，完全超出
我的想象。
选项：
(1)雪糕刺客
(2) yyds
(3)狗带
(4)实锤
(5)偷感很重
答案：2

(English translation)
Based on the given sentence, which contains
a blank, choose the most suitable Internet
meme from the five provided options accord-
ing to the context. Only provide the option
number as the answer, without any explana-
tion.
Example:
Sentence: This plan is truly _____, com-
pletely beyond my imagination.
Options:
(1) Ice Cream Assassin
(2) yyds (similar to GOAT in English)
(3) Go Die
(4) Solid Evidence
(5) Strong Sense of Stealing
Answer: 2

1053

D.2 MCQ Prompt with Meaning1054

For MCQs where the meaning of each meme op-1055

tion was provided to the LLMs, the prompt was as1056

follows (with English translation):1057

根据提供的句子，其中包含一个空白
处，请从提供的 5个选项中，根据上下
文选择最合适的网络流行梗填入。只需
给出选项的编号作为答案，不要做任何
解释。
示例：
句子：这个方案真是_____，完全超出
我的想象。
选项：
(1) 雪糕刺客。含义：“雪糕刺客”指的
是那些看似普通但价格高昂的雪糕，购
买时让人感到意外和“被刺”的疼痛感。
这个表达反映了雪糕价格上涨和意外负
担感。

1058

(2) yyds。含义：yyds是 “永远的神”的
缩写，用来称赞某人或某事物非常优
秀，值得敬仰和追随。
(3)狗带。含义：“狗带”是 “go die”的谐
音，意为去死或者死亡，通常用于幽默
或夸张的表达方式。
(4) 实锤。含义：“实锤”指的是能够证
明某事件真实发生的可靠证据，通常具
备较强的说服力。
(5) 偷感很重。含义：形容人在某些情
境下感到拘谨、畏缩，显得偷偷摸摸或
不自然。
答案：2

(English translation)
Based on the given sentence, which contains
a blank, choose the most suitable Internet
meme from the five provided options accord-
ing to the context. Only provide the option
number as the answer, without any explana-
tion.
Example:
Sentence: This plan is truly _____, com-
pletely beyond my imagination.
Options:
(1) Ice Cream Assassin. Meaning: “Ice
Cream Assassin” refers to seemingly ordi-
nary but unexpectedly expensive ice cream,
making people feel “stabbed” by the price.
This phrase reflects rising ice cream prices
and the unexpected financial burden.
(2) yyds. Meaning: “yyds” is the abbrevia-
tion for “永远的神” (Eternal God), used to
praise someone or something as excellent,
admirable, and worthy of following.
(3) Go Die. Meaning: “Go Die” is a pho-
netic translation of “狗带” (gǒu dài), mean-
ing “to die” or “go to hell,” often used hu-
morously or exaggeratedly.
(4) Solid Evidence. Meaning: “Solid Evi-
dence” refers to strong and reliable proof
that confirms an event or claim, typically
carrying strong credibility.
(5) Strong Sense of Stealing. Meaning: This
phrase describes someone feeling awkward,
timid, or unnatural in a certain situation,
appearing sneaky or out of place.
Answer: 2

1059
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