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Figure 1. Ask, Pose, Unite. We scale data acquisition for close interactions by Asking a Large Vision Language Model (LVLM) to identify
contact points between people via language descriptions of the body parts that are touching. We Pose 3D meshes in the scene with predicted
2D keypoints and Unite the meshes in 3D by constraining an optimization of the mesh parameters with the predicted contacts. Through
our APU data generation method we curate a Human Mesh Estimation dataset for close interactions.

Abstract

Social dynamics in close human interactions pose signifi-
cant challenges for Human Mesh Estimation (HME), par-
ticularly due to the complexity of physical contacts and
the scarcity of training data. Addressing these challenges,
we introduce a novel data generation method Ask, Pose,
Unite (APU) which utilizes Large Vision Language Models
(LVLMs) to annotate contact maps to guide test-time opti-
mization. APU produces paired image and pseudo-ground
truth meshes from monocular images. Our method not only
alleviates the annotation burden but also enables the as-
sembly of a comprehensive dataset specifically tailored for
close interactions in HME. Our dataset, comprising over
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6.2k human mesh pairs in contact covering diverse inter-
action types, is curated from images depicting naturalistic
person-to-person scenes. We empirically show that using
data from APU improves mesh estimation on unseen inter-
actions when training a diffusion-based contact prior. Our
work addresses longstanding challenges of data scarcity for
close interactions in HME enhancing the field’s capabilities
of handling complex interaction scenarios. See the project
page here.

1. Introduction
Understanding human behavior is fundamental for many
fields, such as socially aware robotics, patient-caregiver
interactions in healthcare, and parent-child interactions in
psychology. Central to this pursuit is the study of close in-



teractions between individuals, which are crucial for deci-
phering the complexities of human dynamics. The field of
Human Mesh Estimation (HME) has emerged as a promis-
ing approach to study these dynamics, leveraging para-
metric models to interpret intricate scenes involving mul-
tiple people. However, despite significant advancements in
multi-person HME, current methods struggle when faced
with close interactions. This is because accurately reason-
ing about contacts requires a deep understanding of their 3D
nature—how people touch and interact in three-dimensional
space. Capturing this type of training data is particularly
challenging due to the scarcity of ground truth 3D meshes,
which are essential for precise estimation and analysis. The
lack of detailed 3D data leaves gaps in the ability to model
the subtleties of human contact, resulting in less accurate
and reliable HME outcomes. Addressing this data scarcity
is crucial for advancing the field and improving the handling
of complex interaction scenarios.

Recent efforts [14, 17, 67] have successfully acquired
ground truth data for closely interacting scenes using mo-
tion capture (mocap) systems. Although effective, these
systems are costly and limit the dataset’s scope. Typically,
these datasets feature only two subjects at a time, are con-
fined to indoor lab environments, and cover a restricted set
of predefined actions. Other approaches [14, 38] have pro-
posed using weak supervision to avoid the need for mocap
by formulating contact as a matching problem between sur-
face body regions of the SMPL model [33] in the form of
binary contact matrices. While promising, this approach re-
quires manual annotation of each contact region, limiting
the scalability and integration into existing HME pipelines.

More recently, Müller et al. [38] successfully gener-
ated pseudo-ground truth meshes from manually annotated
image-contact matrix pairs from the FlickrCI3D dataset
[14], which they used to train a diffusion-based contact
prior for HME. The key insight for this approach was that
the additional data enabled the contact prior to learn more
meaningful contacts, significantly enriching the training set.
However, despite these advancements, the contact prior still
faces challenges with complex or out-of-distribution inter-
action scenarios. This problem is compounded by the high
cost of sourcing relevant images and manually annotating
people interacting with their contact matrices. This high-
lights the ongoing need for solutions that can reflect the
wide range of interactions found in in-the-wild scenes. Fur-
ther progress in HME will be facilitated by datasets that ac-
curately mirror natural interactions, capturing the full spec-
trum of human dynamics in diverse and unstructured envi-
ronments.

In this work, we introduce a novel data generation
method and dataset to increase the diversity of posed
meshes interacting closely. We develop an innovative ap-
proach Ask, Pose, Unite (APU) to automatically create

Table 1. Multi-person Human Mesh Estimation datasets. 5: ab-
sent, Xpresent, X–: has some examples. Size: images or unique
sequences. CI: close interactions.

Dataset Source Size Subjects Subjects Actions CI Contact
anns.

AGORA [39] synth. 18k all ages 5 - 15 - 5 5
BEDLAM [4] synth. 380k adults 1 - 10 - 5 5
3DPW [57] wild 60 adults � 2 - X– 5
MuPoTS-3D [36] lab & wild 20 adults 3 - X– 5
MultiHuman [70] lab 150 adults 1-3 - X– 5
ExPI[17] lab 60k adults 2 16 X 5
Harmony4D[26] controlled 21 adults 24 6 X X
FlickrCI3D [14] wild 10k all ages > 100 - X X
CHI3D [14] lab 631 adults 2 8 X X
Hi4D [67] lab 100 adults 2 22 X X
APU (Ours) lab & wild 6209 all ages > 2 > 100 X X

paired pseudo-ground truth meshes for scenes with closely
interacting individuals (see Figure 1). First, we Ask a Large
Vision Language Model (LVLMs) to produce contact maps
from an image, then we use an optimization based on 2D
keypoint reprojection to Pose the 3D meshes. Finally, we
Unite the meshes by enforcing contact between them using
the predicted contacts.

Our APU method enables the generation of detailed 3D
representations of interactions without the need for costly
and labor-intensive motion capture systems. To support
this, we curate a dataset, which features a large diversity
of natural interaction types. We collect these types from
in-the-wild images depicting people involved in close con-
tact, capturing the complexity and variability of real-world
human dynamics. By including a wide range of interaction
scenarios, our method and dataset provide a robust foun-
dation for training Human Mesh Estimation (HME) mod-
els for interacting humans. We validate the effectiveness
of our data generation method by improving a contact prior
for HME on new interactions through generating in-domain
pseudo data. We also quantify the quality of our predic-
tions on the established lab dataset Hi4D. This validation
shows that our approach not only enhances the quality of
HME models but also ensures their adaptability to diverse
interaction scenarios.

Our contributions can be summarized as follows: (1)
We propose APU a novel data generation method for
close interactions that leverages noisy automatic annota-
tions to scale data acquisition, producing pseudo-ground
truth meshes from in-the-wild images. (2) We curate a
dataset of paired images and pseudo-ground truth meshes
featuring a diverse array of close interaction types and sub-
jects. (3) We demonstrate that the data generated with APU
significantly enriches the representation space of a close
contact prior for HME, improving accuracy particularly for
less common interaction scenarios in the NTU RGB+D 120
dataset.



2. Related Work
Multi-person HME. Monocular Human Mesh Estima-
tion is an underspecified problem, particularly challenging
due to the difficulty of capturing paired 2D to 3D ground
truth, especially for multiple people. To address this chal-
lenge, various datasets have adopted alternate supervision
strategies (see Table 1). Some datasets, [4, 39] use syn-
thetic data to bypass the difficulties of capturing real-world
3D ground truth, providing a large number of images and
subjects. Others [36, 70] restrict their settings to lab en-
vironments, capturing high-quality 3D data but a trade-off
on diversity. Since the work by [5], single person HME
methods have relied on weak supervision to overcome the
scarcity of paired 2D to 3D ground truth, using body part
segmentations [24], 2D keypoints [29, 60], and priors based
on mocap data [28, 34, 41, 58]. Our work extends this
line of research by introducing a data generation method
for paired 2D to 3D pseudo-ground truth.

Multi-person HME methods often process individuals
independently, which can yield accurate predictions for iso-
lated figures but fails to correctly position them relative to
one another in world space. Recent advancements have ad-
dressed these issues by using a unified spatial framework
for entire images [31], jointly modeling scene and camera
dynamics [66], tracking people across time [16, 44, 52, 68],
harnessing all available data [6], and managing occlusions
[10, 25, 71]. In contrast, single-stage approaches [2, 23, 48–
50, 59], which predict all subjects simultaneously, have
demonstrated superior performance in terms of spatial ac-
curacy and scale consistency. Despite their effectiveness,
these methods depend heavily on extensive datasets, which
are scarce for interactions involving close proximity. Our
work aims to enrich the data available for these scenarios,
potentially enhancing the effectiveness of existing models.

Close interactions in HME. Recently, studying close
interactions in multi-person HME has become possible
largely due to the introduction of new datasets (see Table
1). Lab-based datasets such as CHI3D [14], Hi4D [67],
ExPI [17], and Harmony4D [26] provide 3D ground truth
via capture systems with multiple calibrated cameras. How-
ever, these precise annotations come at the cost of the vari-
ety of scenes that can be captured. These works make the
most of their scenes by defining a set of actions which re-
flect common or every-day interactions.

In this context, Fieraru et al. [14] expand on the inter-
action types by tackling close interactions in-the-wild via
weak supervision. In particular, they formulate proximity
as a contact problem where the objective is to minimize
the distance between surfaces in contact. [14] introduce
the FlickrCI3D dataset, a large collection of images from
the internet where pairs of people in contact are manually
annotated with contact maps, binary matrices that indicate
which body parts are in contact. This approach has also

been used to train diffused models as contact priors [38]
and has also been expanded to include self-contact [37] and
scene contact [3, 19, 22] scenarios. More recently, [12] ex-
plore contact between people via conditional motion gener-
ation. Despite the effectiveness of contact maps in lifting
2D information onto a 3D representation space, they are
costly to annotate. By leveraging LVLMs, our work intro-
duces an automatic method for predicting contact maps di-
rectly from 2D images. Our approach can also use LVLMs
to extract other relevant contextual information such as the
type of interaction or descriptions of the scene. This au-
tomated approach reduces the annotation burden, scales up
data acquisition, and enriches a model’s training data with
examples from a new or target distribution.

Learning from contact maps to model interactions has
been explored more extensively in the context of human-
object interactions, either by predicting contact maps di-
rectly from images [9, 56] or by inferring object affordances
from mesh estimates [11]. Concurrent to this work, [47] has
very recently proposed a method to produce contact maps
from LVLMs, but their approach is limited to the existing
scope of close interaction datasets. In contrast, our method
and generated dataset explicitly address the problem of data
diversity by using LVLMs as part of a scalable data genera-
tion technique that improves HME on novel interactions.

Beyond human-object interactions, the focus has shifted
towards understanding how individuals interact with their
environments, such as improving motion realism through
accurate ground-plane contact [46, 56, 65]. Some works
combat data scarcity through the use of synthetic data
[20, 35], pre-scanned scenes [45], and by leveraging expert
models in object detection and mesh reconstruction [69].
Similarly, person-to-person interaction studies have also fo-
cused on predicting contact maps from images [8, 15], but
they do not handle out-of-distribution or complex inter-
actions well. In response, Müller et al. [38] propose a
diffusion-based contact prior trained with pseudo-ground
truth 3D meshes created by constraining the optimization
with manually annotated contact maps. Our work builds on
this line of research by proposing a method to make a con-
tact prior more robust to new interactions.

LVLMs for 3D understanding. There is a growing line
of research that employs LVLM’s to obtain representations
better aligned with real-world scenarios. Some works focus
on 3D reasoning, utilizing LVLMs for the assessment of 3D
reconstructions [61], motion generation [42], and enhanc-
ing the diversity of representation spaces [18, 62]. Others
explore human-object contacts [27, 63], and directly rea-
soning about pose [13, 54]. Our work contributes to this
line of research by employing LVLMs as weak annotators
to scale data generation and improve the modeling of close
human interactions in 3D.
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Figure 2. Overview of our data generation method. From any set of images we obtain pairs of people in contact and their pseudo-ground
truth meshes. For candidate pairs of people in contact we query an LVLM for their contact maps, then denoise the laterality of the contact
maps via predicted 2D keypoint chirality and confidence-based soft contact maps. We use the contacts to constrain the optimization of the
mesh parameters and automatically filter out failure cases to produce a set of image and correctly reconstructed mesh pairs.

3. Ask Pose Unite
3.1. Data generation method
Problem formulation. We aim to curate images depicting
pairs of people closely interacting with well-reconstructed
pseudo-ground truth meshes from any set of in-the-wild im-
ages. To achieve this, we propose a data generation method
(Figure 2 outlines the main steps of our approach). Specifi-
cally, our goal is to locate pairs of closely interacting people
within any set of images and produce mesh estimates for
each pair. Since we only rely on weak supervision in the
form of predicted contact maps, 2D keypoints, and inter-
action labels, we also aim to automatically select the well-
reconstructed meshes.

In the context of a single image capturing a scene of
close interactions between individuals, our objective is to fit
a SMPL-X [41] parametric 3D human mesh model for each
individual p to recover their pose ✓p 2 R21⇥3 and shape
�p 2 R10 parameters. We position each mesh in world co-
ordinates by also estimating the root translation �p 2 R3

and global body rotation �p 2 R3. Following previous
work [39, 50], we support the prediction of multiple ages
including children with the SMPL-XA model which adds
an interpolation parameter �p between the shape space of
SMPL-X and SMIL [21]. In practice �p is concatenated to
the shape parameters such that �p 2 R11.

Given an unannotated image I of two people closely
interacting we aim to recover their meshes Ma and
M b by following an optimization of the parameters
{✓p,�p, �p,�p,�p}p=a,b under the constraint of a contact
map C. Where C 2 {0, 1}R⇥R is defined as a guidance
of which body surface regions are in contact. In particular,
Ci,j = 1 indicates that region ri of Ma is in contact with
region rj of M b.

Candidate proposal. For a set of images we obtain 2D
keypoints and initial mesh predictions from off-the shelf es-
timators. We propose as candidates all pairs of people with
k valid keypoints within a distance d of each other and with
mesh predictions aligned with the keypoints.

LVLM contact map querying. We employ a LVLM
to automatically generate C. The inherent challenge of us-
ing LVLMs for this task lies in their low performance when
grounding complex spatial relationships depicted in 2D im-
ages [55]. Naively querying the LVLM often results in hal-
lucinated or missing contacts leading to degenerate mesh
predictions. We tackle this limitation by in-context prompt-
ing and denoising the contact maps (explained in the fol-
lowing section).

To query the LVLM for pairs of body parts that are
touching in I we first regroup the 75 body regions intro-
duced in [14] into coarser semantically meaningful sets.
These sets correspond to the body parts: hand, arm, leg,
thigh, chest, stomach, back, neck, face, head, foot, shoul-
der, elbow, knee, forearm, upper arm, and waist. In practice
we re-map a body part Bi to a list of corresponding body
regions such that Bi = {r1, r2, ..., rn}. When available,
we ground the LVLM by incorporating a low-cost soft la-
bel A, which indicates the type of interaction depicted in
the image. A is a fundamental element of existing close in-
teraction datasets and serves in this setting as a contextual
prior.

Contact map denoising. We observe that even with con-
textual clues, LVLMs are unreliable when predicting the lat-
erality of the body parts. We hypothesize that this problem
arises from the model needing to reconcile two conflicting
frames of reference: the visual perspective of the image and
the anatomical orientation of the human body. For instance,
a person’s right hand may appear on the left side of an im-



Figure 3. Examples of mesh pairs and images from our APU dataset obtained with our data generation method. Note that even with
imperfect 3D meshes from the weak-supervision, our method can be used on a wide variety of subjects, ages, interactions, and settings.

age. To correct these mistakes, we exploit the commonali-
ties between estimated 2D pose keypoints and surface body
regions. In particular, 2D keypoint estimation methods have
been trained on larger sets of manual annotations that ex-
plicitly address the conflicting frames of reference.

Given two predicted body parts in contact with their
body sides (either left, right, or both) Bi,side and Bj,side, we
use the normalized distance between the set of correspond-
ing 2D keypoints for each body part to determine the chiral-
ity. Due to the difference in appearance between same-side
and opposite-side contacts, we only compare the combina-
tions that match the description. For example, if the predic-
tion is Bi,left and Bj,right, we evaluate two possible combi-
nations: (Bi,left, Bj,right) and (Bi,right, Bj,left). We then
select the combination with the closest normalized distance
between the corresponding 2D keypoints.

Constrained optimization. Following prior work [5,
38], we obtain pseudo-ground truth meshes Ma and M b

for a pair of people in contact using a two-stage optimiza-
tion which takes as input estimated 2D keypoints, an ini-
tial estimate of the parameters {✓̃p, �̃p, �̃p}p=a,b, and C.
In the first stage we optimize {✓p,�p, �p}p=a,b given a
contact loss LC and other priors as guidance. We pro-
pose a soft version of the contact loss from [38] to ac-
count for the uncertainty in the predicted contacts. LC =P

i,j WijCij min
v2ri,u2rj

kv � uk2, where u and v are ver-

tices, and Wij = is the normalized keypoint distance from
the denoising step scaled by the LVLM’s contact confi-
dence.

As additional guidance for the optimization we use a
pose prior based on a Gaussian Mixture Model LGMM

[5], an L2 shape prior L� that penalizes deviation from the
SMPL-X mean shape, L✓̄ an L2 loss that penalizes devia-
tion from the initial pose ✓̃p, and a 2D keypoint reprojection

loss LJ . In the second stage we fix �p and add LP to resolve
interpenetration between meshes [38].

The complete loss for the constrained optimization with
values that re-weigh each term is: Loptim = �JLJ +
�CLC + �GMMLGMM + ��L� + �PLP + �✓̄L✓̄

Automatic filtering. As a last step we implement a fil-
tering strategy to remove incorrect mesh products from the
optimization by thresholding the 2D keypoint reprojection
loss of Ma and M b. We keep all instances with error less
than 20 for both subjects.

Implementation details. We use GPT-4V [1] from
2024-04-09 as the LVLM and ViTPose [64] as the keypoint
estimator. For the constrained optimization with the gen-
erated contact maps we include Openpose [7] as an addi-
tional keypoint estimator. We set �C = 1.0,�J = 0.02 for
both stages and follow [38] for all other hyperparameters.
The optimization was processed on an internal Slurm Linux
cluster with Nvidia A600, A100, and L40 GPUs. Due to
mismatches between the assigned person identity between
the LVLM and initial mesh predictions, for guidance during
training we consider the minimum of LC for both configu-
rations of people.

3.2. Diverse data with APU
We use our data generation method, APU, to compile a
dataset with diverse person-to-person interactions. We build
on a key insight from prior works [14, 38]: using 2D im-
ages with weak labels to target interaction diversity in 3D
meshes. We have gathered more than 6,000 meshes paired
with images, contact annotations, and natural language de-
scriptions of the interactions from both laboratory and in-
the-wild scenes, encompassing a variety of ages, subjects,
and interactions (see Table 1). Figure 3 shows examples of
the images and mesh pairs obtained with our method from



Table 2. Results on close interaction NTU RGB+D 120 test set. PA-MPJPE: Joint two-person Procrustes aligned MPJPE. Auto CM:
contact maps generated by our method. Best values in bold.

Method Mean Pat on
back Handshake Knock

over
Grab
stuff

Step on
foot High-five Whisper Support

BEV 111.9 93.5 117.8 113.0 109.0 107.7 108.8 129.9 115.7
Ours (Auto CM) 100.8 100.3 100.6 96.2 94.8 95.2 103.4 106.2 109.5
BUDDI [38] 98.7 89.7 112.7 89.3 96.8 100.4 105.6 96.5 98.6
Ours (Contact prior) 92.5 86.7 101.2 87.8 89.7 90.9 94.1 94.6 94.8

2D images.
To address the skewed distribution of interaction types

in existing datasets, we curated the APU dataset from two
primary sources of images: those with and without action
classes. Below we detail each data source and its attributes.

TV Interactions [40]. This dataset was collected from
300 video clips from 20 TV shows, containing 4 interac-
tions: handshakes, hugs, high fives, and kisses, and clips
without or with other interactions.

Human Interaction Images [53]. This dataset comprises
images of facial expressions of people interacting. We se-
lected 7 uncrowded action types: boxing-punching, hand-
shaking, high-five, hugging, kicking, kissing, and talking.

Relative Human [50]. This dataset focuses on multi-
person scenes with people of all ages including young chil-
dren.

NTU RGB+D 120 train [32]. A dataset for human action
recognition with 3D joint annotations from Kinect sensors.
We selected 11 of the 26 two-person interaction classes that
involve close interactions and contact: punch/slap, kicking,
pat on back, hugging, handshake, knock over, grab stuff,
step on foot, high-five, whisper in ear, and support some-
body. Then, we randomly selected a subset of 3000 images
from frames where the subjects are in contact, determined
by the 2D keypoints and 3D joint distance between people.

3.3. Dataset interaction type analysis
We hypothesize that existing datasets that feature closely
interacting humans often suffer from a lack of diversity and
imbalance in their interaction types. We perform an analysis
of the interactions in HME close interaction datasets using
the representation space of CLIP [43] text embeddings as a
proxy for analyzing the variety of interaction types across
all datasets. For each dataset, including our APU dataset,
we curate a list of all unique interaction types as well as
their respective frequencies. Then, we extract the CLIP text
embeddings for all unique interaction types and visualize
the principal components after PCA. Because FlickrCI3D
lacks explicit classes we obtain per image descriptions with
the BLIP-2 [30] captioning model and group similar actions
by pattern matching on the action phrases. For APU we use
the interaction predicted by the LVLM.

Datasets
CHI3D
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FlickrCI3D
ExPI
APU (Ours)

PCA Component 1
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Figure 4. Distribution of interaction types. First two principal
components of CLIP text embeddings on interaction names and
grouped descriptions for existing datasets—CHI3D, Hi4D, Flick-
rCI3D, and ExPi— and our dataset. Size of points indicate quan-
tity of examples. Our APU dataset contributes a wide range of
interactions compared to existing datasets, increasing the diversity
of both examples and types of interactions captured.

Figure 4 shows our method’s ability to increase data
collection on interaction types that are typically under-
represented in prior datasets. Our APU dataset extends
beyond the clusters formed by the other datasets, indicat-
ing that it includes novel interaction classes. We highlight
some example interactions where the increase in diversity
or points are noteworthy, such as ”assisting”, ”rowing”,
”arm-in-arm”, among others. This straightforward experi-
ment confirms our hypothesis that both our data generation
method and dataset are viable solutions for responding to
the data scarcity problem in close interactions for HME.

4. Experiments: Using APU to improve estima-
tion for novel interactions

Our data generation method and dataset offer the key ad-
vantage of introducing a broader variety of interaction sce-
narios to enhance training for downstream HME models.
However, evaluating data scarcity for out-of-domain inter-
actions poses a challenge due to the limited availability of
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Figure 5. Examples of posed meshes on the close interactions
NTU+RGBD 120 test set with BUDDI, Ours Auto CM, and Ours
contact prior. Note the improved contact with our contact maps
(Auto CM) and trained prior. Top row pat on back. Middle row
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datasets with 3D ground truth that are not already employed
by existing HME methods. To assess the impact of our ap-
proach, we repurpose NTU RGB+D 120—a general action
recognition dataset. We show how training with our data
improves the performance of a state-of-the-art contact in-
teraction prior, BUDDI [38].

4.1. Implementation details

Contact prior model description. The contact prior
BUDDI [38] is a diffusion model conditioned on initial
mesh estimates. During training the diffusion model grad-
ually noises data samples to a point of randomness and
then learns to reverse this process by denoising samples
step-by-step until reaching a coherent structure. In par-
ticular, at each time step the noise level t is uniformly
sampled with ✏t ⇠ N (0, I) to obtain from a ground-truth
sample x0 the noisy sample xt =

p
�0
tx0 +

p
1� �0

t✏t
with �0

t =
Qt

i=1(1 � �t). BUDDI is trained to min-
imize Ex0⇠pdataEt⇠U{0,T},xt⇠q(·|x0)||BUDDI(xt; t,?) �
x0||. Specifically, an input sample x0 corresponds to the
input SMPL-XA parameters �p, ✓p,�p, �p for each person
p. The loss to train the contact prior is Lprior = �✓L✓ +
��L� + ��L� + �v2vLv2v , where all terms are L2 losses
w.r.t the parameters and Lv2v is a squared L2 loss on the
vertices.

Inference with the contact prior. At test time, we per-
form a two-stage optimization process to obtain the mesh
estimates Ma and M b for the pair of people in an image
similarly to section 3.1. However, we replace the contact
map guidance with the trained contact prior. At each iter-
ation we diffuse and denoise the current estimate x0 with
a noise level at t = 10. The denoised estimate x̂0 regu-
larizes the current estimate x0 with an L2 loss Ldiffusion =
||x̂0 � x0||. In practice, the decoded parameters are pe-
nalized directly by Ldiffusion = ��̂||�̂0 � �̃|| + �✓̂||✓̂0 �
✓̃||+ ��̂ ||�̂0 � �̃||+ ��̂ ||�̂0 � �̃||. The contact prior offers
enough guidance that the GMM pose prior is not needed.
Thus, the complete loss function for the optimization is
Loptim = �JLJ + �✓̃L✓̃ + �PLP + Ldiffusion. Where L✓̃ is
a prior to encourage the solution to be close to the denoised
initialization.

Data preparation. NTU RGB+D 120 contains 120 ac-
tions of which 11 involve 2 people and contact. For every
sequence in the dataset’s original test set we label the con-
tact frames with a combination of the distance between the
annotated 3D joints, 2D keypoints from an off-the shelf esti-
mator, and manual frame-level annotation. Then, we ensure
the quality of the 3D joints both visually and by calculating
the error between the 2D keypoints and reprojected joints.
The final test set comprises 309 frames across 8 classes with
a mean of 38.6 (SD: 16.3) frames per class. We follow the
data preparation of [38] and train the contact prior on the
ground truth meshes of Hi4D and CHI3D, FlickrFits [38]
(the pseudo-ground truth derived from FlickrCI3D), and our
APU dataset. We train for 3k epochs on a batch composed
of 40% for FlickrFits and 20% for the remaining datasets.
We set the same hyperparameters as [38] for training and
inference with the contact prior and use an internal Slurm
Linux cluster with Nvidia A6000, A100, and L40 GPUs.

Baselines and metrics. To validate the effect of train-
ing the contact prior with our APU dataset, we compare the
performance to several methods: BEV [50], a multi-human
HME method that produces the initial mesh estimates input
to the optimization; BUDDI [38], the state-of-the-art HME
method for close interactions (the contact prior trained with-
out our dataset); and a baseline that uses contact matri-
ces automatically generated from our method using the soft
action labels (Auto CM). We evaluate errors between the
predicted and ground-truth 3D joints using Mean Per Joint
Position Error after aligning both people jointly with Pro-
crustes Alignment (PA-MPJPE).

4.2. Results
Table 2 shows the results for the close interaction categories
of the NTU RGB+D 120 test set. The automatic contact
map baseline (Auto CM) improves on most classes over the
initial meshes from BEV. The contact prior benefits from
the in-domain training data, performing better than BUDDI



Table 3. Quality of zero-shot mesh generation on the Hi4D test. PA-MPJPE: Joint two-person Procrustes aligned MPJPE. Auto CM:
contact maps generated by our method. Best values in bold. * no use of groundtruth meshes from dataset for training. ** no automatic
filtering. BUDDI trained on Hi4D is also shown for reference.

Method Mean Backhug Basketball Cheers Dance Fight Highfive Hug Kiss Pose Sidehug Talk

BUDDI 95.6 95.3 94.1 110.4 96.4 109.9 64.7 120.3 82.2 103.3 94.9 79.6
BEV 138.3 219.8 104.3 90.6 153.8 145.1 109.6 112.2 155.1 167.0 150.5 113.6
Optimization 125.7 155.2 95.5 79.8 148.7 137.1 72.9 154.6 145.1 151.7 136.9 105.0
Heuristic 119.6 136.8 98.5 109.7 135.5 105.4 67.5 157.7 152.0 123.1 125.4 103.5
BUDDI* 111.5 153.3 99.0 103.4 106.3 112.7 58.9 147.9 129.7 118.3 108.2 88.9
Ours (Auto CM)** 106.8 160.2 72.0 101.0 121.4 115.8 52.2 118.5 92.4 128.5 107.1 105.9
Ours (Auto CM) 100.2 158.5 72.0 93.9 104.8 113.3 52.2 116.4 91.8 87.4 100.1 112.1

Top view

Top view

Top view

Figure 6. Example renderings of our method from the user study.

on all classes, and showing significant improvements on un-
common interactions such as step on foot, grab stuff, and
support. Common actions, such as handshake and high-five,
also benefit from a larger diversity of training examples.

Figure 5 shows examples of posed meshes from the close
interactions subset of the NTU RGB+D 120 test set. Train-
ing the contact prior with in-domain data generated from
APU improves the alignment of contact maps with image
evidence, ensuring more accurate contact between interact-
ing individuals.

Measuring interaction diversity beyond lab settings.
One of the key strengths of our method is its applicabil-
ity to in-the-wild images. To evaluate its effectiveness, we
conduct a user study assessing the quality of meshes gen-
erated through our constrained optimization process using
predicted contact maps. We compile a set of 90 images from
Pexels across 30 diverse interaction categories, reflecting
real-life scenarios such as couples yoga, judo, ice skating,
and wedding dances. To further challenge our method, we
include interactions involving individuals of varying sizes,

such as being carried on shoulders and children playing.
Figure 6 shows sample reconstructions from our method.

We recruit 30 participants which select the best recon-
struction from BEV, BUDDI and our method following
strict guidelines on realness and correct contact. Each user
is shown 35 images of which 10 are shared among users, for
ensuring evaluator agreement of at least 75%. Our method
is the most preferred with a mean of 45.5% (SD 3.2%),
while BUDDI and BEV have 34.1% (SD 5.8%) and 20.3%
(SD 3.5%), respectively.

4.3. Quantitative comparison of zero-shot methods.
Additionally, we evaluate the quality of the generated
meshes on the test set of Hi4D (on camera 4), a challeng-
ing lab-based dataset. We compare against other methods
not trained with groundtruth meshes from Hi4D: BEV and
BUDDI* (retrained with the source code). We also show
results of the optimization without contact maps and our
method without automatic filtering. Table 3 shows how
overall our method is capable of predicting meshes in a new
domain, improving on both the initial estimates (BEV) and
optimization without contact maps, even without automatic
filtering. Note the improvements on challenging actions like
basketball (23 points) and dance (1.5 points). APU also
shows improvements on every day actions like kiss (37.9
points) and pose (30.4 points).

5. Conclusion
In this paper, we address a key challenge in HME: data
scarcity for new domains. We introduce APU a novel data
generation method for close interactions, leveraging auto-
matic annotations to produce pseudo-ground truth meshes
from in-the-wild images. We curated the APU dataset,
which consists of paired images and pseudo-ground truth
meshes, covering a wide range of close interaction types.
We demonstrate that our data can be used to improve
HME methods for close interactions, particularly for inter-
action scenarios that are out-of-distribution from existing
lab-based datasets.
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