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ABSTRACT

Contrastive Language-Image Pre-training (CLIP) has been a celebrated method
for training vision encoders to generate image/text representations facilitating var-
ious applications. Recently, CLIP has been widely adopted as the vision backbone
of multimodal large language models (MLLMs) to connect image inputs for lan-
guage interactions. The success of CLIP as a vision-language foundation model
relies on aligning web-crawled noisy text annotations at image levels. Never-
theless, such criteria may become insufficient for downstream tasks in need of
fine-grained vision representations, especially when region-level understanding is
demanding for MLLMSs. In this paper, we improve the localization capability of
CLIP with several advances. We propose a pre-training method called Contrastive
Localized Language-Image Pre-training (CLOC) by complementing CLIP with
region-text contrastive loss and modules. We formulate a new concept, prompt-
able embeddings, of which the encoder produces image embeddings easy to trans-
form into region representations given spatial hints. To support large-scale pre-
training, we design a visually-enriched and spatially-localized captioning frame-
work to effectively generate region-text pseudo-labels at scale. By scaling up to
billions of annotated images, CLOC enables high-quality regional embeddings for
image region recognition and retrieval tasks, and can be a drop-in replacement of
CLIP to enhance MLLMs, especially on referring and grounding tasks.

1 INTRODUCTION

Large-scale vision-language (VL) pre-training has been an important foundation for the re-
cent tremendous growth of multimodal applications. Contrastive Language-Image Pre-training
(CLIP) (Radford et al.l 2021} Jia et al., 2021) has become a great success of VL representation
learning that connects images and text by contrastive training on web-crawled image-text pairs. It
has been proven strong transferability and generalizability on extensive downstream tasks such as
zero-shot image classification and image-text retrieval. Even beyond, CLIP has become arguably the
default choice of vision backbone for multimodal large language models (MLLMs) (Liu et al., 2023
Achiam et al., 2023} [McKinzie et al.| 2024) due to its superior prior knowledge in aligning vision
and language (Tong et al., [2024]), facilitating vision inputs to be injected into language models.

As VL research gets increasing attention and expedites progress, various more advanced multimodal
tasks are demanding stronger vision capabilities. For instance, recent MLLMs (Rasheed et al.,2024;
Ren et al.|, [2024; Lai et al., [2023} (Chen et al., [2023;; |Peng et al., 2023) have been focusing on more
fine-grained understanding tasks that require comprehension of the semantic at region levels such
as visual question answering (VQA) with referring and grounding instructions. These MLLMs are
fine-tuned on referring and grounding data with CLIP as the vision backbone, as seen in works like
Kosmos-2 (Peng et al.| [2023) and Ferret (You et al.l 2023} [Zhang et al., [2024). Due to the need
for such region-level understanding, CLIP, which aligns entire images with text captions, seems
insufficient, as its regular image-text contrastive loss primarily emphasizes global semantics.

To remedy such core localization capability for CLIP, we ask a challenging and fundamental ques-
tion: without sacrificing CLIP’s original strong image-level knowledge, can we pre-train a stronger
image encoder with enhanced localization capability that can be inherently integrated into MLLMs?

To this end, we explore a data-driven approach that complements the original CLIP image-text
pre-training objective with explicit region-text supervision. Though conceptually simple, several
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Figure 1: Overview of our CLOC pre-training framework. (1) A visually-enriched and spatially-localized
captioning pipeline generates pseudo-labeled bounding boxes with detailed descriptions for key image regions.
(2) A lightweight Prompter attached on top of the CLIP image encoder can be prompted to transform the
image embedding into the region-focused feature. All parameters are trained end-to-end from scratch with our
contrastive localized language-image loss on the annotated region-text datasets. After pre-training, (3a) region
features can be generated via the Prompter for region-text tasks like object classification in a training-free
fashion. (3b) The image encoder, along with the optional Prompter, can also strengthen MLLMs fine-tuning
by enhancing their fine-grained image understanding capabilities.

challenges exist. First, it lacks public datasets with region-text annotations at scales large enough
for CLIP training, which typically requires hundreds of millions even billions of images. Existing
region-text corpus like Visual Genome 2017) contains about 108K images, and the
largest noisy-labeled grounded dataset GRIT 2023)) features only around 20M images.
Indeed, such deficiency of labeled datasets has probably limited the literature to mainly consider
semi-supervised or weakly-supervised approaches as somewhat a compromise (Naeem et al., 2023}
Yao et al.|[2022; 20234).

Second, a plausible solution is to scale up training data in pursuit of image regions pseudo-labeled
with text annotations via some open-vocabulary detectors (Minderer et al.| 2024} [Zhang et al.,[2022).
Though it seems feasible, we found it non-trivial to design such a pipeline as the annotations are
noisy and will greatly affect the final model performance. Third, even if the region-text datasets
are given, it is under-explored how to effectively train on them in terms of co-designs of training
objectives, model architecture, and more design details.

To this end, we propose a new pre-training framework illustrated in named Contrastive
Localized Language-Image Pre-Training (CLOC), to improve CLIP with better localization capa-
bility, especially for MLLMs, by overcoming the above difficulties. Our main contributions are:

* We propose a new learning goal, Promptable Embeddings, that a strong vision encoder should
produce image embeddings that can be easily transformed into region representations, given some
spatial hints (e.g., box referring or text prompts). This formulation not only facilitates the encoder
as a prior of fine-grained VL alignment, but also enables new possibilities for the interactions
between the image encoder and the language decoder.

* To optimize towards the goal, we design simple and minimal modifications on top of CLIP. We
augment the original CLIP loss with a region-text contrastive loss, where the region embeddings
are extracted from the image embedding by a lightweight extractor module conditioned on the
spatial hints (i.e., prompts).

* We design a large-scale pseudo-labeling data engine to support CLOC training. We properly
combine visual-enriched image captioners and open-vocabulary detectors for an effective recipe
that improves previous practice of region annotations (Minderer et al, 2024} [Peng et al., 2023).
This approach yields a two-billion image-text dataset with fine-grained region-text annotations,
which serves as the foundation for training our CLOC model.

» Through extensive experiments across 31 evaluation tasks, including standard image-text tasks,
newly constructed region-text tasks, and downstream evaluations with MLLMs, we demonstrate
that CLOC significantly and consistently outperforms the CLIP counterpart.

* We are working on releasing our pre-trained checkpoints and the constructed region-text annota-
tions along with the final version to accelerate future research within the community.
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2 RELATED WORK

Improving localization of CLIP. Since CLIP was introduced, many follow-up works have been pro-
posed to improve it from various aspects, for different target tasks, and with different approaches.
From the aspect relevant to our work, improving the localization capability, most works specifically
focus on the downstream dense vision tasks such as open-vocabulary detection (Minderer et al.,
2024; |Yao et al.} [2022; [Wu et al., 2023). Another less and arguably more challenging thread is
to maintain the generalizability of CLIP on image-level tasks while improving localization. Recent
works like SILC (Naeem et al.,[2023)) and SPARC (Bica et al.}[2024) combine localization-enhancing
unsupervised objectives with the CLIP loss, but do not attempt with supervision on large-scale ex-
plicit pseudo-labeled data like ours. Alpha-CLIP (Sun et al., 2024)) shows that the SAM segmenta-
tion model (Kirillov et al.,[2023) can provide useful conditions for CLIP.

Vision encoder pre-training for MLLMs. Building upon the success of large language models
(LLMs), a popular approach to MLLMs like LLaVA (Liu et al, |2023), typically connects a vision
encoder (e.g., ViT (Dosovitskiy et al., 2021)) to digest visual inputs and maps them to the LLM
decoder input space as token embeddings. Among various types of vision encoders (Oquab et al.,
2023 He et al.,|2022)), CLIP (Radford et al., 2021} Jia et al.,|2021)) becomes the most popular choice,
due to its superior performance on MLLM benchmarks reported by recent studies (Tong et al.,[2024)).

Synthetic annotations for pre-training. Large-scale training data are the fuel of pre-training, es-
pecially for CLIP. The literature has been exploring scalable ways to generate high-quality synthetic
annotations. For instance, several works demonstrate that visually-enriched image captions improve
CLIP (Lai et al., 2024). MOFI (Wu et al.| [2024) constructs a large alt-text set and augments CLIP
with a multi-classification task. However, these works only consider image-level annotations but not
explicit region-level labels. In the context of dense vision tasks like open-vocabulary detection and
segmentation, pseudo-labeling in a self-training paradigm has proven an effective approach (Kirillov
et al., [2023; Minderer et al., 2024). We are inspired by these efforts and build on them to enhance
CLIP’s localization capabilities.

3 CLOC: CONTRASTIVE LOCALIZED LANGUAGE-IMAGE PRE-TRAINING

3.1 PRELIMINARY: FROM IMAGE-TEXT TO REGION-TEXT ALIGNMENT

Contrastive Language-Image Pre-training (CLIP) (Radford et al., 2021)) trains a pair of image and
text encoders (denoted as f; and fp, respectively) by contrastively aligning the image and text
embeddings. Let a mini-batch of N image-text pairs {(z;, y;)} Y, be sampled from the large-scale
training set during each training iteration. The contrastive loss is defined as follows:

log exp 51m(f1(33;) fT(yz))/T)
Z 1 exp (sim(fr(x;), fr(y;))/7)

where sim(-,-) is the similarity measurement functlon and 7 is a (learnable) logit temperature. The
CLIP loss Lcpip averages the symmetrical contrastive loss in which cross-entropy normalized along
image-to-text and text-to-image axes, respectively.

Leuw = (Lisr+ Lrs1)/2. Lior = , (D)

Conceptually, the CLIP loss aligns images with their associated text, but it overlooks regional in-
formation and spatial semantics. We propose augmenting this with region-text alignment on top
of Lcpp. Specifically, assume an image-text pair (z,y) can be decomposed into image regions
M, ... 2™ and there exist fine-grained captions '™ that describe the corresponding image
regions (™). Thus, the original input (2, y) becomes { (), /(M) ... (™) 4'(™))} for region-
text considerations, and (x, y) is a special case when the “region” itself is the whole image. Based
on this, we identify several research questions and will answer them in the following sections:

1. Considering the goal is to train an image encoder f; with enhanced localization capability, how
should we formulate a region-text alignment goal that improves f;? We propose a novel learning
task called promptable embeddings in Section 3.2}

2. How to properly extract region embedding from f; () as an effective joint design? We propose
a lightweight promptable region extractor in Section [3.3]

3. How to generate meaningful image regions with high-quality captions? Furthermore, in many
cases, the ideal region caption y'(") may not exist in the image-level caption, i.e., y'("™) might
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Figure 2: CLOC promptable embedding architecture. CLOC builds upon the image embedding from
CLIP (before pooling and projection) and transforms it into a region-aware vision embedding given an encoded
prompt; e.g., positional encodings of box coordinates or regional caption encoded by the CLIP text encoder.

not be a substring of the original y. We design an effective and scalable data engine as a visually-
enriched and spatially-localized labeler to generate high-quality region-text pairs in Section @}

4. With the above considerations, we discuss how to train the model with minimal conflicts towards
a drop-in replacement of the CLIP model in Section [3.4]

3.2 PROMPTABLE EMBEDDINGS

To optimize CLIP with better feature localization and eventually learn an enhanced CLIP vision
encoder f; for various VL downstream tasks, we argue that it will require at least two capabili-
ties. (z) First, the encoder should recognize fine-grained small objects (e.g., this image crop is an
“airplane wheel”). (¢¢) Second, the image embedding produced by the encoder provides a holistic
understanding such that an MLLM can reason more advanced spatial hierarchy relationships within
the scene (e.g., “The plane is lowering its front landing gear.”). As discussed in Section [2] many
previous works improve CLIP toward object detection tasks thus mainly focusing on (¢) only; e.g.,
RegionCLIP (Zhong et al.| [2022) that crops out image regions and uses them as additional input
images to re-train the CLIP encoders for recognizing objects. However, to support comprehensive
VL tasks, (7) is necessary but insufficient without (i7).

To achieve this, we introduce a new concept, promptable embedding. We consider a scenario similar
to MLLM use cases, where answers are generated using CLIP image tokens alongside a question.
We hypothesize that a strong encoder for MLLMs should produce an image embedding that can
easily be transformed into region representations, given location cues.

We re-formulate the CLIP loss based on image-text pairs (x,y) into a localized language-image
contrastive loss for region-text alignment based on triplets of ({l},x, y), where [ is a location rep-
resentation such as a bounding box, and possibly there are several boxes as a set {I} per image. To
make it compatible with CLIP training, we construct a promptable embedding transform module, or
in short, region prompter z = Prompter(l, f;(x)), that extracts the region embedding specified
by I from the image embedding f;(x). This formulation is inspired by the success of the segmenta-
tion model SAM (Kirillov et al.,|2023)) that predicts the segmentation masks conditioned on location
prompt (e.g., a box), while CLOC predicts a region embedding conditioned on [ instead.

To this end, we decompose the location-image-text triplets as localized region-text pairs. Let 2™ =

i
prompter(l{™, f;(z;)) and y{™ is the caption of the region specified by 1™, 1™ ¢ R% is the
m-th box of image 7 represented as two coordinates (i.e., top-left and bottom-right corners). We then
formulate a symmetric region-text contrastive loss similar to

| X exp(sim(zgm)vfT(yz(m)»/T)
Lro1 = —m Z: Z IOg N , (m) (m’)
i=1 l£m)~{li} Z]:l Zl;m)N{lj} exp Slm(zz 7fT(y] ))/T

@

where M is the number of regions lz(m) sampled per image. We set M = 4 by default. We will
discuss implementing the Prompter in Section and generating lgm) with y(m) in Section

)
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L1_, i is the symmetric contrastive loss normalized along text-to-region axis, just like in[Equation 1]
We define £CLOC = (AcR—>T + ET—>R)/2-

As the Prompter is a simple transformer encoder, it allows flexible types of prompts besides
bounding boxes we have used, such as points, free-form referring, text, and etc. We further consider
the case where the prompt is free-form text, and leave others for future study. We add a grounding
loss that extracts a region feature from the image (e.g., a picture of the bedroom) given its regional
caption (e.g., “a large TV”), and predicts the bounding box with an MLP regression head, i.e.,

N
1 m m
Egrounding = m ; ( )z: ng ) - BOXHead(Z(yz( )))H?? (3)
— Li'm N{ll}

where z(y) := Prompter(fr(y), fr(x)) is the grounded embedding conditioned on the text (en-
coded by the CLIP text encoder). The overall loss is

L= L:CLIP + )\(CCLOC + »Cgrounding); 4)

where A is a weighting scalar. In experiments, we set A to be the ratio of images in the mini-batch
that contain region labels without extra tuning. All the learnable parameters are trained end-to-end.

3.3 CLOC MODEL ARCHITECTURE

We implement the promptable embedding introduced in Section [3.2] with minimal extra modules on
top of the original CLIP image and text encoders. As illustrated in[Figure 2] the original CLIP model
remains the same for computing Lcyip. For computing Lcroc/Lerounding, the image embedding is re-
used from the CLIP ViT but before the pooled projection and normalization f7. To extract the region
embedding z = Prompter(l, fj(x)) from the image, we consider the location representation
l as two coordinates (top-left and bottom-right corners of a box), each vectorized by positional
encoding. The Prompter is a simple and lightweight one-layer transformer encoder. It takes the
positional encodings prepended with the sequence of image tokens from ViT together as the input,
and outputs the region embedding with a pooled projection layer. For the grounding loss, we re-
use the same CLIP text encoder for encoding the region captions z = Prompter(fr(y), f1(x))
to predict the bounding boxes with a two-layer MLP head. Overall, CLOC only adds additional
learnable parameters of the lightweight Prompter. Note, that the main overheads in a single
forward are from encoding the image via the ViT — CLOC reuses it for multiple prompts.

3.4 DISCUSSIONS ON DESIGN CHOICES AND EXTENSIONS

We provide discussions here on the rationale behind our design choices and some minor extensions.

Extracting region embedding with visual prompts. To train our model with L¢roc in[Equation 4]
it requires extracting region embeddings from the image features given the bounding boxes. A
perhaps straightforward alternative could be Region-of-Interest (Rol) pooling/alignment (He et al.|
2017) from the spatial image feature of ViT before pooling. Rol operations are popular, especially
in the object detection literatureﬂ However, as will be evidenced by worse performance in Section
[l we found it suboptimal for CLOC pre-training here for several reasons. First, unlike object
detection datasets that typically contain golden labels, here the pseudo-labels are much noisier on the
large-scale web-crawled images. Therefore, the resulting Rol features may be inaccurate due to the
imprecise bounding boxes, making model training less effective. Second, unlike dense vision tasks
that directly rely on the spatial features, MLLM has a transformer decoder that consists of several
attention layers such that the constraint of semantics in the spatial feature space becomes somewhat
indirect. Our Prompter mimics such inductive bias in pre-training via a single-attention-layer
encoder that may leverage better global context reasoning compared to Rols.

Avoiding region-text conflicts. While region annotations introduce location information, a concern
of contrastive learning on the regional captions may be that there are many similar objects within an
image (e.g., “boats” in the harbor) or a mini-batch. To mitigate such concerns, we apply two tricks.
First, fortunately, we found it sufficient to sample a few regions per image for each update, e.g., we

"'We observe a withdrawn arXiv preprint (https:/arxiv.org/abs/2401.06397) proposes to extract Rol features
for CLIP regional contrastive learning but only focus on dense vision tasks, not MLLMs.
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Figure 3: Overview of the Visually-Enriched and Spatially-Localized (VESL) captioning pipeline. We
leverage an existing open-vocabulary detector (e.g., OWLv2) that typically predicts bounding boxes on the
images, and assigns the labels from the given text phrase candidates. Previous methods do not tailor how the
text phrases are prepared and often use the alt-text attached to the images, which is prone to insufficient region
descriptions. We found it crucial for CLOC to train on data from our VESL that re-captions images with the
visually-enriched captioner VeCap (La1 et al.,|2024)) for better visual concept exploitation of the detector.

Table 1: Region-text dataset statistics. We summarize the text token length for both images and regions.
Partial statistics of the proprietary datasets revealed by their papers. *The 20M subset of GRIT is released at:
https://huggingface.co/datasets/zzliang/GRIT; we removed the invalid images.

regions per image caption region text

Dataset # of images image length length
Flickr Entities (Plummer et al., 2015) 32K 8.7 - -
RefCOCO (Yu et al.[|2016) 20K 2.5 - 3.6
RefCOCO+ (Yu et al.}[2016)) 20K 2.5 - 3.5
RefCOCOg (Mao et al.,|2016) 27K 2.1 - 8.4
Visual Genome (Krishna et al.,[2017) 108K 38.0 - -
GRIT (proprietary) (Peng et al., [2023) 91M 1.5 - 4.7
GRIT (released, clean) (Peng et al.,|2023)* 17M 1.8 17.2 4.6
Florence-2 (proprietary) (Xiao et al., [2024) 126M 5.4 70.5 2.6
OWLV2 (proprietary) (Minderer et al.;[2024) 2B - - -
WiT labeled w/|Minderer et al.| (2024) 300M 5.1 17.1 3.9
VESL WiT (Ours) 300M 11.6 44.9 2.1
VESL WiT+DFEN (Ours) 2B 11.5 35.9 2.1

set M = 4 in in experiments. Second, we can filter similar texts when computing the

negatives in the contrastive loss. More specifically, we ignore the pairs of (zgm), fT(y](»m/))) in the

denominators of both L _,1/7_, g, if sim(fT(yZ(m)), fT(yJ(»m/))) > 0.9, without gradients on fr.

4  VISUALLY-ENRICHED AND SPATIALLY-LOCALIZED CAPTIONING PIPELINE

As discussed in Section[T]and 3.1} a key bottleneck of CLOC training is the region-text annotation
datasets in terms of both the data size scales and the label quality, since there are no public datasets
with region-text annotations at scales large enough for contrastive pre-training.

Inspired by recent works that re-caption images with visually-enriched captions for better CLIP
training, we make a step further for Visually-Enriched and Spatially-Localized (VESL) labeler
which generates more fine-grained captions at the region level. The goal of VESL is, given an
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image (possibly with the original web-crawled alt-text), annotate it with the grounded bounding
boxes each associated with a caption in natural language for optimizing in Section[3.2]

Concretely, VESL is constructed as a pseudo-labeling pipeline with the following steps:

1. Image re-captioning with visual concept exploitation: We follow the VeCap framework (Lai
et al., [2024)) to generate long, diverse, and detailed image captions.

2. Region phrase candidates extraction: Inspired by |Zhang et al.| (2022), we apply name entity
recognition (NER) to extract leaf entities from the visually-enriched captions as potential candi-
date phrases describing a region inside the image.

3. Open-vocabulary detection with extracted phrases: we generate the final region-text annota-
tions via a pre-trained open-vocabulary detector queried with the phrases extracted from Step 2 to
match the bounding boxes proposed by the detector. We adopted the OWLv2 detector (Minderer
et al.| |2024) which contains the CLIP image/text encoder with the detection head. The boxes
with detection confidence larger than 0.1 are kept as the region location and the phrases matched
with the highest score are considered as their captions.

Remarks. We highlight our insights behind the proposed recipe. The most relevant work was pro-
posed in (Minderer et al., 2024)) that scales up open-vocabulary (OV) detection via self-training. We
are inspired by its success and extend it to CLOC contrastive learning with important modifications.
Different from (Minderer et al., |2024) that generates candidate phrases from the n-grams of the
web-crawled alt-text of the images for OV detection, we found the alt-text might not have enough
details describing the image region content, thus limiting the diversity and quality of the annotations
predicted by the OV detector. We thus caption each image augmented with more visual details.
However, the long captions make the n-grams candidates verbose and grow exponentially, thus we
generate high-quality candidates via name entity recognition instead. We found such a pipeline
produces training data more suitable for CLOC, as will be validated in Section 3]

Our pre-training datasets. Our pre-training data consists of two parts: () image-text pairs, and
(71) region-text pairs. For image-text pairs, we reproduce the image re-captioning pipeline from
VeCap (Lai et al 2024), and generate synthetic captions for WiT-300M (Wu et al.l [2024) and
DFN-5B (Fang et al., 2023) images. For region-text pairs, we pseudo-label WiT-300M and a 2B-
image subset of DFN-5B using our VESL pipeline. In VESL, we adopted the official OWLv2 L/14
model (Minderer et al.,|2024)) as the open-vocabulary detector All images are pseudo-labeled with
448 x 448 resolution, where a maximum number of 20 phrase queries are sampled for moderate
computation budget. summarizes the statistics of existing region-text datasets and ours. No-
tably, we also ablate annotating WiT-300M following Minderer et al| (2024) and found it detects
less objects with longer region text, likely due to verbose n-grams of alt-text are in lower quality
than our approach, as discussed in the remarks. Examples and pseudo codes are in

5 EXPERIMENTS

5.1 SETUP

Pre-training. We follow OpenAI-CLIP (Radford et al.,[2021])) to train both our CLIP baseline model
and CLOC model using a similar budget of around 14B images seelﬂ For a fair comparison, we
use the same hyper-parameters and images for both the CLIP baseline and CLOC. We experimented
with the ViT B/16 and L/14 architectures, pre-trained with 224 x 224 and 336 x 336 image resolu-
tions, respectively. All parameters are trained end-to-end from scratch. We implement the codebase
in JAX (Bradbury et all 2018). We provide hyper-parameters and more details in[Appendix Al

Evaluation tasks. We evaluate our image encoders across a wide range of downstream tasks. First,
we assess performance on ImageNet image classification (Deng et al., [2009; Shankar et al.| [2020)
and COCO retrieval (Lin et al.l 2014). Second, we construct region-level tasks, including COCO
object recognition and region-text retrieval using the GRIT dataset (Peng et al.,|2023). Furthermore,
we show CLOC is particularly useful for MLLMs, validated by the Ferret model (You et al., [2023)
which requires fine-grained image understanding for referring and grounding tasks. We also evaluate
on general multimodal benchmarks using LLaVA-1.5 (Liu et al., |2023) and LLaVA-NeXT (Liu

2OWLv2 CLIP L/14 ST+FT in: https://github.com/google-research/scenic/tree/main/scenic/projects/owl_vit
“To avoid confusion, we will refer to CLIP as training with the standard CLIP loss on the same data as
CLOC and refer to OpenAI-CLIP as the public pre-trained checkpoint released from |Radford et al.|(2021).
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Table 2: Zero-shot evaluation on image-level tasks (accuracy of ImageNet (IN) classification, recall@1 of
COCO retrieval) and region-level tasks (mAcc of region object recognition on COCO and LVIS, recall@10
of GRIT region retrieval), using ViT-B/16 as the default encoder backbone. The indentation with different
symbols denotes removing (—) or changing a component (o).

Models Training data | Image tasks | Region tasks | Avg.
. |COCO COCO GRIT GRIT COCO LVIS .
Image Region 0 (2 INv1 INv2 (r2)  (2r) Recog. Recog. Image Region

@) OpenAl-CLIP  proprietary - 524 33.1 683 62.3 - - - - 54.0 -
@ CLIP WiT+DEN - 66.3 45.1 762 69.6| - - - - 64.3 -
3 cLoc WiT ~ WiT | 68.8 50.1 66.7 59.7| 65.1 672 70.6 26.7 | 613 574
@ -Prompter WIiT  WIiT | 67.0 49.7 65.6 58.6| 44.8 44 553 132|602 294
® -VESL WiT  WiT | 539 363 66.6 59.5| 71.5 63.8 622 222 |541 549
® ow/GLIPv2 WiT  WIiT | 68.8 50.0 65.8 59.2| 67.9 71.1 649 23.1 |61.0 56.8
CLOC WiT+DEN ~ WiT | 66.1 46.5 755 68.6| 65.8 674 70.1 272 |64.2 57.6

@ -Prompter wit+DFN WIT | 65.8 46.5 75.7 68.0| 555 184 67.1 246|640 414
@ — text filtering WiT+DFN ~ WiT | 654 46.0 75.7 68.4| 663 665 687 248 |639 56.6
@ — Lorounding ~ WiT+DFEN  WIT | 66.0 46.3 75.7 67.9| 66.0 66.8 70.0 25.8 | 640 572
@ oM =2 WiT+DFN  WiT | 66.6 46.2 755 67.9| 66.5 67.0 69.8 258 | 64.1 573

13 cLoc WIiT+DFN WiT+DFN| 69.2 493 749 67.0) 639 659 71.1 285 |65.1 573
(149 -Prompter WT+DFN WiT+DFN| 70.2 49.7 74.7 67.6| 657 23.0 67.1 254 |65.6 453
(15 - VESL WiT+DFN WiT+DFN| 65.3 46.6 75.5 67.7| 55.7 223 663 253 |63.8 424

(10 oViTL/14 WiT+DFN WiT+DFN| 74.8 54.4 80.1 732| 669 683 729 326|706 602
@ o ViT H/14  WiT+DFN WiT+DFN| 75.7 55.1 81.3 74.7| 674 694 730 356 |71.7 613

et al., 2024ﬂ which both use the 7B Vicuna LLM. For all evaluation tasks, we use the same official
hyper-parameters, fine-tuning datasets, and codebase for all the image encoders we experimented
with, without specific tuning. More details are provided in each subsection and in[Appendix Al

5.2 IMAGE AND REGION CLASSIFICATION AND RETRIEVAL TASKS

The proposed CLOC training framework enables the encoder to produce not only image embedding
but also region embeddings. It can directly be used for region-level tasks without further training, in
analogy to the zero-shot capability of CLIP on images. To evaluate such capability and also for fast
development and ablation study, we first construct several region-level zero-shot tasks.

Besides image-level evaluation like ImageNet classification and COCO image-text retrieval, we ad-
ditionally construct region-level tasks, including region object recognition and region-text retrieval.
More specifically, the region-level tasks leverage the labeled bounding boxes in the evaluation set
for CLOC to extract region embedding. For region retrieval, we use a validation set of the GRIT
dataset (Peng et al., 2023) and encode both the image regions and the region captions. For region
classification, the class names are encoded as text embedding (80 / 1203 classes for COCO / LVIS,
respectively), and the highest cosine similarity for each region embedding is predicted as its class.

We highlight important variables for the performance in with the following observations:

* CLOC performs decently on region-level taskﬂ while maintaining strong performance on image-

level metrics (Q) vs. @).

* The Prompter is an important ingredient for CLOC’s success to go beyond CLIP without a

compromise (3 vs. @; ® vs. @); @ Vs. ). We replace the Prompter with Rol alignment to
extract region features and train with Lcpoc. We found it performs much worse on region-level

“We use the codebase: https://github.com/xiaoachen98/Open-LLaVA-NeXT.

SFor reference, in a different data setup, Wu et al.| (2023) reports 46.5% mAcc on the same COCO region
classification task, trained using 320 x 320 COCO training images. In contrast, our approach achieves over
70% mAcc, pre-trained on a 224 x 224 large-scale web-crawled dataset with object annotations (thus might
not be fair comparisons).
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Table 3: Results on Ferret-Bench for referring and grounding VQA, based on Ferret (You et al.}|2023)) equipped
with different image encoders. Models are evaluated with OpenAl gpt-40 API instead of the deprecated
gpt—-4-0314 in the paper. “replace Ferret visual sampler with Prompter; see Sectionfor details.

Method ViT Region # of images w/ | Referring  Referring Grounding in Avg.
Alignment region labels | Description Reasoning Conversation| (A to CLIP)
CLIP B/16 None None 47.5 50.3 45.3 47.7
CLOC B/16 Rol-Align 300M 48.0 48.4 40.0 45.5
CLOC B/16 Prompter 300M 50.2 55.5 41.5 49.1
CLOC B/16 Prompter 2B 53.6 53.7 42.2 49.8 (+2.1)
CLOC ™ B/16 Prompter 2B 54.8 54.9 44.7 51.5 (+3.7)
OpenAI-CLIP L/14 None None 50.8 554 45.7 50.6
CLIP L/14 None None 54.2 54.6 433 50.7
CLOC L/14 Prompter 300M 51.0 65.7 449 53.9
CLOC L/14 Prompter 2B 55.9 63.3 46.0 55.1 (+4.4)
CLOC * L/14 Prompter 2B 56.3 67.4 47.1 56.9 (+6.2)

tasks than CLOC, possibly due to such strong constraints of Rol features being difficult to learn
on the noisy labels with the CLIP loss as discussed in Section 3.4}

* VESL outperforms Minderer et al|(2024) baseline approach, as the visually-enriched captions
improve image retrieval tasks (as expected (Lai et al., 2024)), while also offering versatile visual
concepts as text candidates for the OV detector, supporting Section@(@ vs. ®; @ VS. @).

* Given the same captions in VESL, OWLv?2 slightly outperforms the GLIPv2 detector (3 vs. ®).

* Tricks in Section [3.4] offer slight performance gains, but L¢poc is already highly effective on its

own ( @).

* Region tasks work well when sampling 2 or 4 boxes per image, making CLOC practical (@).

* Scaling up region labels seems saturated at 300M images on region tasks (3 @), while we
found it will further improve in MLLM tasks as will be shown in[Table 3]

* Scaling up the ViT model sizes can further improve both image and region tasks (@ @).

Overall, CLOC not only achieves strong performance on image-level tasks, but unlocks a new
capability for zero-shot region-level tasks. We have validated our design choices for architectures,

training, and data. Below, the complete setup @ will be used as default if not specified.

5.3 REFERRING AND GROUNDING WITH FERRET

As discussed in Section [T} a key motivation is to provide an enhanced image encoder for training
MLLMs, particularly for tasks requiring fine-grained image understanding. A notable example is
Ferret (You et al.,|2023)), a recently proposed MLLM that builds on LLaVA and aims to handle more
advanced spatial interactions, such as referring and grounding in VQA tasks. Ferret can take region
prompts such as a box, a point, or a free-form location referring to the input image as input, and an-
swer a question specific to the region such as “Do you know when the object[region] was invented?”
Ferret thus requires fine-grained image features from the vision encoder for spatial reasoning.

We evaluate CLOC by replacing the CLIP ViT encoder with our CLOC ViT as a drop-in re-
placement. We follow the official codebaseﬁ] for training the Ferret model. We further consider
a variant based on Ferret: the Ferret model implements a spatial-aware visual sampler that sam-
ples image features from the region specified in the question. We replace the sophisticated visual
sampler with our simple Prompter introduced in Section to extract region embedding with

z = Prompter(l, f;(x)) instead, as illustrated in right).

In we evaluate different pre-trained image encoders on the Ferret-Bench benchmark (You
et al., 2023). Ferret-Bench includes challenging multimodal dialogue-style VQA of three tasks
constructed with GPT-4. Results show that our Prompter is essential to improve upon the CLIP
baseline — Rol-Align may even slightly degrade performance. Scaling region labels from 300M to
2B further improves performance. Interestingly, our Prompter (denoted as *) can be a replacement
of the FERRET visual sampler in fine-tuning, which is simpler and performs even better up to 6%

SWe use the official Ferret codebase: https://github.com/apple/ml-ferret)
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Table 4: Results on referred object classification (LVIS), referring expression comprehension (0.5 IoU on Re-
fCOCO, RefCOCO+, RefCOCOg), and phrase grounding (0.5 IoU on Flickr30k Entities) with Ferret. Shikra:
baseline in|Chen et al.|(2023). Ferret*: replace visual sampler with CLOC prompter.

Model Encoder LVIS RefCOCO RefCOCO+ RefCOCOg Flickr Avg.

g)er; val testA testB| val testA testB‘ val test ‘Val test‘(A to CLIP)

FERRET  CLIPB/16 (72.556.9 57.280.7 84.2 77.1{71.9 76.1 63.7(75.9 76.2 76.278.3 72.8
FERRET CLOC B/16 (74.3 56.7 60.2 |84.2 87.0 80.0{74.7 80.0 67.0(78.8 79.5 [80.081.5|75.7 (+2.9)
FERRET * CLOC B/16 |78.9 58.2 61.4 |84.4 86.8 78.9(74.0 78.7 65.5(78.0 78.7 (80.181.4|75.8 (+3.0)

box point

Shikra  OpenAI-CLIP L/14|57.8 67.7 n/a |87.0 90.6 80.2(81.6 87.4 72.1|82.3 82.2 |75.876.5 -
FERRET OpenAI-CLIP L/14(79.4 67.9 69.8 |87.5 91.4 82.5|80.8 87.4 73.1|83.9 84.8 |80.482.2 80.8
FERRET CLIP L/14 |(78.7 66.9 70.2 {88.0 90.4 83.5|80.1 85.8 73.3(82.8 83.4 {79.080.1 80.2
FERRET CLOCL/14 [81.6 67.9 69.9 [89.0 91.0 84.7|81.4 86.8 74.7|84.0 85.2 (82.383.3| 81.7 (+1.5)
FERRET * CLOCL/14 |79.8 67.9 69.1 |88.2 91.1 84.5|80.6 86.7 73.9(84.8 85.1 (82.483.5/81.4 (+1.2)

Table 5: Results on multimodal benchmarks using LLaVA-1.5/NeXT with ViT-L/14 and Vicuna-7B.
Method MLLM |LLaVAY TextVQA GQA MM-Vet POPE MME-P MME-C

CLIP LLaVA-1.5 59.3 533 622 30.0 86.7 14514 2543
CLOC LLaVA-1.5 64.3 549 627 315 873 1482.0 2889

CLIP Open-LLaVA-NeXT| 67.3 614 635 385 879 1486.1 279.6
CLOC Open-LLaVA-NeXT| 69.5 619 642 402 883 1451.1 3125

against both the OpenAI-CLIP and our in-house CLIP. We also evaluate CLOC (2B labeled) on
other referring and grounding tasks ranging from referring object classification, referring expression
comprehension, and phrase grounding across multiple datasets. As summarized in CLOC
is also superior evidenced by 1 ~ 3% improvements in average of 13 evaluation sets.

5.4 GENERAL VQA WITH LLAVA-1.5 AND LLAVA-NEXT

We further show that the CLOC encoder is also competitive against CLIP on general VQA tasks
without regression and can even provide performance improvements. We use the Vicuna 7B LLM
decoder for two experiments based on LLaVA-1.5 (frozen encoder) and Open-LLaVA-NeXT (un-
frozen encoder with AnyRes (Liu et al., [2024) inputs). Since general VQA does not provide spatial
referring inputs, we simply replace the ViT in LLaVA. summarizes the results. Encour-
agingly, with our CLOC designs, the improved region-level alignment is also beneficial to some
general multimodal benchmarks, as they may also require fine-grained image understanding.

6 CONCLUSION

Please see[Appendix C|for more discussions where we comment on the limitations, future directions,
computation cost, design rationales, etc.

We tackle a deficiency of CLIP, to make the semantics aligned in the vision space not only at the
image level but also at the region level. We propose a new pre-training framework that includes
innovations in a new learning formulation that a strong encoder should be easily transformed in
the foresee of downstream use of MLLMs. Our encoder creates a new possibility for adapting the
features with input prompts of interaction together with MLLMs. To resolve the need for large-scale
region-text training data, we carefully design a pseudo-labeling pipeline for visually-enriched and
spatially-localized captions. Our pre-trained encoder is essentially a drop-in replacement of CLIP,
with competitive image-text performance, and extra capability demonstrated in region-text tasks and
VQA tasks with MLLMs.
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REPRODUCIBILITY STATEMENT

We made our best efforts to exhaustively state the implementation details. Training hyper-parameters
and model architectures are discussed in Section and with a summary in
and For evaluation, as mentioned in Section [5.1] we strictly follow the official setup with
the codebase released by the original authors if applicable, with details provided in Section[A.2] For
our datasets, we provide data processing details in Section[d]and example codes in[Appendix B| We
are working hard on releasing the annotations with internal approvals.
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APPENDIX

A EXPERIMENT DETAILS

We provide the omitted experiment details for pre-training and the downstream evaluation tasks.

A.1 PRE-TRAINING HYPER-PARAMETERS

For pre-training both the in-house CLIP baseline and CLOC, we mainly follow the hyper-parameters
in (Radford et al.,[2021) to train on our in-house datasets. The training images are identical for CLIP
and CLOC, while CLOC is trained on the extra region-text annotations of the same images via the
proposed VESL pipeline (details in Section [B). summarizes the general training hyper-
parameters used for all experiments and the setup for components specific to CLOC.

In terms of the CLOC architecture, as illustrated in[Figure 2] the image and text encoders including
the attention pooling and projection layers follow the same as OpenAI-CLIP (Radford et al.,[2021]).
Our Prompter consists of a positional encoding matrix for bounding boxes, and a single-layer
single-head transformer encoder with another set of the global average pooler and a projection layer
to map the region embeddings into the same dimension as the CLIP text/image embeddings.

Table A: Pre-training hyper-parameters and settings for the in-house CLIP baseline and CLOC.

General
Batch size 32768
Image size 224 x 224 (ViT B/16) or 336 x 336 (ViT L/14, H/14)
Image pre-processing long-side resizing with padding (i.e., t £ . image.resize_with_pad)
Text tokenizer T5 (Raffel et al., |2020), lowercase
Text maximum length 77 tokens
Steps 439087 (i.e., ~ 14B examples seen)
Optimizer AdamW (81 = 0.9, B2 = 0.98)
Peak learning rate (LR) 0.0005
LR schedule cosine decays with linear warm-up (first 2k steps)
Weight decay 0.2
Dropout rate 0.0
CLOC
# of sampled regions maximum M = 4 per image
CLOC loss weight )\ = 1.0 x #ofimages comainb::,iilosni Zt:xt in the mini-batch (in
Encoding box prompts sinusoidal positional encoding of coordinates (top-left and bottom right of a box)
Encoding text prompts encoded by re-using the text encoder (w/ pooling & projection)
Prompter architecture | a single-layer single-head transformer encoder (same feature dimension as the ViT)
BoxHead architecture 2-layer MLP with GELUs activations (Hendrycks & Gimpel, |2016)

A.2 EVALUATION TASKS

We provide more details about the tasks constructed for evaluating the encoders in Section [5]

Zero-shot region tasks. Our CLOC training augments a new capability for CLIP to generate
region-level embeddings. This enables us to perform zero-shot region-text tasks, in analogy to the
image-text zero-shot tasks like ImageNet classification and COCO text-image retrieval that CLIP
has been evaluated on.

In a similar rationale of image-level evaluation, we further construct region-level tasks including
region object recognition and region-text retrieval. For region object recognition, the class names
are encoded by the text encoder into class embedding. We do not add the text prompts (e.g., “a photo
of ...”) to object classes used when CLIP (Radford et al,|2021) evaluated on image classification.
The CLOC model takes all the labeled bounding boxes in the images to generate a region embedding
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z = Prompter(l, fi(x)). The class embedding with the highest similarity is predicted as the class
of the region (i.e., out of 80 / 1203 classes for COCO / LVIS).

For region retrieval, similarly, the CLOC model encodes both the image regions and the region
captions from the public region-text GRIT dataset that the regions are annotated by the Kosmos-2
pipeline (Peng et al.l [2023). We randomly sampled a 2K image validation set for fast evaluation.
We have verified it is statistically stable compared to the whole set that contains about 20M in total.
Unlike image-text retrieval the image captions are likely unique, the objects in regions of many
images might be duplicated. Therefore, we opt to report recall@ 10 rather than recall@1 for GRIT
region retrieval in

MLLM tasks. To demonstrate our CLOC can benefit MLLM end tasks as a better image backbone,
we consider two sets of MLLM experiments.

First, we experiment with the FERRET MLLM that is capable of taking spatial referring inputs for
grounding and referring VQA tasks. FERRET can consume a point, a bounding box, or a free-form
referring. It designs a quite complicated visual sampler module that involves point sampling and
kNN grouping. We suggest the readers refer to Figure 3 and Section 3.2 in (You et al., 2023) for
more details. Here we consider two variants of use cases of CLOC compatible with FERRET: (1)
we only take the ViT encoder in CLOC to replace the CLIP ViT and still use the original FERRET
visual sampler or (2) we further replace the visual sampler with our simple Prompter (essentially
a lightweight transformer encoder with box positional encodings) in Section[3.3]as illustrated in[Fig-|
[ure T(3b). More specifically, we simply convert all types of spatial referring as boxes. As evidenced
by [Table 3|and [Table 4] our P rompter can indeed be a much simpler alternative and may perform
even better as it is more consistent with CLOC pre-training.

Second, we evaluate on general VQA tasks that do not consider extra spatial referring inputs. The
pre-trained ViT of CLOC is a drop-in-replacement of CLIP ViT in two sets of experiments of
LLaVA-1.5 (Liu et al., 2023 and LLaVA-NeXT (Liu et al.| 2024). The main difference includes
different supervised fine-tuning (SFT) sets. Also, LLaVA-NeXT uses the AnyRes technique that
decomposes an image into several subimages that are encoded independently with the ViT and
concatenated together as the input for the decoder. LLaVA-1.5 by default freezes the ViT while
LLaVA-NeXT fine-tunes all parameters during SFT. Since the official LLaVA-NeXT is trained on
some proprietary datasets that are not reproducible, we use the Open-LLaVA-NeXT repositoryﬂ Our
experiments in demonstrate CLOC not only slightly improves such general VQA besides
FERRET tasks but also generalizes well for both LLaVA-1.5 and LLaVA-NeXT settings.

B VESL DATA ENGINE
We provide more information about our pseudo-labeling data pipeline proposed in Section [4]

B.1 IMPLEMENTATION DETAILS

As already mentioned in Section |4} there are three steps for VESL: image re-captioning, region
phrase candidates extraction from the captions, and open-vocabulary (OV) detection given the region
candidates as queries.

For the re-captioning, the goal is to replace AltText with long, diverse, and detailed captions that can
be used to generate more visual concepts as the region candidate phrases for the OV detector. Tech-
nically, any strong image captioner can be an option. In our paper, we adopt the VeCap pipeline (Lai
et al.,[2024)) and leverage their images with enriched captions.

To extract region phrase candidates from the long captions, we adopt name entity recognition (NER)
to extract leaf entities from the captions, inspired by (Zhang et al.| [2022). The code listing below
shows the Python example implementation, where stop-words and common generic words are fil-
tered, following (Minderer et al., 2024)).

Generating bounding boxes and assigning region captions can be done by querying an OV objec-
tion detector. We adopted the OWLv2 detector (Minderer et al.l [2024) with their pre-trained L/14
checkpoint to annotate inputs with 448 x 448 image resolutions.

"https://github.com/xiaoachen98/Open-LLaVA-NeXT
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from typing import Iterable, List

1

2 import nltk

3

4 # STOPWORDS_EN and COMMON_GENERIC_WORDS are following:

5 # Section A.2 (Minderer et al., 2024)

6

7 # Stopwords from nltk.corpus.stopwords.words ("english") :

8 STOPWORDS_EN = frozenset ({

9 "am, "about", "above", "after", "again", "against", "all", "am", "an",

10 "and", "any", "are", "as", "at", "be", "because", "been", "before", "being",
11 "below", "between", "both", "but", "by", "can", "did", "do", "does",

12 "doing", "don", "down", "during", "each", "few", "for", "from", "further",

13 "had", "has", "have", "having", "he", "her", "here", "hers", "herself"

14 "him", "himself", "his", "how", "i", WifN"  Minm  Mipngon  wign  mign  mipgn
’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’

15 "itself", "just", "me", "more", "most", "my", "myself", "no", "nor", "not",

16 "now", "of", "off", "on", "once", "only", "or", "other", "our", "ours",

17 "ourselves", "out", "over", "own", "s", "same", "she", "should", "so",

18 "some", "such", "t", "than", "that", "the", "their", "theirs", "them",

19 "themselves", "then", "there", "these", "they", "this", "those", "through",

20 "to", "too", "under", "until", "up", "very", "was", "we", "were", "what",

21 "when", "where", "which", "while", "who", "whom", "why", "will", "with",

22 "you", "your", "yours", "yourself", "yourselves"

23 1)

24

25 # These words were found by manually going through the most common 1000 words

26 # in a sample of alt-texts and selecting generic words without specific meaning:
27 COMMON_GENERIC_WORDS = frozenset ({
2

28 "alibaba", "aliexpress", "amazon", "available", "background", "blog", "buy",
29 "co", "com", "description", "diy", "download", "facebook", "free", "gif",

30 "hd", "ideas", "illustration", "illustrations", "image", "images", "img",

31 "instagram", "jpg", "online", "org", "original", "page", "pdf", "photo",

32 "photography", "photos", "picclick", "picture", "pictures", "png", "porn",
33 "premium", "resolution", "royalty", "sale", "sex", "shutterstock", "stock",
34 "svg", "thumbnail", "tumblr", "tumgir", "twitter", "uk", "uploaded", "vector",
35 "vectors", "video", "videos", "wallpaper", "wallpapers", "wholesale", "www",
36 "xxx", "youtube"

371

38

40 def _is_all_stopwords (query_words: Iterable[str]) -> bool:

41 return set (query_words) .issubset (STOPWORDS_EN)

42

43

44 def _get_name_entities (words: List[str]) -> List([str]:

45 o

46 Returns name entities of image caption as queries, similar to GLIP.
47 wnn

48 pos_tags = nltk.pos_tag(words)

49 grammar = "NP: {<DT>?<JJ.*>*<NN.x>+}"

50 cp = nltk.RegexpParser (grammar)

51 result = cp.parse (pos_tags)

52

53 queries = []

54 for subtree in result.subtrees():

55 if subtree.label() == "NP":

56 query_words = [t[0] for t in subtree.leaves()]
57 # Don’t use it if it only consists of stop words.
58 if _is_all_ stopwords (query_words) :

59 continue

60 queries.append (" ".join (query_words)

61 return queries

62

63

64 def find noun_phrases (

65 caption: str, max_num_queries: int = 20,

66 ) —> List([str]:

67 caption = caption.lower ()

68 tokens = nltk.word_tokenize (caption)

69 # Remove common generic words.

70 words = [w for w in tokens if w not in COMMON_GENERIC_WORDS]
71 queries = _get_name_entities (words) [:max_num_gueries]
72 return queries

73

74 candidate_quries = find_noun_phrases (caption)

Listing 1: Python example codes for Step 2 of VESL in Section 4 for extracting text candidate
queries from a caption.
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B.2 MORE VISUALIZATIONS

As mentioned in the remarks of Section ] we found the AltText sourced from the original web-
crawled images might not have enough details describing the subimage content, thus limiting the
diversity and quality of the text candidate queries for the OV detector to detect more meaningful
objects. In[Figure Alwe show some cherry-picked examples (since the web-crawled images are quite
noisy) just to demonstrate the reasons why high-quality captions can help our region-text annotation
pipeline. In (Minderer et al.l [2024)), the queries are generated by the n-grams of the AltText, while
ours are by NER as described in Section[B.T|on top of the visually-enriched re-captions. Note that,
in both methods we use the same pre-trained OV detector but with different approaches to generate
the queries.

As shown in for easier images like the first row, both methods are doing reasonably well
to detect “message card”. However, when the scene becomes complicated (e.g., the second row),
our methods can detect more objects since more visual concepts can be extracted from our rich
caption as queries for the detector. Similarly, it can be seen that our method captures more items
that the AltText missed, e.g., “banana”, “eggs”, “butter”, etc in the third row; “drawstring” in the
fourth row; “apples” and “vases” in the last row. Also, it is more likely to extract a more detailed
description of the region rather than a class name, such as “green-roofed cottage nestles” in[Figure 3]
and “decorative metal tree sculptures” in the image in the last row of We believe such

high-quality region labels essentially contribute to better supervision for CLOC pre-training.

C MORE DISCUSSIONS

Limitations. One limitation for CLOC is the labeling efforts in preparing the training data. As we
discussed in Section [I] there are no public large-scale region-text datasets since it is expensive to
infer such labels up to the scales we consider here. Unlike previous work (Zhong et al., 2022) that
cropping boxes from images for annotating, our VESL inference in image-level thus the cost does
not scale with the number of detected regions. With that being said, such inference still requires
hundreds of GPUs running in parallel for days to scale up to billions of images. We are working on
releasing the annotations to accelerate future research for the community.

For CLOC, we focus on the training objective and framework formulation, while making minimal
efforts on hyper-parameter tuning, architecture search, dataset cleaning, and etc., thus better perfor-
mance could be achieved. Besides, although we have included extensive standard evaluation tasks,
the fine-grained region knowledge could also be useful on more other under-explored tasks.

Future directions. We suggest promising future directions. In Section[3.2] our Prompter formu-
lation can take flexible prompts to guide the embeddings for specific tasks. In this work, we consider
a prompt as a single bounding box or a text caption, but it has the potential to expand to various types
such as points, a mask, users’ free-form referring, or multiple prompts in multiple types together.
We think a more versatile Prompter with co-designs for different objectives can have a big po-
tential. Similarly, our VESL labeling pipeline limits to detection box format. Annotators supported
for more formats may further boost it. We believe our approach is promising, as more attention has
been drawn recently for better re-captions (Li et al.,[2024; |Fan et al.| 2024)) that VESL relies on. In
addition, CLOC model provides a new capability to extract region features without further training,
and thus can be used as a foundation model for exploring new VL applications.

Training cost. We comment on the computation cost of our framework. Our large models (ViT
L/14) were trained on 1024 v5p TPUs for about 6 days. To optimize CLOC needs
extra computation. The main overheads come from the contrastive matrix but not the lightweight
Prompter. Fortunately, we found it feasible since (1) only a few boxes in each image need to be
sampled per update; (2) the loss computation becomes a smaller proportion when the ViT scales up.
Overall, we found the computation acceptable compared to CLIP. More memory-efficient optimiza-
tion like SigLIP (Zhai et al., [2023)) can be implemented with JAX shardmap[%] ops.

Discussions on design rationals. Besides the main discussions we have stressed in the main text,
here we provide more thoughts behind our design rationales that a reader may be wondering.

8https://jax.readthedocs.io/en/latest/jep/14273-shard-map.html
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(1) Why not use a local-enhanced encoder? We would like to note that many encoders with great
localization like DINOv2 (Oquab et al., [2023), OWLv2 (Minderer et al., |2024), CLIP-Self (Wu
et al. 2023), etc. are developed specifically for dense vision tasks that cannot perform image zero-
shot tasks like CLIP and CLOC. We would like to emphasize that our goal is to build a drop-in-
replacement of CLIP encoder with better localization, without sacrificing CLIP’s original capabil-
ities such as image zero-shot tasks and its important backbone position for MLLMs. Furthermore,
perhaps well-known within the MLLMs community, these encoders have been shown in recent re-
ports that they are not comparable enough to compete with CLIP as the vision backbone for MLLM
tasks (Tong et al., 2024)) due to CLIP’s superiority in vision-language alignment. We thus believe
enhancing CLIP itself is more demanding as this paper focuses on.

(2) Why not just train a CLIP with object detection? One may wonder why we do not just train an
encoder with joint optimization of the CLIP contrastive loss with some object detection loss instead

of the CLOC design of [Equation 4]

Although it sounds like a plausible approach, we would like to point out that contrastive pre-training
and object detection are fundamentally quite different in their technical rationales. CLIP pre-training
is often on large batches of low-resolution and noisy images, while object detection is trained on
small batches of high-resolution images. CLIP is by default trained from scratch and object detection
is typically initialized from pre-trained encoders and focuses on the detection head. Furthermore,
detection requires heavy computation on box proposals to detect all boxes appearing in an image,
while our region-text contrastive design allows us to flexibly sample fewer regions per image as
motivated in Overall, their data pipeline and distributed training setup are not on the
same scale thus such joint training may not be very reasonable.

With that being said, some previous works do have attempts that are the exceptions but only for
some but not all of the mentioned aspects, and mainly for the purpose of detection. For instance,
DetCLIP-v2 (Yao et al.,2023b) adds image-text contrastive loss into detection loss to improve open-
vocabulary capability for detection. OWLV2 pre-trains the detector with rather small resolutions but
still with a batch size of a maximum 256 since each image will need to predict up to 100 boxes
during training. Both DetCLIP-v2 and OWLv2 fine-tune from a pre-trained encoder.

On the contrary, we study pre-training the encoder from scratch, which may be complementary to
the previous efforts. CLOC maximizes the similarity in co-design with CLIP, thus making it much
easier to develop within the same codebase.

(3) Do we really need to train CLOC from scratch? What if we fine-tune from CLIP? As CLIP
pre-training is expensive, one may wonder if it is necessary to train from scratch on the proposed
region-text datasets, or if we can initialize from a standard CLIP trained on image-text pairs only
and fine-tunes with CLOC for a shorter stage. Our early investigation, even with extensive hyper-
parameter tuning, suggests it is likely to be suboptimal compared to training from scratch directly.
For instance, we initialize from the CLIP model Q) in and fine-tunes it for another extra
100K steps with the CLOC training loss The model reaches 64.1%/19.1% mAcc
on COCO/LVIS region recognition, which is much worse than 70.1%/27.2% of the trained-from-
scratch model ®, even with more overall training steps.

19



Under review as a conference paper at ICLR 2025

Minderer et al., 2024
(AltText + ngrams) Ours (VESL)

Avariety of colorful and patterned sticky notes are arranged on a
-message card, message card, shop card, for women white background, offering users a visually appealing selection.

Acolorful and appetizing plate of Lemon Dill Zucchini & Chickpea
Rice, filled with a variety of vegetables, including zucchini, ...

Atable display showcases diverse edible items and ingredients, such
as bananas, butter, and eggs. The bananas are positioned on ...
P

o
Aman wearing long brown pants with a drawstring and a gray hoodie

Rick Owens Drkshdw - Grey Creatch Cargo Pants is depicted standing in a room, creating a casual and relaxed ...
0

200

2 Piece Metal Wall Décor Set Throughout 4 Piece Wall Decor Sets By Two decorative metal tree sculptures, placed on either side of the
Charlton Home (View 14 of 30) wall, are complemented by two vases, one positioned near the ...
0 0

400

Figure A: Examples comparing our VESL and the labeling approach in (Minderer et al.| 2024) that directly
uses the n-grams of the crawled AltText. For VESL, each image is annotated with the visual-enriched caption
to replace the AltText, which is used to generate region text candidates that capture the image content better.
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