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Abstract

Social media is one of the most highly sought
resources to analyze characteristics of the lan-
guage by its users. In particular, many re-
searchers utilized various linguistic features
to identify users with mental disorders. How-
ever, generalizing linguistic features of such
psychiatric patients is challenging since these
features are apparently dependent on cultural or
personal language habits. To address this chal-
lenge, we make use of the symptoms, which
are shared properties of people with mental ill-
ness, concerning clinical contents rather than
the ways of expressing them. In this paper, we
aim to let our classification model identify in-
formative features by training on knowledge
about the symptoms. To this end, we propose
a multi-head siamese network, which captures
informative features based on the knowledge of
mental illness symptoms and compares them to
those of target text to be classified. The model
is designed to learn the required knowledge
by reading just a few questions from self-tests,
and to identify similar stories from social me-
dia texts. Experimental results demonstrate that
our model achieves improved performance as
well as human-interpretable results for mental
illness symptoms. A case study shows that our
proposed model offers the possibility of auto-
matic mental illness diagnosis, grounded on
rational reasons.

1 Introduction

Mental disorders are usually accompanied by dis-
tinct symptoms, such as loss of interest or appetite,
depressed moods, or excessive anxiety, which all
hamper an individual’s daily function. As these
functional disruptions can often be manifested in
social media, mental illness detection in social me-
diais a field that has been studied extensively (Jiang
et al., 2021; Kulkarni et al., 2021; Macavaney et al.,
2021; Harrigian et al., 2020; Murarka et al., 2020;
Gamaarachchige and Inkpen, 2019; Matero et al.,
2019). Most researches proposed important fea-

tures for mental illness detection, such as lexical
features (Dinu and Moldovan, 2021; Jiang et al.,
2020), sentiment or emotional aspects (Wang et al.,
2021; Allen et al., 2019), or topic changes (Kulka-
rni et al., 2021; Tadesse et al., 2019).

These studies have been mainly grounded on the
differences in linguistic features. However, it is
challenging to generalize characteristics of psychi-
atric patients by such linguistic features since they
are apparently dependent on subtle personal habits.
For example, the manner people express their men-
tal illness may vary to their resident culture (Loveys
et al., 2018). To address this challenge, we focus
on the shared and generalized properties of peo-
ple with mental disorders. For this purpose, we
propose to look into clinical contents rather than
the way of expressing them, in detecting symptoms
from texts. This is because, even though the lan-
guage habits can differ individual by individual, pa-
tients share certain common symptoms. American
Psychiatric Association (2013) compiled general
and universal knowledge about such symptoms of
mental disorders in DSM-5. We propose to make
use of the knowledge about the symptoms to let
our classification model learn informative features.

Several researchers have attempted to transfer
such knowledge into their models for enhanced per-
formance, exploiting graphical structures (Du et al.,
2021; Hu et al., 2021; Cai and Lam, 2020), hierar-
chical structures (Zhang et al., 2021), or additional
pre-training phases (Zhu et al., 2021b; Gururan-
gan et al., 2020). In this paper, we use a more
straightforward and intuitive approach, employing
the siamese network, which adopts one-shot learn-
ing for domain-specific features (Koch et al., 2015).
Using the siamese network, we also directly com-
pare the input and the symptoms to find discrimina-
tive clues from texts. This process is motivated by
that of humans who can quickly grasp a new idea,
often by reading just a single explanation.

For example, when people are reading a depres-



sion self-test, they understand the questions, learn
which symptoms are related to depression, and look
back on their own behaviors, so as to self-diagnose
their levels of depression. Inspired by this process,
we propose a multi-head siamese network to let our
model learn domain knowledge about symptoms
of mental disorders from just a few sentences and
identify manifested information from online posts.
Additionally, by analyzing learned weights and dis-
tance values of each symptom, our model gives
rise to human-understandable interpretations. We
utilize the diagnostic criteria sourced from DSM-5
(American Psychiatric Association, 2013), and the
self-tests that rephrase the symptoms colloquially.
The self-tests are designed to be similar to social
media texts by using day-to-day terms.

We evaluate the performance of our model on
four mental disorder detection tasks, with data col-
lected from online communities. We validate the
performance of our model with respect to mental
disorder detection and interpretability similar to
real diagnosis. We show that our model shows
performance as competitive as the state-of-the-art
models, and yet learns appropriate knowledge with
just a few examples. We also assess the effective-
ness of multi-head siamese network in terms of its
interpretability, which helps researchers to locate
novel but important evidence. The implementa-
tion code and symptom-sentences will all be made
publicly available'.

2 Related Work

Social media are commonly used for mental health
researches because of the ease of access for stud-
ies of various aspects of human behavior. Some
researchers proposed such characteristics as dif-
ferences in word usage between users with and
without mental disorders (Dinu and Moldovan,
2021; Jiang et al., 2020; Tadesse et al., 2019), or
in syntactic features (Yang et al., 2020; Ireland
and Iserman, 2018; Kayi et al., 2018). Some stud-
ies address the differences between sentiments or
emotional aspects (Wang et al., 2021; Allen et al.,
2019; Gamaarachchige and Inkpen, 2019), or dif-
ferences in topics (Kulkarni et al., 2021; Tadesse
et al., 2019). Some researches also presented inter-
pretable mental disorder detection methods based
on linguistic features (Uban et al., 2021; Song
et al., 2018). However, the linguistic characteris-
tics may also vary to cultural or personal language
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habits (Loveys et al., 2018). Some studies em-
ployed strong Transformer based classifiers (Dinu
and Moldovan, 2021; Jiang et al., 2020; Murarka
et al., 2020), but they do not still deliver an expert-
level analysis due to the lack of a wealth of knowl-
edge about mental disorders.

Various efforts are made to transfer background
knowledge or domain knowledge into their pro-
posed models for enhanced performance. Some
employed graphical structures to represent the se-
mantic relations or additional knowledge (Du et al.,
2021; Hu et al., 2021; Cai and Lam, 2020). Others
made use of hierarchical structures, which require
pre-defined hierarchical layers for knowledge rep-
resentation learning (Zhang et al., 2021). Yet others
attempted to transfer domain knowledge by an ad-
ditional phase of pre-training with an in-domain
corpus (Zhu et al., 2021b; Gururangan et al., 2020).
However, all of these efforts require complicated
steps in learning knowledge. In this paper, we use
the siamese network (Koch et al., 2015), a straight-
forward and intuitive approach, exploited recently
for simple networks (Chen and He, 2021; Zhu et al.,
2021a). Its details are explained in the following
section.

3 Multi-head Siamese Network

In order to simulate the process of mental disor-
der detection with domain knowledge, we designed
our model based on the siamese network (Koch
et al., 2015). As with the original siamese neural
network, our model also contains symmetric twin
networks with tied parameters. The symmetric
twin networks are composed of multiple convolu-
tional layers, and the outputs of each convolutional
layer correspond to important features from input
sentences. Employing the cosine similarity, we
compute the distance values (d) between the two
feature embeddings extracted from two inputs.

In addition, we apply multi-head few-shot learn-
ing to the original siamese network, repeating the
distance calculation process by the number of re-
lated symptoms. Assuming that we have n symp-
toms for discriminating a mental disorder, we build
a set of H heads for the mental disorder detection
model as follows:

H = {hl7h2)"'7hn} (1)

Each head h; represents domain knowledge regard-
ing each symptom, which contains a number of
questions from self-tests and an explanation of the



corresponding symptom. For example, if 21 has m
sentences describing the symptom, we have a set
of )1, questions for a few-shot learning:

th - {q17QQ7'“7Q’m} (2)

We describe the specifics of n symptoms for related
mental disorders and the detailed structure of our
model in the following subsections.

3.1 Symptom Descriptions

Mental

Disorders Diagnostic Criteria from DSM-5

DO. Depressed mood most of the day.
D1. Diminished interest or pleasure.
D2. Sleep disorders (insomnia or hypersomnia).
Major D3. Changes in weight or appetite when not dieting.
Depressive DA4. Fatigue or loss of energy.
Disorder D5. Feeling worthlessness or guilty.
(D0-D8) D6. Diminished ability to think or concentrate.
D7. A slowing down of thought and a reduction of
physical movement.
D8. Recurrent thoughts of death and suicidal ideation.
Major Depressive Episode
DO0-D8: Same as major depressive disorder.
Manic Episode
MO. A distinct period of persistently elevated
or expansive mood.
MI1. Increase in goal-directed activity.
M2. Inflated self-esteem or grandiosity.
M3. Decreased need for sleep.
M4. More talkative than usual.
MS5. Flight of ideas.
M6. Distractibility.
M?7. Activities that have a high potential for
painful consequences.
AO0. Excessive anxiety and worry more than 6 months.
Al. Difficult to control the worry.
The anxiety and worry are associated with followings:
A2. Trritability.
A3. Being easily fatigued.
A4. Sleep disturbance.
AS5. Difficulty concentrating or mind going blank.
A6. Muscle tension.
BO. Interpersonal relationships alternating between
idealization and devaluation.
B1. Recurrent suicidal or self-mutilating behavior.
B2. Identity disturbance.
B3. Affective instability.
B4. Inappropriate anger or difficulty controlling anger.
BS. Transient, stress-related paranoid ideation
or severe dissociative symptoms.
B6. Impulsive behaviors that are potentially
self-damaging.
B7. Frantic efforts to avoid abandonment.
B8. Chronic feelings of emptiness.

Bipolar
Disorder
(D0-D8,
MO0-M7)

Anxiety
Disorder
(A0-A6)

Borderline
Personality
Disorder
(BO-B8)

Table 1: A summary of diagnostic criteria for each
mental disorder, sourced from DSM-5.

In the present study, we focus on four mental dis-
orders: major depressive disorder (MDD), bipolar
disorder, anxiety disorder, and borderline personal-
ity disorder (BPD). As summarized in Table 1, we
compiled the diagnostic criteria for each mental dis-
order, sourced from DSM-5. We constructed heads
based on the list of symptoms. For example, in the
case of major depressive disorder, there are a total
of 9 symptoms (D0-D8), so when constructing a
depression detection model, there will be a total of
9 heads (n(Hgep.) = 9). As for bipolar, symptoms

Depression Test DO
Feeling down, depressed, or hopeless. 0| D1
Little interest or pleasure in doing things. 0

Feeling tired or having little energy. O—1— | D4

Trouble concentrating on things, such as reading [O—|

the newspaper or watching television. — D6
Thoughts that you would be better off dead, or 3]
of hurting yourself D8
Questions from a Self-test Diagnostic
Criteria

Figure 1: An example mapping of self-test questions
into corresponding diagnostic criteria.

can be divided into depressive episodes (D0O-DS)
and manic episodes (M0-M7), with a total of 17
heads. The symptoms of bipolar disorder are the
same as those of MDD.

Each head includes an explanation of diagnostic
criteria and questions from self-tests correspond-
ing to each symptom for few-shot learning. As a
result, each head contains two or more sentences
(n(Qp) > 2). In the case of more than two related
questions in the self-test, the corresponding head
contains more than two sentences. Figure 1 shows
the process of mapping the questions in the self-
test to the corresponding diagnostic criteria. We
collected the questions from the publicly available
self-tests”. The process was conducted under the
guidance of a psychology major researcher. The
total / average number of sentences is 18/2 (MDD),
34/2 (bipolar), 18/2.6 (anxiety), and 18/2 (BPD).
The complete list of collected sentences for each
head is attached in Appendix A3. Each sentence
from the heads will be another input to be com-
pared to the input texts in the siamese network.

3.2 Model Structure

In this work, we aim to let our model learn knowl-
edge about the mental illness symptoms, and iden-
tify salient features from input texts by comparing
them with the learned knowledge. To this end, we
propose a multi-head siamese network, as shown
in Figure 2, which captures informative features
based on the symptoms and compares them to a
target text to be classified. With a given sequence
of tokens as an input, our model tokenizes the in-
put and obtains a sequence of embedding vectors
(Einput) by employing pre-trained language model
MDD (www.psycom.net/depression-test/),
Bipolar (www.psycom.net/bipolar-disorder-symptoms/),
Anxiety disorder (Www.psycom.net/anxiety-test), and
BPD (www.psycom.net/borderline-personality-test/)

3The supplementary materials (appendix) will be made
publicly available with the code.
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Figure 2: The model architecture of multi-head siamese network. d indicates the distance value computed by
cosine similarity, and h, through h,, indicate the number of heads. @)y indicates the number of questions of h; for

few-shot learning.

tokenizers, such as BERT tokenizer or RoBERTa
tokenizer. We also get symptom embeddings (£)
by encoding all sentences (Q,) from all heads (H).

Our siamese network employs a multi-channel
convolutional neural network (CNN) for feature
learning. We apply three channels for convolution
layers, whose kernel sizes are 2, 3, and 5. Each
channel contains two convolutional layers and two
max-pooling layers. The final convolutional layer
is flattened into a single vector, which is a feature
embedding vector. As a result, we obtain three
feature embedding vectors (F,,py¢) from the input
text:

Finput,k = Convld(Einput>ka (k =23, 5) 3

Through the same process, we also obtain feature
embedding vectors from symptom texts (F},,) from
the n*" head as follows:
Fyr = Convld(Ey)y, (¢ € Qnn)  4)
We compute the distances, in the range of [-1,1],
through cosine similarity, comparing the input fea-

ture vector (Fj,,,¢) and every sentence vector (Fy)
prepared for few-shot learning:

Xy

5
Tyl ©)

sim(x,y) =

dq,k = Sim(-Finput,ky Fq,k)7 (q € th) (6)

Then we average the three distances (k=2, 3, 5) to
get a single distance value between input text and
a single sentence of the head:

dq = mean(dg,2,dg3,dg5), (¢ € Qnrn)  (7)
Finally, when there are distance values for all sen-

tences, they are averaged to yield the distance value
of the n'" head (dj,,):

2. dq

dpn = ma (q € Qnn) (3)

We iterate this process over the number of heads
(n(H)). After the siamese network step, all dis-
tance values (dy,,) are stacked into a 1xn vector
(D). By applying the fully connected layer, the
distance vector is reduced into a two-dimensional
vector o, which is an output probability of classify-
ing mental illness:

f=RN - R?

o= f(D)

By analyzing the weights (W) and distance val-
ues (D) of the fully connected layer, we can ex-
amine which symptoms are activated as important
information when classifying the related mental
disorder. Further details will be covered in Section
5.3.

n(H) =N )
=WT.D+b, (WeRV*?) (10)



Subreddit #samples  sent. tok. vocab.
r/depression 11,416 9.5 143.1 43,766
r/bipolar 10,941 105 157.1 54,426
r/anxiety 11,471 9.7 159.8 51,936
r/bpd 10,979 11.8 187.5 53,741
Random 40,570 8.8 123.0 198,988
Total 85,377 9.6 133.6 229,309

Table 2: The number of samples, the average numbers
of sentences and tokens, and the vocabulary size.

4 Experiments

4.1 Datasets and Evaluation

In order to evaluate our model, we constructed four
datasets to detect each mental disorder. We sam-
pled posts from Reddit*, which is one of the largest
online communities. Each sample is a concatena-
tion of a title and a body from a post. Each dataset
contains two groups of Reddit posts. One includes
the posts collected from mental disorder-related
subreddits as a mental illness group, and the other
is from random subreddits as a non-illness group.
The detailed statistics of each group is shown in Ta-
ble 2. We performed preprocessing by discarding
posts containing URLSs or individually identifiable
information, and posts shorter than ten words (i.e.,
tokens). We only retained posts in English; other-
wise, they are discarded.

We conducted four tasks, employing these col-
lected datasets, discriminating texts sourced from
mental disorder-related subreddits out of non-
mental illness texts. The details of each task are as
follows: MDD detection (r/depression+random),
Bipolar disorder detection (#/bipolar+random),
Anxiety disorder detection (r/anxiety+random),
and BPD detection (#/bpd+random).

To compare our model with baseline models with
respect to classification performance, we report
results using standard metrics: Precision (Pre.),
Recall (Rec.), and F1 score (F1) for the mental
illness group. We report Accuracy (Acc.) of classi-
fication results. Also, we employ Area Under the
Curve (AUC) to evaluate how much each model
is capable of distinguishing between classes. The
performance measure is reported by five-fold cross-
validation and averaged after five runs.

4.2 Baselines and Experimental Setup

As for the baselines, we implemented two
dictionary-based classifiers, support vector ma-
chine (SVM) and random forest (RF), and four
pre-trained language based transformer models.

“https://files.pushshift.io/reddit/

We fine-tuned SVM with Gaussian kernel and C
is set to 100, and RF where max depth is set to
100. We employed BERT’s vocabulary to train
dictionary-based models. We fine-tuned strong
transformer baseline models employing the default
settings from the Huggingface library (Wolf et al.,
2019):

a. BERT (Devlin et al., 2019) is one of the most
well-known baseline models (Jiang et al., 2020;
Matero et al., 2019). We fine-tuned the bert-base-
cased model.

b. ALBERT (Lan et al., 2019) has fewer param-
eters than the traditional BERT by two parameter
reduction techniques. We fine-tuned the albert-
base-v2 model.

¢. XLNET (Yang et al., 2019) is another strong
baseline with a pre-trained language model (Dinu
and Moldovan, 2021). We fine-tuned the xInet-
base-cased model.

d. RoBERTa (Liu et al., 2019) is a robustly op-
timized BERT and one of the most solid base-
lines in natural language classification (Dinu and
Moldovan, 2021; Murarka et al., 2020). We fine-
tuned the roberta-base model.

We implemented our models using pytorch and
fine-tuned our models on one 24GB Nvidia RTX-
3090 GPU, taking about 13 minutes for each epoch.
The batch size and embedding size of all models
are 16 and 256, respectively, and fine-tuned over
five epochs. We truncated each post at 256 tokens
for all models. For each model, we manually fine-
tuned the learning rates, choosing one out of {1le-
5, 2e-5, le-6, and 2e-6} that shows the best F1
score. We report the average results over five-fold
cross-validation runs on our dataset for the same
pre-trained checkpoint.

4.3 Experimental Results

The experimental results of four mental illness de-
tections for all baseline models and our proposed
models are shown in Table 3. We report the mean
for all metrics and the standard deviation (std.) of
F1 scores on five-fold cross-validation tests. Our
proposed model, the multi-head siamese network,
is shown to outperform all the other strong base-
lines in all four tasks. On average, F1 is increased
by 2.5% compared to the BERT and 0.9% com-
pared to ROBERTa. AUC is increased by 2% com-
pared to BERT and 1.1% compared to RoBERTa.
Table 4 shows the number of parameters for each
model. Compared to the baseline models, the ad-



(a) Major depressive disorder detection

Model Acc. Pre. Rec. F1 (std.) AUC
RF 89.9 889 63.0 73.7(40.3) 80.4
SVM 912 884 699  78.0(+0.9) 83.6
BERT 94.2 85.8 89.0 87.3 (£0.2) 92.4

ALBERT 93.6 835 900
XLNET 945 883 873
RoBERTa | 948 880 888
ourst 948 853 929
ours] 952 869 924

86.4(£0.6) 913
87.8(£03) 924
88.4(£02) 927
88.9(x04)  93.5
89.6(+£03)  94.2

(c) Anxiety disorder detection

Model Acc. Pre. Rec. F1 (std.) AUC
RF 91.7 931 646 763 (£04) 81.7
SVM 929 864 809  83.3(£l1.2) 88.5
BERT 953 912  86.0  88.5(£0.5) 91.9

ALBERT 95.1 909 84.6
XLNET 957 914 884
RoBERTa | 958 90.0 917
oursT 95.8 899 90.38
ours} 96.2 920 91.0

87.6(£0.6) 912
89.8(£04) 932
90.3 (£04) 934
903 (£04) 939
91.5(+05) 943

(b) Bipolar disorder detection

Model Acc. Pre. Rec. F1 (std.) AUC
RF 90.9 945 632 75.8 (£0.3) 81.1
SVM 902 773 79.0  78.2(40.8) 86.2
BERT 949 942 822 87.7 (£0.5) 90.3

ALBERT 945 904 845
XLNET 949 862 917
RoBERTa 955 929  86.1

87.3(£04) 909
88.9(£04) 923
89.4(£03) 921

ours{ 95.3 91.2 87.5
ours} 958 924  88.6

89.2(£03) 923
90.4 (+£03) 933

(d) Borderline personality disorder detection

Model Acc. Pre. Rec. F1 (std.) AUC
RF 90.3  90.8 613  73.2(%0.3) 79.8
SVM 934 89.8 782  83.6(+0.6) 88.9
BERT 950 857 924 889 (+0.3) 93.2

ALBERT 94.9 86.1 91.3
XLNET 95.6 929  86.1
RoBERTa | 95.7 889 918

88.6(£0.3) 932
89.4(£02) 923
90.3(£02)  93.3

ours{ 95.7 89.9  90.7
ours} 959 91.1 904

904 (£04) _ 94.0
90.8 (£0.3)  94.0

Table 3: Mental illness detection results on (a) major depressive disorder detection, (b) bipolar disorder detection,
(c) anxiety disorder detection, and (d) borderline personality disorder detection. f indicates that the model uses the
BERT embeddings, and I means that the model uses ROBERTa embeddings. The best results are shown in bold, and

the second-best results are underlined.

Model #parameters
BERT 108,311,810
RoBERTa 124,647,170
ours w/bert 108,967,319
ours w/roberta | 125,302,679

Table 4: The numbers of parameters for BERT,
RoBERTa, and our models.

ditional number of parameters for our siamese net-
work is about 655K. It is a much smaller number
than that of the additional parameters for ROBERTa
and BERT (about 16M), but the performance of
ourst (w/bert) is slightly better or shows little differ-
ence. It suggests that our proposed model, learning
domain knowledge, achieves efficient performance
improvement by adding just a small number of
parameters.

Additionally, even the dictionary-based model
shows quite good performance, achieving high pre-
cision but low recall, indicating that the dataset
shows distinct characteristics of each subreddit.
However, compared to the dictionary-based model,
the performance of the models with pre-trained
language is improved by a significant difference.
It means that some samples cannot be classified
by a specific keyword, and the performance can
be improved depending on how well the samples
are classified. Since the dictionary-based models
are mainly based on linguistic features, it may be
difficult to find clues of mental illnesses, depend-
ing on the variance of linguistic habits. On the
other hand, our model performed better than the
baselines because it is designed to capture salient
features based on learned symptoms, covering a

Model Acc.  Pre. Rec. F1 AUC
CNNs w/bert emb. 940 89.8 829 86.2 90.1
+single-head 945 886 868 876 91.7

+multi-head +one-shot 94.9 87.3 90.2 88.7 93.2
+multi-head +few-shot 95.4 89.1 90.5 89.7 93.9
CNNs w/roberta emb. 94.6 89.5 85.3 87.3 91.2
+multi-head +few-shot 95.7 90.3 90.8 90.5 94.0

Table 5: An ablation study of different levels of knowl-
edge and features affecting our model. The result is the
average of the four tasks.

broad range of clinical contents. The detailed anal-
ysis of the performance improvement is shown in
Secction 5.

5 Model Analysis and Discussions

5.1 Ablation Study

We conducted an ablation study to investigate the
effectiveness of each part in our proposed model.
We removed the siamese network from our pro-
posed methods which result in just convolutional
neural networks (CNNs). We implemented a single-
head siamese network in which all sentences from
all heads are put together into just one head, and we
also implemented a one-shot multi-head siamese
network just using diagnostic criteria for each head.
We compared both BERT embedding models and
RoBERTa embedding models.

The experimental results are shown in Table 5.
The result shows that our proposed model gives
the best performance when all of the modules are
combined. Compared to CNN models, the perfor-
mances are improved when the siamese network
is added. In addition, the performances are also
improved when employing a multi-head rather than



Major Depressive Disorder

Non-depression

Depression

ot |

Bipolar Disorder

Non-bipolar Bipolar

Anxiety Disorder

Non-anxiety Anxiety

- |

Borderline Personality Disorder
Non-BPD BPD

Figure 3: Examples of weights learned during the training process for each task. Each column represents a distance
computed by each head, indicating the knowledge of the related symptoms.

Trained Domain
depression  bipolar  anxiety bpd
depression 89.6 88.9 88.1 87.8
Target bipolar 89.6 90.4 88.7 88.3
Domain anxiety 89.5 90.4 91.5 88.8
bpd 89.9 89.4 89.6 90.8

Table 6: The results of cross-domain tests. We report
the F1 scores of each test.

a single-head. It is quite similar to a situation when
experts diagnose mental illnesses, observing the
number of symptoms from psychiatric patients.
It suggests that training symptoms as separated
knowledge is much more effective than learning all
at once since each symptom is an independent fac-
tor. Compared to the one-shot method that learns
only one sentence per head, the performance of
few-shot is improved. It may be due to each head
learning further about the symptom through various
sentences, covering various aspects of each symp-
tom. The performance is improved slightly when
using ROBERTa embedding than when using BERT
embedding. It suggests that plentiful embedding
information may affect the performance.

5.2 Cross-domain Test

In order to see the exact reason for the performance
improvement, we conducted a cross-domain test.
The main goal of the cross-domain test is to see
if the performance improvement was due to the
learned contents, or whether the model itself com-
pares several sentences. We also examine how
cases with shared or similar symptoms between
mental illnesses affect the performance.

We employed symptoms from the trained do-
main and used the input texts from the target do-
main. The results are shown in Table 6. The best
performance, detecting each of the four target do-

mains, shows up when training the same mental
disorder knowledge. Bipolar disorder contains the
most significant number of sentences about symp-
toms (in total, 34). However, when bipolar is em-
ployed as a trained domain, it could not show rea-
sonable performance on the other domains. This
suggests that training on the appropriate knowl-
edge is required for enhanced performance with
our model.

MDD and bipolar disorder share some symp-
toms, or the major depressive episodes. The result
also shows good performance even after learning
across the different domains. This implies that
it may be possible to implement a model to clas-
sify various mental disorders into one model, if
the symptoms of various mental illnesses are effec-
tively assembled. We leave further details to future
work.

5.3 Interpretation

Using our model, we can interpret the detected re-
sults by analyzing its representations of learned
weights and distance values. In order to see if our
model properly learns domain knowledge from a
few sentences and identifies similar stories from
the input texts, we looked into the learned weights
produced by the last fully connected layer. To show
our models’ effectiveness, we visualize the exam-
ples of learned weights from training steps in Fig-
ure 3. The color scale represents the strength of
the learned weights (i.e., distance values of each
head). Each row represents heads, indicating each
symptom referring to Table 1, and each column rep-
resents the labels. We observe a clear contrasting
pattern in the distance weights for each task.

We could also identify which symptoms are
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Figure 4: The number of salient symptoms and proba-
bility of the final output from true-positive samples in
MDD detection.

mainly activated or not by investigating the learned
weights during the training process. For example,
in the MDD detection, most of the weights of symp-
toms give higher weights to the depression, except
D4 (loss of energy). It suggests that most of the
symptoms give rise to a major role during the de-
tection. In the case of D4, we may improve the
performance further by fine-tuning the symptom-
related sentences.

An important criterion in diagnosing a mental ill-
ness by experts is the number of manifested symp-
toms. The number of symptoms must exceed a
certain number to be diagnosed as a corresponding
mental illness. For example, in the case of MDD,
at least 5 out of 9 symptoms must be manifested
to be diagnosed. In order to see if the human-level
diagnostic process works in our model as well, we
looked into the number of salient symptoms in
true-positive samples. We calculated percentiles
from the similarity scores for each symptom in the
true-positive samples from test sets, and set the
threshold by 70% of the percentile. Then, when
exceeding the threshold set by the criterion, the
symptom was selected as a prominent feature in the
text. We present the distribution of the numbers of
salient symptoms and their averaged probabilities
of the final output from test sets of MDD detection
in Figure 4.

In our model, the average probability is low
when there are fewer than three symptoms, but
when three symptoms or more, our model makes
a decision with high confidence at a similar level.
It suggests that our model also diagnoses a mental
disorder when the number of symptoms exceeds a
specific number, the same as when humans diag-
nose. The criterion number being smaller in our
model may be due to the shorter length of social
media texts.

Major Depressive Disorder
Whenever I wake up in the morning, I hate 80
myself, and I want to commit suicide. I didn't
have any friends to hang out with because I ¢,
did not need to make friends actively when T
went to school. The only reason I am not
committing suicide is I don't want my parents
to cry.

20
Label: 1 / Pred: 1

Symptoms: DO, D1, D8

012345678

Anxiety Disorder
I often feel anxious that something terribleis 80
about to happen. For example, my husband
will likely lose his job, or a family member 60
will become ill or have an accident. I know
these worries are unnecessary and excessive, %0
but I can't stop worrying. I'm always nervous,
so I feel exhausted even if I do nothing.

Label: 1 / Pred: 1
Symptoms: A1, A2, A5

20

0 1 2 3 4 5 6

Figure 5: Examples with symptoms of corresponding
mental disorder. The label indicates a gold standard,
and the pred indicates the prediction of our model.

5.4 Case Study

For the case study, we made an example based on
the samples corresponding to each mental disor-
der in the psychology major textbook. We present
example sentences for MDD and anxiety disorder
(Figure 5), and the model’s predictions were cor-
rect in both cases. We set the same threshold as
shown in Figure 4. As for MDD, the salient symp-
toms predicted by the model are DO, D1, and D8,
and for anxiety disorder, the prominent symptoms
are Al, A2, and A5, and the model can identify
most of the related terms in the text. In the case of
DO (depressed mood) and D1 (diminished interest
or pleasure) in MDD, however, our model captures
the feature related to the symptom, despite the ab-
sence of the term ‘depress’ or ‘interest’. These
cases support the assumption that our model can
detect and interpret when symptoms of a particular
mental disorder are prominent in text.

6 Conclusion

In this paper, we proposed a multi-head siamese
network for mental disorder detection. Our model
achieved improved performance as well as human-
interpretable results over symptoms regarding men-
tal disorders. We anticipate that the proposed
model will provide an automatic mental illness di-
agnosis at the same level as human experts practice.
In this study, we used social media texts. If we
use medical data such as psychotherapy records,
our model may turn out to be more prosperous in
training symptoms. For cases such as bipolar or
multi-disorder detection, it would be worth con-
sidering a hierarchical structure in the multi-head
siamese network. We leave it for future work.
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A Appendix



Major Depresive Disorder
DO: Depressed mood most of the day, nearly every day.
Feeling down, depressed, or hopeless.
: Markedly diminished interest or pleasure in all, or almost all, activities most of the day, nearly every day.
Little interest or pleasure in doing things.
D2: I ia or hyper ia nearly every day.
Trouble falling or staying asleep, or sleeping too much.
: Significant weight loss when not dieting or weight gain, or decrease or increase in appetite nearly every day.
Poor appetite or overeating.
D4: Fatigue or loss of energy nearly every day.
Feeling tired or having little energy.
D5: Feeling worthlessness or excessive or inappropriate guilt nearly every day.
Feeling bad about yourself - or that you are a failure or have let yourself or your family down.
: Diminished ability to think or concentrate, or indecisiveness, nearly every day.
Trouble concentrating on things, such as reading the newspaper or watching television.
: A slowing down of thought and a reduction of physical movement.
Moving or speaking so slowly that other people could have noticed.
D8: Recurrent thoughts of death, recurrent suicidal ideation without a specific plan, or a suicide attempt or a specific plan for committing suicide.
Thoughts that you would be better off dead, or of hurting yourself.

D

D

1]

D

=

D

~

Bipolar Disorder
Major Depressive Episode: D0-D8: Same as major depressive disorder.
Manic Episode:
MO: A distinct period of abnormally and persistently elevated, expansive, or irritable mood and abnormally and persistently increased
goal-directed activity or energy, lasting at least 1 week and present most of the day, nearly every day.
Do you ever experience a persistent elevated or irritable mood for more than a week?
M1: Increase in goal-directed activity or psychomotor agitation (i.e., purposeless non-goal-directed activity).
Do you ever experience persistently increased goal-directed activity for more than a week?
M2: Inflated self-est or grandiosity.
Do you ever experience inflated self-esteem or grandiose thoughts about yourself?
M3: Decreased need for sleep (e.g., feels rested after only 3 hours of sleep).
Do you ever feel little need for sleep, feeling rested after only a few hours?
M4: More talkative than usual or pressure to keep talking.
Do you ever find yourself more talkative than usual?
MS5: Flight of ideas or subjective experience that thoughts are racing.
Do you experience racing thoughts or a flight of ideas?
M6: Distractibility (i.e., attention too easily drawn to unimportant or irrelevant external stimuli), as reported or observed.
Do you notice (or others comment) that you are easily distracted?
M7: Excessive involvement in activities that have a high potential for painful consequences.
Do you engage excessively in risky behaviors, sexually or financially?

Ancxiety Disorder
A0: Excessive anxiety and worry, occurring more days than not for at least 6 months, about a number of events or activities.
Do you worry about lots of different things? Do you worry about things working out in the future?
Do you worry about things that have already happened in the past? Do you worry about how well you do things?
Al: The individual finds it difficult to control the worry.
Do you have trouble controlling your worries? Do you feel jumpy?
A2: The anxiety and worry are associated with irritability.
Do you get irritable and/or easily annoyed when anxious?
A3: The anxiety and worry are associated with being easily fatigued.
Does worry or anxiety make you feel fatigued or worn out?
A4: The anxiety and worry are associated with sleep disturbance (difficulty falling or staying asleep, or restless, unsatisfying sleep).
Does worry or anxiety interfere with falling or staying asleep?
AS: The anxiety and worry are associated with difficulty concentrating or mind going blank.
Does worry or anxiety make it hard to concentrate?
A6: The anxiety and worry are associated with muscle tension.
Do your muscles get tense when you are worried or anxious?

Borderline Personality Disorder
BO: A pattern of unstable and intense interpersonal relationships characterized by alternating between extremes of idealization and devaluation.
My relationships are very intense, unstable, and alternate between the extremes of over idealizing and undervaluing people who are important to me.
B1: Recurrent suicidal behavior, gestures, or threats, or self-mutilating behavior.
Now, or in the past, when upset, I have engaged in recurrent suicidal behaviors, gestures, threats, or self-injurious behavior
such as cutting, burning, or hitting myself.
B2: Identity disturbance: markedly and persistently unstable self-image or sense of self.
I'have a significant and persistently unstable image or sense of myself, or of who I am or what I truly believe in.
B3: Affective instability due to a marked reactivity of mood.
My emotions change very quickly, and I experience intense episodes of sadness, irritability, and anxiety or panic attacks.
B4: Inappropriate, intense anger or difficulty controlling anger.
My level of anger is often inappropriate, intense, and difficult to control.
BS: Transient, stress-related paranoid ideation or severe dissociative symptoms.
I have very suspicious ideas, and am even paranoid or I experience episodes under stress when I feel that I, other people, or the situation is somewhat unreal.
B6: Impulsively in at least two areas that are potentially self-damaging (e.g., spending, sex, substance abuse, reckless driving, binge eating).
I engage in two or more self-damaging acts such as excessive spending, unsafe and inappropriate sexual conduct, substance abuse, reckless driving, and binge eating.

B7: Frantic efforts to avoid real or imagined abandonment.

I engage in frantic efforts to avoid real or imagined abandonment by people who are close to me.
B8: Chronic feelings of emptiness.

I suffer from feelings of emptiness and boredom.

Table 7: The complete list of collected sentences for each head. The diagnostic criteria, sourced from DSM-5, are
shown in bold, and questions from self-tests are underlined.
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