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Abstract

Social media is one of the most highly sought001
resources to analyze characteristics of the lan-002
guage by its users. In particular, many re-003
searchers utilized various linguistic features004
to identify users with mental disorders. How-005
ever, generalizing linguistic features of such006
psychiatric patients is challenging since these007
features are apparently dependent on cultural or008
personal language habits. To address this chal-009
lenge, we make use of the symptoms, which010
are shared properties of people with mental ill-011
ness, concerning clinical contents rather than012
the ways of expressing them. In this paper, we013
aim to let our classification model identify in-014
formative features by training on knowledge015
about the symptoms. To this end, we propose016
a multi-head siamese network, which captures017
informative features based on the knowledge of018
mental illness symptoms and compares them to019
those of target text to be classified. The model020
is designed to learn the required knowledge021
by reading just a few questions from self-tests,022
and to identify similar stories from social me-023
dia texts. Experimental results demonstrate that024
our model achieves improved performance as025
well as human-interpretable results for mental026
illness symptoms. A case study shows that our027
proposed model offers the possibility of auto-028
matic mental illness diagnosis, grounded on029
rational reasons.030

1 Introduction031

Mental disorders are usually accompanied by dis-032

tinct symptoms, such as loss of interest or appetite,033

depressed moods, or excessive anxiety, which all034

hamper an individual’s daily function. As these035

functional disruptions can often be manifested in036

social media, mental illness detection in social me-037

dia is a field that has been studied extensively (Jiang038

et al., 2021; Kulkarni et al., 2021; Macavaney et al.,039

2021; Harrigian et al., 2020; Murarka et al., 2020;040

Gamaarachchige and Inkpen, 2019; Matero et al.,041

2019). Most researches proposed important fea-042

tures for mental illness detection, such as lexical 043

features (Dinu and Moldovan, 2021; Jiang et al., 044

2020), sentiment or emotional aspects (Wang et al., 045

2021; Allen et al., 2019), or topic changes (Kulka- 046

rni et al., 2021; Tadesse et al., 2019). 047

These studies have been mainly grounded on the 048

differences in linguistic features. However, it is 049

challenging to generalize characteristics of psychi- 050

atric patients by such linguistic features since they 051

are apparently dependent on subtle personal habits. 052

For example, the manner people express their men- 053

tal illness may vary to their resident culture (Loveys 054

et al., 2018). To address this challenge, we focus 055

on the shared and generalized properties of peo- 056

ple with mental disorders. For this purpose, we 057

propose to look into clinical contents rather than 058

the way of expressing them, in detecting symptoms 059

from texts. This is because, even though the lan- 060

guage habits can differ individual by individual, pa- 061

tients share certain common symptoms. American 062

Psychiatric Association (2013) compiled general 063

and universal knowledge about such symptoms of 064

mental disorders in DSM-5. We propose to make 065

use of the knowledge about the symptoms to let 066

our classification model learn informative features. 067

Several researchers have attempted to transfer 068

such knowledge into their models for enhanced per- 069

formance, exploiting graphical structures (Du et al., 070

2021; Hu et al., 2021; Cai and Lam, 2020), hierar- 071

chical structures (Zhang et al., 2021), or additional 072

pre-training phases (Zhu et al., 2021b; Gururan- 073

gan et al., 2020). In this paper, we use a more 074

straightforward and intuitive approach, employing 075

the siamese network, which adopts one-shot learn- 076

ing for domain-specific features (Koch et al., 2015). 077

Using the siamese network, we also directly com- 078

pare the input and the symptoms to find discrimina- 079

tive clues from texts. This process is motivated by 080

that of humans who can quickly grasp a new idea, 081

often by reading just a single explanation. 082

For example, when people are reading a depres- 083
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sion self-test, they understand the questions, learn084

which symptoms are related to depression, and look085

back on their own behaviors, so as to self-diagnose086

their levels of depression. Inspired by this process,087

we propose a multi-head siamese network to let our088

model learn domain knowledge about symptoms089

of mental disorders from just a few sentences and090

identify manifested information from online posts.091

Additionally, by analyzing learned weights and dis-092

tance values of each symptom, our model gives093

rise to human-understandable interpretations. We094

utilize the diagnostic criteria sourced from DSM-5095

(American Psychiatric Association, 2013), and the096

self-tests that rephrase the symptoms colloquially.097

The self-tests are designed to be similar to social098

media texts by using day-to-day terms.099

We evaluate the performance of our model on100

four mental disorder detection tasks, with data col-101

lected from online communities. We validate the102

performance of our model with respect to mental103

disorder detection and interpretability similar to104

real diagnosis. We show that our model shows105

performance as competitive as the state-of-the-art106

models, and yet learns appropriate knowledge with107

just a few examples. We also assess the effective-108

ness of multi-head siamese network in terms of its109

interpretability, which helps researchers to locate110

novel but important evidence. The implementa-111

tion code and symptom-sentences will all be made112

publicly available1.113

2 Related Work114

Social media are commonly used for mental health115

researches because of the ease of access for stud-116

ies of various aspects of human behavior. Some117

researchers proposed such characteristics as dif-118

ferences in word usage between users with and119

without mental disorders (Dinu and Moldovan,120

2021; Jiang et al., 2020; Tadesse et al., 2019), or121

in syntactic features (Yang et al., 2020; Ireland122

and Iserman, 2018; Kayi et al., 2018). Some stud-123

ies address the differences between sentiments or124

emotional aspects (Wang et al., 2021; Allen et al.,125

2019; Gamaarachchige and Inkpen, 2019), or dif-126

ferences in topics (Kulkarni et al., 2021; Tadesse127

et al., 2019). Some researches also presented inter-128

pretable mental disorder detection methods based129

on linguistic features (Uban et al., 2021; Song130

et al., 2018). However, the linguistic characteris-131

tics may also vary to cultural or personal language132

1https://xxx.yyy/zzz

habits (Loveys et al., 2018). Some studies em- 133

ployed strong Transformer based classifiers (Dinu 134

and Moldovan, 2021; Jiang et al., 2020; Murarka 135

et al., 2020), but they do not still deliver an expert- 136

level analysis due to the lack of a wealth of knowl- 137

edge about mental disorders. 138

Various efforts are made to transfer background 139

knowledge or domain knowledge into their pro- 140

posed models for enhanced performance. Some 141

employed graphical structures to represent the se- 142

mantic relations or additional knowledge (Du et al., 143

2021; Hu et al., 2021; Cai and Lam, 2020). Others 144

made use of hierarchical structures, which require 145

pre-defined hierarchical layers for knowledge rep- 146

resentation learning (Zhang et al., 2021). Yet others 147

attempted to transfer domain knowledge by an ad- 148

ditional phase of pre-training with an in-domain 149

corpus (Zhu et al., 2021b; Gururangan et al., 2020). 150

However, all of these efforts require complicated 151

steps in learning knowledge. In this paper, we use 152

the siamese network (Koch et al., 2015), a straight- 153

forward and intuitive approach, exploited recently 154

for simple networks (Chen and He, 2021; Zhu et al., 155

2021a). Its details are explained in the following 156

section. 157

3 Multi-head Siamese Network 158

In order to simulate the process of mental disor- 159

der detection with domain knowledge, we designed 160

our model based on the siamese network (Koch 161

et al., 2015). As with the original siamese neural 162

network, our model also contains symmetric twin 163

networks with tied parameters. The symmetric 164

twin networks are composed of multiple convolu- 165

tional layers, and the outputs of each convolutional 166

layer correspond to important features from input 167

sentences. Employing the cosine similarity, we 168

compute the distance values (d) between the two 169

feature embeddings extracted from two inputs. 170

In addition, we apply multi-head few-shot learn- 171

ing to the original siamese network, repeating the 172

distance calculation process by the number of re- 173

lated symptoms. Assuming that we have n symp- 174

toms for discriminating a mental disorder, we build 175

a set of H heads for the mental disorder detection 176

model as follows: 177

H = {h1, h2, ..., hn} (1) 178

Each head hi represents domain knowledge regard- 179

ing each symptom, which contains a number of 180

questions from self-tests and an explanation of the 181
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corresponding symptom. For example, if h1 has m182

sentences describing the symptom, we have a set183

of Qh1 questions for a few-shot learning:184

Qh1 = {q1, q2, ..., qm} (2)185

We describe the specifics of n symptoms for related186

mental disorders and the detailed structure of our187

model in the following subsections.188

3.1 Symptom Descriptions189

Mental
Disorders Diagnostic Criteria from DSM-5

Major
Depressive
Disorder
(D0-D8)

D0. Depressed mood most of the day.
D1. Diminished interest or pleasure.
D2. Sleep disorders (insomnia or hypersomnia).
D3. Changes in weight or appetite when not dieting.
D4. Fatigue or loss of energy.
D5. Feeling worthlessness or guilty.
D6. Diminished ability to think or concentrate.
D7. A slowing down of thought and a reduction of

physical movement.
D8. Recurrent thoughts of death and suicidal ideation.

Bipolar
Disorder
(D0-D8,
M0-M7)

Major Depressive Episode
D0-D8: Same as major depressive disorder.

Manic Episode
M0. A distinct period of persistently elevated

or expansive mood.
M1. Increase in goal-directed activity.
M2. Inflated self-esteem or grandiosity.
M3. Decreased need for sleep.
M4. More talkative than usual.
M5. Flight of ideas.
M6. Distractibility.
M7. Activities that have a high potential for

painful consequences.

Anxiety
Disorder
(A0-A6)

A0. Excessive anxiety and worry more than 6 months.
A1. Difficult to control the worry.
The anxiety and worry are associated with followings:

A2. Irritability.
A3. Being easily fatigued.
A4. Sleep disturbance.
A5. Difficulty concentrating or mind going blank.
A6. Muscle tension.

Borderline
Personality

Disorder
(B0-B8)

B0. Interpersonal relationships alternating between
idealization and devaluation.

B1. Recurrent suicidal or self-mutilating behavior.
B2. Identity disturbance.
B3. Affective instability.
B4. Inappropriate anger or difficulty controlling anger.
B5. Transient, stress-related paranoid ideation

or severe dissociative symptoms.
B6. Impulsive behaviors that are potentially

self-damaging.
B7. Frantic efforts to avoid abandonment.
B8. Chronic feelings of emptiness.

Table 1: A summary of diagnostic criteria for each
mental disorder, sourced from DSM-5.

In the present study, we focus on four mental dis-190

orders: major depressive disorder (MDD), bipolar191

disorder, anxiety disorder, and borderline personal-192

ity disorder (BPD). As summarized in Table 1, we193

compiled the diagnostic criteria for each mental dis-194

order, sourced from DSM-5. We constructed heads195

based on the list of symptoms. For example, in the196

case of major depressive disorder, there are a total197

of 9 symptoms (D0-D8), so when constructing a198

depression detection model, there will be a total of199

9 heads (n(Hdep.) = 9). As for bipolar, symptoms200

Figure 1: An example mapping of self-test questions
into corresponding diagnostic criteria.

can be divided into depressive episodes (D0-D8) 201

and manic episodes (M0-M7), with a total of 17 202

heads. The symptoms of bipolar disorder are the 203

same as those of MDD. 204

Each head includes an explanation of diagnostic 205

criteria and questions from self-tests correspond- 206

ing to each symptom for few-shot learning. As a 207

result, each head contains two or more sentences 208

(n(Qh) ≥ 2). In the case of more than two related 209

questions in the self-test, the corresponding head 210

contains more than two sentences. Figure 1 shows 211

the process of mapping the questions in the self- 212

test to the corresponding diagnostic criteria. We 213

collected the questions from the publicly available 214

self-tests2. The process was conducted under the 215

guidance of a psychology major researcher. The 216

total / average number of sentences is 18/2 (MDD), 217

34/2 (bipolar), 18/2.6 (anxiety), and 18/2 (BPD). 218

The complete list of collected sentences for each 219

head is attached in Appendix A3. Each sentence 220

from the heads will be another input to be com- 221

pared to the input texts in the siamese network. 222

3.2 Model Structure 223

In this work, we aim to let our model learn knowl- 224

edge about the mental illness symptoms, and iden- 225

tify salient features from input texts by comparing 226

them with the learned knowledge. To this end, we 227

propose a multi-head siamese network, as shown 228

in Figure 2, which captures informative features 229

based on the symptoms and compares them to a 230

target text to be classified. With a given sequence 231

of tokens as an input, our model tokenizes the in- 232

put and obtains a sequence of embedding vectors 233

(Einput) by employing pre-trained language model 234

2MDD (www.psycom.net/depression-test/),
Bipolar (www.psycom.net/bipolar-disorder-symptoms/),
Anxiety disorder (www.psycom.net/anxiety-test), and
BPD (www.psycom.net/borderline-personality-test/)

3The supplementary materials (appendix) will be made
publicly available with the code.
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Figure 2: The model architecture of multi-head siamese network. d indicates the distance value computed by
cosine similarity, and h1 through hn indicate the number of heads. Qh1 indicates the number of questions of h1 for
few-shot learning.

tokenizers, such as BERT tokenizer or RoBERTa235

tokenizer. We also get symptom embeddings (Eq)236

by encoding all sentences (Qh) from all heads (H).237

Our siamese network employs a multi-channel238

convolutional neural network (CNN) for feature239

learning. We apply three channels for convolution240

layers, whose kernel sizes are 2, 3, and 5. Each241

channel contains two convolutional layers and two242

max-pooling layers. The final convolutional layer243

is flattened into a single vector, which is a feature244

embedding vector. As a result, we obtain three245

feature embedding vectors (Finput) from the input246

text:247

Finput,k = Conv1d(Einput)k, (k = 2, 3, 5) (3)248

Through the same process, we also obtain feature249

embedding vectors from symptom texts (Fqn) from250

the nth head as follows:251

Fq,k = Conv1d(Eq)k, (q ∈ Qhn) (4)252

We compute the distances, in the range of [-1,1],253

through cosine similarity, comparing the input fea-254

ture vector (Finput) and every sentence vector (Fq)255

prepared for few-shot learning:256

sim(x,y) =
xy

∥x∥∥y∥
(5)257

258
dq,k = sim(Finput,k, Fq,k), (q ∈ Qhn) (6)259

Then we average the three distances (k=2, 3, 5) to 260

get a single distance value between input text and 261

a single sentence of the head: 262

dq = mean(dq,2, dq,3, dq,5), (q ∈ Qhn) (7) 263

Finally, when there are distance values for all sen- 264

tences, they are averaged to yield the distance value 265

of the nth head (dhn): 266

dhn =

∑
dq

n(Qhn)
, (q ∈ Qhn) (8) 267

We iterate this process over the number of heads 268

(n(H)). After the siamese network step, all dis- 269

tance values (dhn) are stacked into a 1xn vector 270

(D). By applying the fully connected layer, the 271

distance vector is reduced into a two-dimensional 272

vector o, which is an output probability of classify- 273

ing mental illness: 274

f = RN → R2, n(H) = N (9) 275
276

o = f(D) = W T ·D + b, (W ∈ RN×2) (10) 277

By analyzing the weights (W ) and distance val- 278

ues (D) of the fully connected layer, we can ex- 279

amine which symptoms are activated as important 280

information when classifying the related mental 281

disorder. Further details will be covered in Section 282

5.3. 283
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Subreddit #samples sent. tok. vocab.
r/depression 11,416 9.5 143.1 43,766
r/bipolar 10,941 10.5 157.1 54,426
r/anxiety 11,471 9.7 159.8 51,936
r/bpd 10,979 11.8 187.5 53,741
Random 40,570 8.8 123.0 198,988
Total 85,377 9.6 133.6 229,309

Table 2: The number of samples, the average numbers
of sentences and tokens, and the vocabulary size.

4 Experiments284

4.1 Datasets and Evaluation285

In order to evaluate our model, we constructed four286

datasets to detect each mental disorder. We sam-287

pled posts from Reddit4, which is one of the largest288

online communities. Each sample is a concatena-289

tion of a title and a body from a post. Each dataset290

contains two groups of Reddit posts. One includes291

the posts collected from mental disorder-related292

subreddits as a mental illness group, and the other293

is from random subreddits as a non-illness group.294

The detailed statistics of each group is shown in Ta-295

ble 2. We performed preprocessing by discarding296

posts containing URLs or individually identifiable297

information, and posts shorter than ten words (i.e.,298

tokens). We only retained posts in English; other-299

wise, they are discarded.300

We conducted four tasks, employing these col-301

lected datasets, discriminating texts sourced from302

mental disorder-related subreddits out of non-303

mental illness texts. The details of each task are as304

follows: MDD detection (r/depression+random),305

Bipolar disorder detection (r/bipolar+random),306

Anxiety disorder detection (r/anxiety+random),307

and BPD detection (r/bpd+random).308

To compare our model with baseline models with309

respect to classification performance, we report310

results using standard metrics: Precision (Pre.),311

Recall (Rec.), and F1 score (F1) for the mental312

illness group. We report Accuracy (Acc.) of classi-313

fication results. Also, we employ Area Under the314

Curve (AUC) to evaluate how much each model315

is capable of distinguishing between classes. The316

performance measure is reported by five-fold cross-317

validation and averaged after five runs.318

4.2 Baselines and Experimental Setup319

As for the baselines, we implemented two320

dictionary-based classifiers, support vector ma-321

chine (SVM) and random forest (RF), and four322

pre-trained language based transformer models.323

4https://files.pushshift.io/reddit/

We fine-tuned SVM with Gaussian kernel and C 324

is set to 100, and RF where max depth is set to 325

100. We employed BERT’s vocabulary to train 326

dictionary-based models. We fine-tuned strong 327

transformer baseline models employing the default 328

settings from the Huggingface library (Wolf et al., 329

2019): 330

a. BERT (Devlin et al., 2019) is one of the most 331

well-known baseline models (Jiang et al., 2020; 332

Matero et al., 2019). We fine-tuned the bert-base- 333

cased model. 334

b. ALBERT (Lan et al., 2019) has fewer param- 335

eters than the traditional BERT by two parameter 336

reduction techniques. We fine-tuned the albert- 337

base-v2 model. 338

c. XLNET (Yang et al., 2019) is another strong 339

baseline with a pre-trained language model (Dinu 340

and Moldovan, 2021). We fine-tuned the xlnet- 341

base-cased model. 342

d. RoBERTa (Liu et al., 2019) is a robustly op- 343

timized BERT and one of the most solid base- 344

lines in natural language classification (Dinu and 345

Moldovan, 2021; Murarka et al., 2020). We fine- 346

tuned the roberta-base model. 347

We implemented our models using pytorch and 348

fine-tuned our models on one 24GB Nvidia RTX- 349

3090 GPU, taking about 13 minutes for each epoch. 350

The batch size and embedding size of all models 351

are 16 and 256, respectively, and fine-tuned over 352

five epochs. We truncated each post at 256 tokens 353

for all models. For each model, we manually fine- 354

tuned the learning rates, choosing one out of {1e- 355

5, 2e-5, 1e-6, and 2e-6} that shows the best F1 356

score. We report the average results over five-fold 357

cross-validation runs on our dataset for the same 358

pre-trained checkpoint. 359

4.3 Experimental Results 360

The experimental results of four mental illness de- 361

tections for all baseline models and our proposed 362

models are shown in Table 3. We report the mean 363

for all metrics and the standard deviation (std.) of 364

F1 scores on five-fold cross-validation tests. Our 365

proposed model, the multi-head siamese network, 366

is shown to outperform all the other strong base- 367

lines in all four tasks. On average, F1 is increased 368

by 2.5% compared to the BERT and 0.9% com- 369

pared to RoBERTa. AUC is increased by 2% com- 370

pared to BERT and 1.1% compared to RoBERTa. 371

Table 4 shows the number of parameters for each 372

model. Compared to the baseline models, the ad- 373
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(a) Major depressive disorder detection
Model Acc. Pre. Rec. F1 (std.) AUC
RF 89.9 88.9 63.0 73.7 (±0.3) 80.4
SVM 91.2 88.4 69.9 78.0 (±0.9) 83.6
BERT 94.2 85.8 89.0 87.3 (±0.2) 92.4
ALBERT 93.6 83.5 90.0 86.4 (±0.6) 91.3
XLNET 94.5 88.3 87.3 87.8 (±0.3) 92.4
RoBERTa 94.8 88.0 88.8 88.4 (±0.2) 92.7
ours† 94.8 85.3 92.9 88.9 (±0.4) 93.5
ours‡ 95.2 86.9 92.4 89.6 (±0.3) 94.2

(b) Bipolar disorder detection
Model Acc. Pre. Rec. F1 (std.) AUC
RF 90.9 94.5 63.2 75.8 (±0.3) 81.1
SVM 90.2 77.3 79.0 78.2 (±0.8) 86.2
BERT 94.9 94.2 82.2 87.7 (±0.5) 90.3
ALBERT 94.5 90.4 84.5 87.3 (±0.4) 90.9
XLNET 94.9 86.2 91.7 88.9 (±0.4) 92.3
RoBERTa 95.5 92.9 86.1 89.4 (±0.3) 92.1
ours† 95.3 91.2 87.5 89.2 (±0.3) 92.3
ours‡ 95.8 92.4 88.6 90.4 (±0.3) 93.3

(c) Anxiety disorder detection
Model Acc. Pre. Rec. F1 (std.) AUC
RF 91.7 93.1 64.6 76.3 (±0.4) 81.7
SVM 92.9 86.4 80.9 83.3 (±1.2) 88.5
BERT 95.3 91.2 86.0 88.5 (±0.5) 91.9
ALBERT 95.1 90.9 84.6 87.6 (±0.6) 91.2
XLNET 95.7 91.4 88.4 89.8 (±0.4) 93.2
RoBERTa 95.8 90.0 91.7 90.3 (±0.4) 93.4
ours† 95.8 89.9 90.8 90.3 (±0.4) 93.9
ours‡ 96.2 92.0 91.0 91.5 (±0.5) 94.3

(d) Borderline personality disorder detection
Model Acc. Pre. Rec. F1 (std.) AUC
RF 90.3 90.8 61.3 73.2 (±0.3) 79.8
SVM 93.4 89.8 78.2 83.6 (±0.6) 88.9
BERT 95.0 85.7 92.4 88.9 (±0.3) 93.2
ALBERT 94.9 86.1 91.3 88.6 (±0.3) 93.2
XLNET 95.6 92.9 86.1 89.4 (±0.2) 92.3
RoBERTa 95.7 88.9 91.8 90.3 (±0.2) 93.3
ours† 95.7 89.9 90.7 90.4 (±0.4) 94.0
ours‡ 95.9 91.1 90.4 90.8 (±0.3) 94.0

Table 3: Mental illness detection results on (a) major depressive disorder detection, (b) bipolar disorder detection,
(c) anxiety disorder detection, and (d) borderline personality disorder detection. † indicates that the model uses the
BERT embeddings, and ‡ means that the model uses RoBERTa embeddings. The best results are shown in bold, and
the second-best results are underlined.

Model #parameters
BERT 108,311,810
RoBERTa 124,647,170
ours w/bert 108,967,319
ours w/roberta 125,302,679

Table 4: The numbers of parameters for BERT,
RoBERTa, and our models.

ditional number of parameters for our siamese net-374

work is about 655K. It is a much smaller number375

than that of the additional parameters for RoBERTa376

and BERT (about 16M), but the performance of377

ours† (w/bert) is slightly better or shows little differ-378

ence. It suggests that our proposed model, learning379

domain knowledge, achieves efficient performance380

improvement by adding just a small number of381

parameters.382

Additionally, even the dictionary-based model383

shows quite good performance, achieving high pre-384

cision but low recall, indicating that the dataset385

shows distinct characteristics of each subreddit.386

However, compared to the dictionary-based model,387

the performance of the models with pre-trained388

language is improved by a significant difference.389

It means that some samples cannot be classified390

by a specific keyword, and the performance can391

be improved depending on how well the samples392

are classified. Since the dictionary-based models393

are mainly based on linguistic features, it may be394

difficult to find clues of mental illnesses, depend-395

ing on the variance of linguistic habits. On the396

other hand, our model performed better than the397

baselines because it is designed to capture salient398

features based on learned symptoms, covering a399

Model Acc. Pre. Rec. F1 AUC
CNNs w/bert emb. 94.0 89.8 82.9 86.2 90.1

+single-head 94.5 88.6 86.8 87.6 91.7
+multi-head +one-shot 94.9 87.3 90.2 88.7 93.2
+multi-head +few-shot 95.4 89.1 90.5 89.7 93.9

CNNs w/roberta emb. 94.6 89.5 85.3 87.3 91.2
+multi-head +few-shot 95.7 90.3 90.8 90.5 94.0

Table 5: An ablation study of different levels of knowl-
edge and features affecting our model. The result is the
average of the four tasks.

broad range of clinical contents. The detailed anal- 400

ysis of the performance improvement is shown in 401

Secction 5. 402

5 Model Analysis and Discussions 403

5.1 Ablation Study 404

We conducted an ablation study to investigate the 405

effectiveness of each part in our proposed model. 406

We removed the siamese network from our pro- 407

posed methods which result in just convolutional 408

neural networks (CNNs). We implemented a single- 409

head siamese network in which all sentences from 410

all heads are put together into just one head, and we 411

also implemented a one-shot multi-head siamese 412

network just using diagnostic criteria for each head. 413

We compared both BERT embedding models and 414

RoBERTa embedding models. 415

The experimental results are shown in Table 5. 416

The result shows that our proposed model gives 417

the best performance when all of the modules are 418

combined. Compared to CNN models, the perfor- 419

mances are improved when the siamese network 420

is added. In addition, the performances are also 421

improved when employing a multi-head rather than 422
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Figure 3: Examples of weights learned during the training process for each task. Each column represents a distance
computed by each head, indicating the knowledge of the related symptoms.

Trained Domain
depression bipolar anxiety bpd

Target
Domain

depression 89.6 88.9 88.1 87.8
bipolar 89.6 90.4 88.7 88.3
anxiety 89.5 90.4 91.5 88.8

bpd 89.9 89.4 89.6 90.8

Table 6: The results of cross-domain tests. We report
the F1 scores of each test.

a single-head. It is quite similar to a situation when423

experts diagnose mental illnesses, observing the424

number of symptoms from psychiatric patients.425

It suggests that training symptoms as separated426

knowledge is much more effective than learning all427

at once since each symptom is an independent fac-428

tor. Compared to the one-shot method that learns429

only one sentence per head, the performance of430

few-shot is improved. It may be due to each head431

learning further about the symptom through various432

sentences, covering various aspects of each symp-433

tom. The performance is improved slightly when434

using RoBERTa embedding than when using BERT435

embedding. It suggests that plentiful embedding436

information may affect the performance.437

5.2 Cross-domain Test438

In order to see the exact reason for the performance439

improvement, we conducted a cross-domain test.440

The main goal of the cross-domain test is to see441

if the performance improvement was due to the442

learned contents, or whether the model itself com-443

pares several sentences. We also examine how444

cases with shared or similar symptoms between445

mental illnesses affect the performance.446

We employed symptoms from the trained do-447

main and used the input texts from the target do-448

main. The results are shown in Table 6. The best449

performance, detecting each of the four target do-450

mains, shows up when training the same mental 451

disorder knowledge. Bipolar disorder contains the 452

most significant number of sentences about symp- 453

toms (in total, 34). However, when bipolar is em- 454

ployed as a trained domain, it could not show rea- 455

sonable performance on the other domains. This 456

suggests that training on the appropriate knowl- 457

edge is required for enhanced performance with 458

our model. 459

MDD and bipolar disorder share some symp- 460

toms, or the major depressive episodes. The result 461

also shows good performance even after learning 462

across the different domains. This implies that 463

it may be possible to implement a model to clas- 464

sify various mental disorders into one model, if 465

the symptoms of various mental illnesses are effec- 466

tively assembled. We leave further details to future 467

work. 468

5.3 Interpretation 469

Using our model, we can interpret the detected re- 470

sults by analyzing its representations of learned 471

weights and distance values. In order to see if our 472

model properly learns domain knowledge from a 473

few sentences and identifies similar stories from 474

the input texts, we looked into the learned weights 475

produced by the last fully connected layer. To show 476

our models’ effectiveness, we visualize the exam- 477

ples of learned weights from training steps in Fig- 478

ure 3. The color scale represents the strength of 479

the learned weights (i.e., distance values of each 480

head). Each row represents heads, indicating each 481

symptom referring to Table 1, and each column rep- 482

resents the labels. We observe a clear contrasting 483

pattern in the distance weights for each task. 484

We could also identify which symptoms are 485
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Figure 4: The number of salient symptoms and proba-
bility of the final output from true-positive samples in
MDD detection.

mainly activated or not by investigating the learned486

weights during the training process. For example,487

in the MDD detection, most of the weights of symp-488

toms give higher weights to the depression, except489

D4 (loss of energy). It suggests that most of the490

symptoms give rise to a major role during the de-491

tection. In the case of D4, we may improve the492

performance further by fine-tuning the symptom-493

related sentences.494

An important criterion in diagnosing a mental ill-495

ness by experts is the number of manifested symp-496

toms. The number of symptoms must exceed a497

certain number to be diagnosed as a corresponding498

mental illness. For example, in the case of MDD,499

at least 5 out of 9 symptoms must be manifested500

to be diagnosed. In order to see if the human-level501

diagnostic process works in our model as well, we502

looked into the number of salient symptoms in503

true-positive samples. We calculated percentiles504

from the similarity scores for each symptom in the505

true-positive samples from test sets, and set the506

threshold by 70% of the percentile. Then, when507

exceeding the threshold set by the criterion, the508

symptom was selected as a prominent feature in the509

text. We present the distribution of the numbers of510

salient symptoms and their averaged probabilities511

of the final output from test sets of MDD detection512

in Figure 4.513

In our model, the average probability is low514

when there are fewer than three symptoms, but515

when three symptoms or more, our model makes516

a decision with high confidence at a similar level.517

It suggests that our model also diagnoses a mental518

disorder when the number of symptoms exceeds a519

specific number, the same as when humans diag-520

nose. The criterion number being smaller in our521

model may be due to the shorter length of social522

media texts.523

Figure 5: Examples with symptoms of corresponding
mental disorder. The label indicates a gold standard,
and the pred indicates the prediction of our model.

5.4 Case Study 524

For the case study, we made an example based on 525

the samples corresponding to each mental disor- 526

der in the psychology major textbook. We present 527

example sentences for MDD and anxiety disorder 528

(Figure 5), and the model’s predictions were cor- 529

rect in both cases. We set the same threshold as 530

shown in Figure 4. As for MDD, the salient symp- 531

toms predicted by the model are D0, D1, and D8, 532

and for anxiety disorder, the prominent symptoms 533

are A1, A2, and A5, and the model can identify 534

most of the related terms in the text. In the case of 535

D0 (depressed mood) and D1 (diminished interest 536

or pleasure) in MDD, however, our model captures 537

the feature related to the symptom, despite the ab- 538

sence of the term ‘depress’ or ‘interest’. These 539

cases support the assumption that our model can 540

detect and interpret when symptoms of a particular 541

mental disorder are prominent in text. 542

6 Conclusion 543

In this paper, we proposed a multi-head siamese 544

network for mental disorder detection. Our model 545

achieved improved performance as well as human- 546

interpretable results over symptoms regarding men- 547

tal disorders. We anticipate that the proposed 548

model will provide an automatic mental illness di- 549

agnosis at the same level as human experts practice. 550

In this study, we used social media texts. If we 551

use medical data such as psychotherapy records, 552

our model may turn out to be more prosperous in 553

training symptoms. For cases such as bipolar or 554

multi-disorder detection, it would be worth con- 555

sidering a hierarchical structure in the multi-head 556

siamese network. We leave it for future work. 557
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Major Depresive Disorder
D0: Depressed mood most of the day, nearly every day.

Feeling down, depressed, or hopeless.
D1: Markedly diminished interest or pleasure in all, or almost all, activities most of the day, nearly every day.

Little interest or pleasure in doing things.
D2: Insomnia or hypersomnia nearly every day.

Trouble falling or staying asleep, or sleeping too much.
D3: Significant weight loss when not dieting or weight gain, or decrease or increase in appetite nearly every day.

Poor appetite or overeating.
D4: Fatigue or loss of energy nearly every day.

Feeling tired or having little energy.
D5: Feeling worthlessness or excessive or inappropriate guilt nearly every day.

Feeling bad about yourself - or that you are a failure or have let yourself or your family down.
D6: Diminished ability to think or concentrate, or indecisiveness, nearly every day.

Trouble concentrating on things, such as reading the newspaper or watching television.
D7: A slowing down of thought and a reduction of physical movement.

Moving or speaking so slowly that other people could have noticed.
D8: Recurrent thoughts of death, recurrent suicidal ideation without a specific plan, or a suicide attempt or a specific plan for committing suicide.

Thoughts that you would be better off dead, or of hurting yourself.
Bipolar Disorder

Major Depressive Episode: D0-D8: Same as major depressive disorder.
Manic Episode:
M0: A distinct period of abnormally and persistently elevated, expansive, or irritable mood and abnormally and persistently increased
goal-directed activity or energy, lasting at least 1 week and present most of the day, nearly every day.

Do you ever experience a persistent elevated or irritable mood for more than a week?
M1: Increase in goal-directed activity or psychomotor agitation (i.e., purposeless non-goal-directed activity).

Do you ever experience persistently increased goal-directed activity for more than a week?
M2: Inflated self-esteem or grandiosity.

Do you ever experience inflated self-esteem or grandiose thoughts about yourself?
M3: Decreased need for sleep (e.g., feels rested after only 3 hours of sleep).

Do you ever feel little need for sleep, feeling rested after only a few hours?
M4: More talkative than usual or pressure to keep talking.

Do you ever find yourself more talkative than usual?
M5: Flight of ideas or subjective experience that thoughts are racing.

Do you experience racing thoughts or a flight of ideas?
M6: Distractibility (i.e., attention too easily drawn to unimportant or irrelevant external stimuli), as reported or observed.

Do you notice (or others comment) that you are easily distracted?
M7: Excessive involvement in activities that have a high potential for painful consequences.

Do you engage excessively in risky behaviors, sexually or financially?
Anxiety Disorder

A0: Excessive anxiety and worry, occurring more days than not for at least 6 months, about a number of events or activities.
Do you worry about lots of different things? Do you worry about things working out in the future?
Do you worry about things that have already happened in the past? Do you worry about how well you do things?

A1: The individual finds it difficult to control the worry.
Do you have trouble controlling your worries? Do you feel jumpy?

A2: The anxiety and worry are associated with irritability.
Do you get irritable and/or easily annoyed when anxious?

A3: The anxiety and worry are associated with being easily fatigued.
Does worry or anxiety make you feel fatigued or worn out?

A4: The anxiety and worry are associated with sleep disturbance (difficulty falling or staying asleep, or restless, unsatisfying sleep).
Does worry or anxiety interfere with falling or staying asleep?

A5: The anxiety and worry are associated with difficulty concentrating or mind going blank.
Does worry or anxiety make it hard to concentrate?

A6: The anxiety and worry are associated with muscle tension.
Do your muscles get tense when you are worried or anxious?

Borderline Personality Disorder
B0: A pattern of unstable and intense interpersonal relationships characterized by alternating between extremes of idealization and devaluation.

My relationships are very intense, unstable, and alternate between the extremes of over idealizing and undervaluing people who are important to me.
B1: Recurrent suicidal behavior, gestures, or threats, or self-mutilating behavior.

Now, or in the past, when upset, I have engaged in recurrent suicidal behaviors, gestures, threats, or self-injurious behavior
such as cutting, burning, or hitting myself.

B2: Identity disturbance: markedly and persistently unstable self-image or sense of self.
I have a significant and persistently unstable image or sense of myself, or of who I am or what I truly believe in.

B3: Affective instability due to a marked reactivity of mood.
My emotions change very quickly, and I experience intense episodes of sadness, irritability, and anxiety or panic attacks.

B4: Inappropriate, intense anger or difficulty controlling anger.
My level of anger is often inappropriate, intense, and difficult to control.

B5: Transient, stress-related paranoid ideation or severe dissociative symptoms.
I have very suspicious ideas, and am even paranoid or I experience episodes under stress when I feel that I, other people, or the situation is somewhat unreal.

B6: Impulsively in at least two areas that are potentially self-damaging (e.g., spending, sex, substance abuse, reckless driving, binge eating).
I engage in two or more self-damaging acts such as excessive spending, unsafe and inappropriate sexual conduct, substance abuse, reckless driving, and binge eating.

B7: Frantic efforts to avoid real or imagined abandonment.
I engage in frantic efforts to avoid real or imagined abandonment by people who are close to me.

B8: Chronic feelings of emptiness.
I suffer from feelings of emptiness and boredom.

Table 7: The complete list of collected sentences for each head. The diagnostic criteria, sourced from DSM-5, are
shown in bold, and questions from self-tests are underlined.
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