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ABSTRACT

Humans acquire complex skills by exploiting previously learned skills and making
transitions between them. To empower machines with this ability, we propose a
method that can learn transition policies which effectively connect primitive skills
to perform sequential tasks without handcrafted rewards. To efficiently train our
transition policies, we introduce proximity predictors which induce rewards gaug-
ing proximity to suitable initial states for the next skill. The proposed method
is evaluated on a set of complex continuous control tasks in bipedal locomotion
and robotic arm manipulation which traditional policy gradient methods strug-
gle at. We demonstrate that transition policies enable us to effectively compose
complex skills with existing primitive skills. The proposed induced rewards com-
puted using the proximity predictor further improve training efficiency by provid-
ing more dense information than the sparse rewards from the environments. We
make our environments, primitive skills, and code public for further research at
https://youngwoon.github.io/transition.

1 INTRODUCTION

While humans are capable of learning complex tasks by reusing previously learned skills, compos-
ing and mastering complex skills are not as trivial as sequentially executing those acquired skills.
Instead, it requires a smooth transition between skills since the final pose of one skill may not be
appropriate to initiate the following one. For example, scoring in basketball with a quick shot af-
ter receiving a ball can be decomposed into catching and shooting. However, it is still difficult for
beginners who have learned to catch passes and statically shoot. To master this skill, players must
practice adjusting their footwork and body into a comfortable shooting pose after catching a pass.

Can machines similarly learn new and complex tasks by reusing acquired skills and learning transi-
tions between them? Learning to perform composite and long-term tasks from scratch requires ex-
tensive exploration and sophisticated reward design, which can introduce undesired behaviors (Ried-
miller et al., 2018). Thus, instead of employing intricate reward functions and learning from scratch,
modular methods sequentially execute acquired skills with a rule-based meta-policy, enabling ma-
chines to solve complicated tasks (Pastor et al., 2009; Mülling et al., 2013; Andreas et al., 2017).
These modular approaches assume that a task can be clearly decomposed into several subtasks which
are smoothly connected to each other. In other words, an ending state of one subtask falls within
the set of starting states, initiation set, of the next subtask (Sutton et al., 1999). However, this as-
sumption does not hold in many continuous control problems where a given skill may be executed
in starting states not considered during training or designing and thus, fail to achieve its goal.

To bridge the gap between skills, we propose a transition policy which learns to smoothly navi-
gate from an ending state of a skill to suitable initial states of the following skill, as illustrated in
Figure 1. However, learning a transition policy between skills without reward shaping is difficult
as the only available learning signal is the sparse reward for the successful execution of the next
skill. Sparse success/failure reward is challenging to learn from due to the temporal credit assign-
ment problem (Sutton, 1984) and the lack of information from failing trajectories. To alleviate these
problems, we propose a proximity predictor which outputs the proximity to the initiation set of the
next skill and acts as a dense reward function for the transition policy.
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Figure 1: Concept of a transition policy. Composing complex skills using primitive skills requires
smooth transition between primitive skills since a following primitive skill might not be robust to
ending states of the previous one. In this example, the ending states (red circles) of the primitive
policy pjump are not good initial states to execute the following policy pwalk. Therefore, executing
pwalk from these states will fail (red arrow). To smoothly connect the two primitive policies, we
propose a transition policy which navigates an agent to suitable initial states for pwalk (dashed arrow),
leading to a successful execution of pwalk (green arrow).

The main contributions of this paper include (1) the concept of learning transition policies to
smoothly connect primitive skills; (2) a novel modular framework with transition policies that is
able to compose complex skills by reusing existing skills; and (3) a joint training algorithm with the
proximity predictor specifically designed for efficiently training transition policies. This framework
is suited for learning complex skills that require sequential execution of acquired primitive skills,
which are common for humans yet relatively unexplored in robot learning. Our experiments on
simulated environments demonstrate that employing transition policies solves complex continuous
control tasks which traditional policy gradient methods struggle at.

2 RELATED WORK

Learning continuous control of diverse behaviors in locomotion (Merel et al., 2017; Heess et al.,
2017; Peng et al., 2017) and robotic manipulation (Ghosh et al., 2018) is an active research area
in reinforcement learning (RL). While some complex tasks can be solved through extensive reward
engineering (Ng et al., 1999), undesired behaviors often emerge (Riedmiller et al., 2018) when
tasks require several different primitive skills. Moreover, training complex skills from scratch is not
computationally practical.

Real-world tasks often require diverse behaviors and longer temporal dependencies. In hierarchical
reinforcement learning, the option framework (Sutton et al., 1999) learns meta actions (options), a
series of primitive actions over a period of time. Typically, a hierarchical reinforcement learning
framework consists of two components: a high-level meta-controller and low-level controllers. A
meta-controller determines the order of subtasks to achieve the final goal and chooses corresponding
low-level controllers that generate a sequence of primitive actions. Unsupervised approaches to
discover meta actions have been proposed (Schmidhuber, 1990; Daniel et al., 2016; Bacon et al.,
2017; Vezhnevets et al., 2017; Dilokthanakul et al., 2017; Levy et al., 2017; Frans et al., 2018;
Co-Reyes et al., 2018; Mao et al., 2018). However, to deal with more complex tasks, additional
supervision signals (Andreas et al., 2017; Merel et al., 2017; Shu et al., 2018) or pre-defined low-
level controllers (Kulkarni et al., 2016; Oh et al., 2017) are required.

To exploit pre-trained modules as low-level controllers, neural module networks (Andreas et al.,
2016) have been proposed, which construct a new network dedicated to a given query using a col-
lection of reusable modules. In the RL domain, a meta-controller is trained to follow instructions (Oh
et al., 2017) and demonstrations (Xu et al., 2017), and support multi-level hierarchies (Gudimella
et al., 2017). In the robotics domain, Pastor et al. (2009); Kober et al. (2010); Mülling et al. (2013)
have proposed a modular approach that learns table tennis by selecting appropriate low-level con-
trollers. On the other hand, Andreas et al. (2017); Frans et al. (2018) learn abstract skills while
experiencing a distribution of tasks and then solve a new task with the learned primitive skills.
However, these modular approaches result in undefined behavior when two skills are not smoothly
connected. Our proposed framework aims to bridge this gap by training transition policies in a
model-free manner to navigate the agent from unseen states for following skills to suitable initial
states.
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Figure 2: Our modular network augmented with transition policies. To perform a complex task,
our model repeats the following steps: (1) The meta-policy chooses a primitive policy of index c;
(2) The corresponding transition policy helps initiate the chosen primitive policy; (3) The primitive
policy executes the skill; and (4) A success or failure signal for the primitive skill is produced.

Deep RL techniques for continuous control demand dense reward signals; otherwise, they suffer
from long training time. Instead of manual reward shaping for denser reward, adversarial reinforce-
ment learning (Ho & Ermon, 2016; Merel et al., 2017; Wang et al., 2017; Bahdanau et al., 2019)
employs a discriminator which learns to judge the state or the policy, and the policy takes as re-
wards the output of the discriminator. While those methods assume ground truth trajectories or goal
states are given, our method collects both success and failure trajectories online to train proximity
predictors which provide rewards for transition policies.

3 APPROACH

In this paper, we address the problem of solving a complex task that requires sequential composition
of primitive skills given only sparse and binary rewards (i.e. subtask completion reward). The se-
quential execution of primitive skills fails when two consecutive skills are not smoothly connected.
We propose a modular framework with transition policies that learn to make transition between one
policy to the subsequent policy, and therefore, can exploit the given primitive skills to compose com-
plex skills. To accelerate training of transition policies, additional networks, proximity predictors,
are jointly trained to provide proximity rewards as intermediate feedback to transition policies. In
Section 3.2, we describe our framework in details. Next, in Section 3.3, we elaborate how transition
policies are efficiently trained with induced proximity reward.

3.1 PRELIMINARIES

We formulate our problem as a Markov decision process defined by a tuple {S,A, T , R, ρ, γ} of
states, actions, transition probability, reward, initial state distribution, and discount factor. An action
distribution of an agent is represented as a policy πθ(at|st), where st ∈ S is a state, at ∈ A is an
action at time t, and θ are the parameters of the policy. An initial state s0 is randomly sampled from
ρ, and then, an agent iteratively takes an action at sampled from a policy πθ(at|st) and receives a
reward rt until the episode ends. The performance of the agent is evaluated based on a discounted
return R =

∑T−1
t=0 γtrt, where T is the episode horizon.

3.2 MODULAR FRAMEWORK WITH TRANSITION POLICIES

To learn a new task given primitive skills {p1, p2, . . . , pn}, we design a modular framework that
consists of the following components: a meta-policy, primitive policies, and transition policies. The
meta-policy chooses a primitive skill pc to execute at the beginning and whenever the primitive skill
is terminated. Prior to running pc, the transition policy for pc is executed to bring the current state
to a plausible initial state for pc, and therefore, pc can be successfully performed. This procedure is
repeated to compose complex skills as illustrated in Figure 2 and Algorithm 2.
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<latexit sha1_base64="fKDXT9VAJodpq0yFh6wurVsvUxc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5vZT3L/vVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzY6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmegmyLlMM4OSLRZFmSAmIbPPyYArZEZMLKFMcXsrYSOqKDM2n4oNwVt+eZW0LuqeW/cermqN2yKOMpzAKZyDB9fQgHtogg8MODzDK7w50nlx3p2PRWvJKWaO4Q+czx95r45z</latexit><latexit sha1_base64="fKDXT9VAJodpq0yFh6wurVsvUxc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5vZT3L/vVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzY6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmegmyLlMM4OSLRZFmSAmIbPPyYArZEZMLKFMcXsrYSOqKDM2n4oNwVt+eZW0LuqeW/cermqN2yKOMpzAKZyDB9fQgHtogg8MODzDK7w50nlx3p2PRWvJKWaO4Q+czx95r45z</latexit><latexit sha1_base64="fKDXT9VAJodpq0yFh6wurVsvUxc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5vZT3L/vVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzY6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmegmyLlMM4OSLRZFmSAmIbPPyYArZEZMLKFMcXsrYSOqKDM2n4oNwVt+eZW0LuqeW/cermqN2yKOMpzAKZyDB9fQgHtogg8MODzDK7w50nlx3p2PRWvJKWaO4Q+czx95r45z</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="nurogXhKyCNan2aanwCbOxR+Xyo=">AAAB4XicbZDNSgMxFIXv1L9aq1a3boJFcFVmdKFLwY3LCk5baIeSSW/b0ExmSO4IZegzuHGhiC/lzrcx/Vlo64HAxzkJuffEmZKWfP/bK21t7+zulfcrB9XDo+PaSbVl09wIDEWqUtOJuUUlNYYkSWEnM8iTWGE7ntzP8/YzGitT/UTTDKOEj7QcSsHJWWEvk/3rfq3uN/yF2CYEK6jDSs1+7as3SEWeoCahuLXdwM8oKrghKRTOKr3cYsbFhI+w61DzBG1ULIadsQvnDNgwNe5oYgv394uCJ9ZOk9jdTDiN7Xo2N//LujkNb6NC6iwn1GL50TBXjFI235wNpEFBauqACyPdrEyMueGCXD8VV0KwvvImtK4agd8IHn0owxmcwyUEcAN38ABNCEGAhBd4g3dPe6/ex7Kukrfq7RT+yPv8AVWkjRw=</latexit><latexit sha1_base64="nurogXhKyCNan2aanwCbOxR+Xyo=">AAAB4XicbZDNSgMxFIXv1L9aq1a3boJFcFVmdKFLwY3LCk5baIeSSW/b0ExmSO4IZegzuHGhiC/lzrcx/Vlo64HAxzkJuffEmZKWfP/bK21t7+zulfcrB9XDo+PaSbVl09wIDEWqUtOJuUUlNYYkSWEnM8iTWGE7ntzP8/YzGitT/UTTDKOEj7QcSsHJWWEvk/3rfq3uN/yF2CYEK6jDSs1+7as3SEWeoCahuLXdwM8oKrghKRTOKr3cYsbFhI+w61DzBG1ULIadsQvnDNgwNe5oYgv394uCJ9ZOk9jdTDiN7Xo2N//LujkNb6NC6iwn1GL50TBXjFI235wNpEFBauqACyPdrEyMueGCXD8VV0KwvvImtK4agd8IHn0owxmcwyUEcAN38ABNCEGAhBd4g3dPe6/ex7Kukrfq7RT+yPv8AVWkjRw=</latexit><latexit sha1_base64="cRNbjwKAJqqf9ZvAm/D2p8QVSAQ=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0n0UI9FLx4rmLbQhrLZbtqlm03YnQgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSqFQdf9dkobm1vbO+Xdyt7+weFR9fikbZJMM+6zRCa6G1LDpVDcR4GSd1PNaRxK3gknd3O/88S1EYl6xGnKg5iOlIgEo2glv5+KwfWgWnPr7gJknXgFqUGB1qD61R8mLIu5QiapMT3PTTHIqUbBJJ9V+pnhKWUTOuI9SxWNuQnyxbEzcmGVIYkSbUshWai/J3IaGzONQ9sZUxybVW8u/uf1MoxuglyoNEOu2HJRlEmCCZl/ToZCc4ZyagllWthbCRtTTRnafCo2BG/15XXSvqp7bt17cGvN2yKOMpzBOVyCBw1owj20wAcGAp7hFd4c5bw4787HsrXkFDOn8AfO5w94b45v</latexit><latexit sha1_base64="fKDXT9VAJodpq0yFh6wurVsvUxc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5vZT3L/vVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzY6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmegmyLlMM4OSLRZFmSAmIbPPyYArZEZMLKFMcXsrYSOqKDM2n4oNwVt+eZW0LuqeW/cermqN2yKOMpzAKZyDB9fQgHtogg8MODzDK7w50nlx3p2PRWvJKWaO4Q+czx95r45z</latexit><latexit sha1_base64="fKDXT9VAJodpq0yFh6wurVsvUxc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5vZT3L/vVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzY6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmegmyLlMM4OSLRZFmSAmIbPPyYArZEZMLKFMcXsrYSOqKDM2n4oNwVt+eZW0LuqeW/cermqN2yKOMpzAKZyDB9fQgHtogg8MODzDK7w50nlx3p2PRWvJKWaO4Q+czx95r45z</latexit><latexit sha1_base64="fKDXT9VAJodpq0yFh6wurVsvUxc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5vZT3L/vVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzY6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmegmyLlMM4OSLRZFmSAmIbPPyYArZEZMLKFMcXsrYSOqKDM2n4oNwVt+eZW0LuqeW/cermqN2yKOMpzAKZyDB9fQgHtogg8MODzDK7w50nlx3p2PRWvJKWaO4Q+czx95r45z</latexit><latexit sha1_base64="fKDXT9VAJodpq0yFh6wurVsvUxc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5vZT3L/vVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzY6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmegmyLlMM4OSLRZFmSAmIbPPyYArZEZMLKFMcXsrYSOqKDM2n4oNwVt+eZW0LuqeW/cermqN2yKOMpzAKZyDB9fQgHtogg8MODzDK7w50nlx3p2PRWvJKWaO4Q+czx95r45z</latexit><latexit sha1_base64="fKDXT9VAJodpq0yFh6wurVsvUxc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5vZT3L/vVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzY6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmegmyLlMM4OSLRZFmSAmIbPPyYArZEZMLKFMcXsrYSOqKDM2n4oNwVt+eZW0LuqeW/cermqN2yKOMpzAKZyDB9fQgHtogg8MODzDK7w50nlx3p2PRWvJKWaO4Q+czx95r45z</latexit><latexit sha1_base64="fKDXT9VAJodpq0yFh6wurVsvUxc=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cKpi20oWy2k3bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+m/ntJ1SaJ/LRTFIMYjqUPOKMGiv5vZT3L/vVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzY6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmegmyLlMM4OSLRZFmSAmIbPPyYArZEZMLKFMcXsrYSOqKDM2n4oNwVt+eZW0LuqeW/cermqN2yKOMpzAKZyDB9fQgHtogg8MODzDK7w50nlx3p2PRWvJKWaO4Q+czx95r45z</latexit>

p2
<latexit sha1_base64="DjS1oOAr1VR/VatzfCTqK/ymJgE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpIRnUBuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8NrPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbRrVc+tevdXlcZNHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifPwEEjZk=</latexit><latexit sha1_base64="DjS1oOAr1VR/VatzfCTqK/ymJgE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpIRnUBuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8NrPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbRrVc+tevdXlcZNHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifPwEEjZk=</latexit><latexit sha1_base64="DjS1oOAr1VR/VatzfCTqK/ymJgE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpIRnUBuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8NrPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbRrVc+tevdXlcZNHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifPwEEjZk=</latexit><latexit sha1_base64="DjS1oOAr1VR/VatzfCTqK/ymJgE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpIRnUBuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8NrPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbRrVc+tevdXlcZNHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifPwEEjZk=</latexit>

at
<latexit sha1_base64="cg9eTEqUtCZqkwCW5khYw4me7mE=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpgfax71a9mjcHWSV+QapQoNF3v3qDhGUxV8gkNabreykGOdUomOTTSi8zPKVsTIe8a6miMTdBPj91Ss6sMiBRom0pJHP190ROY2MmcWg7Y4ojs+zNxP+8bobRdZALlWbIFVssijJJMCGzv8lAaM5QTiyhTAt7K2EjqilDm07FhuAvv7xKWhc136v595fV+k0RRxlO4BTOwYcrqMMdNKAJDIbwDK/w5kjnxXl3PhatJaeYOYY/cD5/AE4yjcw=</latexit><latexit sha1_base64="cg9eTEqUtCZqkwCW5khYw4me7mE=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpgfax71a9mjcHWSV+QapQoNF3v3qDhGUxV8gkNabreykGOdUomOTTSi8zPKVsTIe8a6miMTdBPj91Ss6sMiBRom0pJHP190ROY2MmcWg7Y4ojs+zNxP+8bobRdZALlWbIFVssijJJMCGzv8lAaM5QTiyhTAt7K2EjqilDm07FhuAvv7xKWhc136v595fV+k0RRxlO4BTOwYcrqMMdNKAJDIbwDK/w5kjnxXl3PhatJaeYOYY/cD5/AE4yjcw=</latexit><latexit sha1_base64="cg9eTEqUtCZqkwCW5khYw4me7mE=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpgfax71a9mjcHWSV+QapQoNF3v3qDhGUxV8gkNabreykGOdUomOTTSi8zPKVsTIe8a6miMTdBPj91Ss6sMiBRom0pJHP190ROY2MmcWg7Y4ojs+zNxP+8bobRdZALlWbIFVssijJJMCGzv8lAaM5QTiyhTAt7K2EjqilDm07FhuAvv7xKWhc136v595fV+k0RRxlO4BTOwYcrqMMdNKAJDIbwDK/w5kjnxXl3PhatJaeYOYY/cD5/AE4yjcw=</latexit><latexit sha1_base64="cg9eTEqUtCZqkwCW5khYw4me7mE=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpgfax71a9mjcHWSV+QapQoNF3v3qDhGUxV8gkNabreykGOdUomOTTSi8zPKVsTIe8a6miMTdBPj91Ss6sMiBRom0pJHP190ROY2MmcWg7Y4ojs+zNxP+8bobRdZALlWbIFVssijJJMCGzv8lAaM5QTiyhTAt7K2EjqilDm07FhuAvv7xKWhc136v595fV+k0RRxlO4BTOwYcrqMMdNKAJDIbwDK/w5kjnxXl3PhatJaeYOYY/cD5/AE4yjcw=</latexit>

t
<latexit sha1_base64="fInOqGTCCrWkRGJFOZWK1l6FLBY=">AAAB6HicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eGzBfkAbymY7adduNmF3IpTSX+DFgyJe/Une/Ddu2xy09cHA470ZZuaFqRSGPO/bWVvf2NzaLuwUd/f2Dw5LR8dNk2SaY4MnMtHtkBmUQmGDBElspxpZHEpshaO7md96Qm1Eoh5onGIQs4ESkeCMrFSnXqnsVbw53FXi56QMOWq90le3n/AsRkVcMmM6vpdSMGGaBJc4LXYzgynjIzbAjqWKxWiCyfzQqXtulb4bJdqWIneu/p6YsNiYcRzazpjR0Cx7M/E/r5NRdBNMhEozQsUXi6JMupS4s6/dvtDISY4tYVwLe6vLh0wzTjabog3BX355lTQvK75X8etX5eptHkcBTuEMLsCHa6jCPdSgARwQnuEV3pxH58V5dz4WrWtOPnMCf+B8/gDgKYz4</latexit><latexit sha1_base64="fInOqGTCCrWkRGJFOZWK1l6FLBY=">AAAB6HicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eGzBfkAbymY7adduNmF3IpTSX+DFgyJe/Une/Ddu2xy09cHA470ZZuaFqRSGPO/bWVvf2NzaLuwUd/f2Dw5LR8dNk2SaY4MnMtHtkBmUQmGDBElspxpZHEpshaO7md96Qm1Eoh5onGIQs4ESkeCMrFSnXqnsVbw53FXi56QMOWq90le3n/AsRkVcMmM6vpdSMGGaBJc4LXYzgynjIzbAjqWKxWiCyfzQqXtulb4bJdqWIneu/p6YsNiYcRzazpjR0Cx7M/E/r5NRdBNMhEozQsUXi6JMupS4s6/dvtDISY4tYVwLe6vLh0wzTjabog3BX355lTQvK75X8etX5eptHkcBTuEMLsCHa6jCPdSgARwQnuEV3pxH58V5dz4WrWtOPnMCf+B8/gDgKYz4</latexit><latexit sha1_base64="fInOqGTCCrWkRGJFOZWK1l6FLBY=">AAAB6HicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eGzBfkAbymY7adduNmF3IpTSX+DFgyJe/Une/Ddu2xy09cHA470ZZuaFqRSGPO/bWVvf2NzaLuwUd/f2Dw5LR8dNk2SaY4MnMtHtkBmUQmGDBElspxpZHEpshaO7md96Qm1Eoh5onGIQs4ESkeCMrFSnXqnsVbw53FXi56QMOWq90le3n/AsRkVcMmM6vpdSMGGaBJc4LXYzgynjIzbAjqWKxWiCyfzQqXtulb4bJdqWIneu/p6YsNiYcRzazpjR0Cx7M/E/r5NRdBNMhEozQsUXi6JMupS4s6/dvtDISY4tYVwLe6vLh0wzTjabog3BX355lTQvK75X8etX5eptHkcBTuEMLsCHa6jCPdSgARwQnuEV3pxH58V5dz4WrWtOPnMCf+B8/gDgKYz4</latexit><latexit sha1_base64="fInOqGTCCrWkRGJFOZWK1l6FLBY=">AAAB6HicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eGzBfkAbymY7adduNmF3IpTSX+DFgyJe/Une/Ddu2xy09cHA470ZZuaFqRSGPO/bWVvf2NzaLuwUd/f2Dw5LR8dNk2SaY4MnMtHtkBmUQmGDBElspxpZHEpshaO7md96Qm1Eoh5onGIQs4ESkeCMrFSnXqnsVbw53FXi56QMOWq90le3n/AsRkVcMmM6vpdSMGGaBJc4LXYzgynjIzbAjqWKxWiCyfzQqXtulb4bJdqWIneu/p6YsNiYcRzazpjR0Cx7M/E/r5NRdBNMhEozQsUXi6JMupS4s6/dvtDISY4tYVwLe6vLh0wzTjabog3BX355lTQvK75X8etX5eptHkcBTuEMLsCHa6jCPdSgARwQnuEV3pxH58V5dz4WrWtOPnMCf+B8/gDgKYz4</latexit>

p1
<latexit sha1_base64="VNts+i3MDO/Tb2F25NGquZU27Os=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94jTlQUxHSkSCUbTSQzrwBtWaW3cXIOvEK0gNCrQG1a/+MGFZzBUySY3peW6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhdBPkQqUZcsWWi6JMEkzI/G8yFJozlFNLKNPC3krYmGrK0KZTsSF4qy+vk/ZV3XPr3n2j1mwUcZThDM7hEjy4hibcQQt8YDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A/s7jYo=</latexit><latexit sha1_base64="VNts+i3MDO/Tb2F25NGquZU27Os=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94jTlQUxHSkSCUbTSQzrwBtWaW3cXIOvEK0gNCrQG1a/+MGFZzBUySY3peW6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhdBPkQqUZcsWWi6JMEkzI/G8yFJozlFNLKNPC3krYmGrK0KZTsSF4qy+vk/ZV3XPr3n2j1mwUcZThDM7hEjy4hibcQQt8YDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A/s7jYo=</latexit><latexit sha1_base64="VNts+i3MDO/Tb2F25NGquZU27Os=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94jTlQUxHSkSCUbTSQzrwBtWaW3cXIOvEK0gNCrQG1a/+MGFZzBUySY3peW6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhdBPkQqUZcsWWi6JMEkzI/G8yFJozlFNLKNPC3krYmGrK0KZTsSF4qy+vk/ZV3XPr3n2j1mwUcZThDM7hEjy4hibcQQt8YDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A/s7jYo=</latexit><latexit sha1_base64="VNts+i3MDO/Tb2F25NGquZU27Os=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeCF48VTVtoQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94jTlQUxHSkSCUbTSQzrwBtWaW3cXIOvEK0gNCrQG1a/+MGFZzBUySY3peW6KQU41Cib5rNLPDE8pm9AR71mqaMxNkC9OnZELqwxJlGhbCslC/T2R09iYaRzazpji2Kx6c/E/r5dhdBPkQqUZcsWWi6JMEkzI/G8yFJozlFNLKNPC3krYmGrK0KZTsSF4qy+vk/ZV3XPr3n2j1mwUcZThDM7hEjy4hibcQQt8YDCCZ3iFN0c6L86787FsLTnFzCn8gfP5A/s7jYo=</latexit>

p2
<latexit sha1_base64="3ubTlAh8r00l6s79wAiqXMmnmBY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKoR4LXjxWtB/QhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpb2zu7e8X90sHh0fFJ+fSsY+JUM95msYx1L6CGS6F4GwVK3ks0p1EgeTeY3i787hPXRsTqEWcJ9yM6ViIUjKKVHpJhbViuuFV3CbJJvJxUIEdrWP4ajGKWRlwhk9SYvucm6GdUo2CSz0uD1PCEsikd876likbc+Nny1Dm5ssqIhLG2pZAs1d8TGY2MmUWB7YwoTsy6txD/8/ophjd+JlSSIldstShMJcGYLP4mI6E5QzmzhDIt7K2ETaimDG06JRuCt/7yJunUqp5b9e7rlWY9j6MIF3AJ1+BBA5pwBy1oA4MxPMMrvDnSeXHenY9Va8HJZ87hD5zPH/y/jYs=</latexit><latexit sha1_base64="3ubTlAh8r00l6s79wAiqXMmnmBY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKoR4LXjxWtB/QhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpb2zu7e8X90sHh0fFJ+fSsY+JUM95msYx1L6CGS6F4GwVK3ks0p1EgeTeY3i787hPXRsTqEWcJ9yM6ViIUjKKVHpJhbViuuFV3CbJJvJxUIEdrWP4ajGKWRlwhk9SYvucm6GdUo2CSz0uD1PCEsikd876likbc+Nny1Dm5ssqIhLG2pZAs1d8TGY2MmUWB7YwoTsy6txD/8/ophjd+JlSSIldstShMJcGYLP4mI6E5QzmzhDIt7K2ETaimDG06JRuCt/7yJunUqp5b9e7rlWY9j6MIF3AJ1+BBA5pwBy1oA4MxPMMrvDnSeXHenY9Va8HJZ87hD5zPH/y/jYs=</latexit><latexit sha1_base64="3ubTlAh8r00l6s79wAiqXMmnmBY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKoR4LXjxWtB/QhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpb2zu7e8X90sHh0fFJ+fSsY+JUM95msYx1L6CGS6F4GwVK3ks0p1EgeTeY3i787hPXRsTqEWcJ9yM6ViIUjKKVHpJhbViuuFV3CbJJvJxUIEdrWP4ajGKWRlwhk9SYvucm6GdUo2CSz0uD1PCEsikd876likbc+Nny1Dm5ssqIhLG2pZAs1d8TGY2MmUWB7YwoTsy6txD/8/ophjd+JlSSIldstShMJcGYLP4mI6E5QzmzhDIt7K2ETaimDG06JRuCt/7yJunUqp5b9e7rlWY9j6MIF3AJ1+BBA5pwBy1oA4MxPMMrvDnSeXHenY9Va8HJZ87hD5zPH/y/jYs=</latexit><latexit sha1_base64="3ubTlAh8r00l6s79wAiqXMmnmBY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lKoR4LXjxWtB/QhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgpb2zu7e8X90sHh0fFJ+fSsY+JUM95msYx1L6CGS6F4GwVK3ks0p1EgeTeY3i787hPXRsTqEWcJ9yM6ViIUjKKVHpJhbViuuFV3CbJJvJxUIEdrWP4ajGKWRlwhk9SYvucm6GdUo2CSz0uD1PCEsikd876likbc+Nny1Dm5ssqIhLG2pZAs1d8TGY2MmUWB7YwoTsy6txD/8/ophjd+JlSSIldstShMJcGYLP4mI6E5QzmzhDIt7K2ETaimDG06JRuCt/7yJunUqp5b9e7rlWY9j6MIF3AJ1+BBA5pwBy1oA4MxPMMrvDnSeXHenY9Va8HJZ87hD5zPH/y/jYs=</latexit>

p3
<latexit sha1_base64="V29pvUQG3MKQlVRztaqqIJOthf8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0UI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD8ngelCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmlfVT236t3XKo1aHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOk8+K8Ox/L1oKTz5zCHzifP/5DjYw=</latexit><latexit sha1_base64="V29pvUQG3MKQlVRztaqqIJOthf8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0UI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD8ngelCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmlfVT236t3XKo1aHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOk8+K8Ox/L1oKTz5zCHzifP/5DjYw=</latexit><latexit sha1_base64="V29pvUQG3MKQlVRztaqqIJOthf8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0UI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD8ngelCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmlfVT236t3XKo1aHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOk8+K8Ox/L1oKTz5zCHzifP/5DjYw=</latexit><latexit sha1_base64="V29pvUQG3MKQlVRztaqqIJOthf8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0UI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD8ngelCuuFV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophjd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmlfVT236t3XKo1aHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOk8+K8Ox/L1oKTz5zCHzifP/5DjYw=</latexit>

s
<latexit sha1_base64="/IiGRHESG3M+Np9+OEPleOzFcjU=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8CAlkYIeC148tmA/oA1ls520azebsLsRSugv8OJBEa/+JG/+G7dtDtr6wsLDOzPszBskgmvjut9OYWNza3unuFva2z84PCofn7R1nCqGLRaLWHUDqlFwiS3DjcBuopBGgcBOMLmb1ztPqDSP5YOZJuhHdCR5yBk11mrqQbniVt2FyDp4OVQgV2NQ/uoPY5ZGKA0TVOue5ybGz6gynAmclfqpxoSyCR1hz6KkEWo/Wyw6IxfWGZIwVvZJQxbu74mMRlpPo8B2RtSM9Wptbv5X66UmvPUzLpPUoGTLj8JUEBOT+dVkyBUyI6YWKFPc7krYmCrKjM2mZEPwVk9eh/Z11bPcrFXqV3kcRTiDc7gED26gDvfQgBYwQHiGV3hzHp0X5935WLYWnHzmFP7I+fwB2AmM4Q==</latexit><latexit sha1_base64="/IiGRHESG3M+Np9+OEPleOzFcjU=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8CAlkYIeC148tmA/oA1ls520azebsLsRSugv8OJBEa/+JG/+G7dtDtr6wsLDOzPszBskgmvjut9OYWNza3unuFva2z84PCofn7R1nCqGLRaLWHUDqlFwiS3DjcBuopBGgcBOMLmb1ztPqDSP5YOZJuhHdCR5yBk11mrqQbniVt2FyDp4OVQgV2NQ/uoPY5ZGKA0TVOue5ybGz6gynAmclfqpxoSyCR1hz6KkEWo/Wyw6IxfWGZIwVvZJQxbu74mMRlpPo8B2RtSM9Wptbv5X66UmvPUzLpPUoGTLj8JUEBOT+dVkyBUyI6YWKFPc7krYmCrKjM2mZEPwVk9eh/Z11bPcrFXqV3kcRTiDc7gED26gDvfQgBYwQHiGV3hzHp0X5935WLYWnHzmFP7I+fwB2AmM4Q==</latexit><latexit sha1_base64="/IiGRHESG3M+Np9+OEPleOzFcjU=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8CAlkYIeC148tmA/oA1ls520azebsLsRSugv8OJBEa/+JG/+G7dtDtr6wsLDOzPszBskgmvjut9OYWNza3unuFva2z84PCofn7R1nCqGLRaLWHUDqlFwiS3DjcBuopBGgcBOMLmb1ztPqDSP5YOZJuhHdCR5yBk11mrqQbniVt2FyDp4OVQgV2NQ/uoPY5ZGKA0TVOue5ybGz6gynAmclfqpxoSyCR1hz6KkEWo/Wyw6IxfWGZIwVvZJQxbu74mMRlpPo8B2RtSM9Wptbv5X66UmvPUzLpPUoGTLj8JUEBOT+dVkyBUyI6YWKFPc7krYmCrKjM2mZEPwVk9eh/Z11bPcrFXqV3kcRTiDc7gED26gDvfQgBYwQHiGV3hzHp0X5935WLYWnHzmFP7I+fwB2AmM4Q==</latexit><latexit sha1_base64="/IiGRHESG3M+Np9+OEPleOzFcjU=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8CAlkYIeC148tmA/oA1ls520azebsLsRSugv8OJBEa/+JG/+G7dtDtr6wsLDOzPszBskgmvjut9OYWNza3unuFva2z84PCofn7R1nCqGLRaLWHUDqlFwiS3DjcBuopBGgcBOMLmb1ztPqDSP5YOZJuhHdCR5yBk11mrqQbniVt2FyDp4OVQgV2NQ/uoPY5ZGKA0TVOue5ybGz6gynAmclfqpxoSyCR1hz6KkEWo/Wyw6IxfWGZIwVvZJQxbu74mMRlpPo8B2RtSM9Wptbv5X66UmvPUzLpPUoGTLj8JUEBOT+dVkyBUyI6YWKFPc7krYmCrKjM2mZEPwVk9eh/Z11bPcrFXqV3kcRTiDc7gED26gDvfQgBYwQHiGV3hzHp0X5935WLYWnHzmFP7I+fwB2AmM4Q==</latexit>

(s, v)
<latexit sha1_base64="RRa6u0/ZJ3kNMgHedjm9ZAHaZs4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFqFDKrgh6LHjxWMGthXYp2XS2Dc1mlyRbKKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBumgmvjut9OYWNza3unuFva2z84PCofn7R0kimGPktEotoh1Si4RN9wI7CdKqRxKPApHN3N609jVJon8tFMUgxiOpA84owaa/lVXRtf9soVt+4uRNbBy6ECuZq98le3n7AsRmmYoFp3PDc1wZQqw5nAWambaUwpG9EBdixKGqMOpotlZ+TCOn0SJco+acjC/T0xpbHWkzi0nTE1Q71am5v/1TqZiW6DKZdpZlCy5UdRJohJyPxy0ucKmRETC5QpbnclbEgVZcbmU7IheKsnr0Prqu5ZfriuNGp5HEU4g3Ooggc30IB7aIIPDDg8wyu8OdJ5cd6dj2VrwclnTuGPnM8f3taN/A==</latexit><latexit sha1_base64="RRa6u0/ZJ3kNMgHedjm9ZAHaZs4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFqFDKrgh6LHjxWMGthXYp2XS2Dc1mlyRbKKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBumgmvjut9OYWNza3unuFva2z84PCofn7R0kimGPktEotoh1Si4RN9wI7CdKqRxKPApHN3N609jVJon8tFMUgxiOpA84owaa/lVXRtf9soVt+4uRNbBy6ECuZq98le3n7AsRmmYoFp3PDc1wZQqw5nAWambaUwpG9EBdixKGqMOpotlZ+TCOn0SJco+acjC/T0xpbHWkzi0nTE1Q71am5v/1TqZiW6DKZdpZlCy5UdRJohJyPxy0ucKmRETC5QpbnclbEgVZcbmU7IheKsnr0Prqu5ZfriuNGp5HEU4g3Ooggc30IB7aIIPDDg8wyu8OdJ5cd6dj2VrwclnTuGPnM8f3taN/A==</latexit><latexit sha1_base64="RRa6u0/ZJ3kNMgHedjm9ZAHaZs4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFqFDKrgh6LHjxWMGthXYp2XS2Dc1mlyRbKKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBumgmvjut9OYWNza3unuFva2z84PCofn7R0kimGPktEotoh1Si4RN9wI7CdKqRxKPApHN3N609jVJon8tFMUgxiOpA84owaa/lVXRtf9soVt+4uRNbBy6ECuZq98le3n7AsRmmYoFp3PDc1wZQqw5nAWambaUwpG9EBdixKGqMOpotlZ+TCOn0SJco+acjC/T0xpbHWkzi0nTE1Q71am5v/1TqZiW6DKZdpZlCy5UdRJohJyPxy0ucKmRETC5QpbnclbEgVZcbmU7IheKsnr0Prqu5ZfriuNGp5HEU4g3Ooggc30IB7aIIPDDg8wyu8OdJ5cd6dj2VrwclnTuGPnM8f3taN/A==</latexit><latexit sha1_base64="RRa6u0/ZJ3kNMgHedjm9ZAHaZs4=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJFqFDKrgh6LHjxWMGthXYp2XS2Dc1mlyRbKKW/wYsHRbz6g7z5b0zbPWjrC4GHd2bIzBumgmvjut9OYWNza3unuFva2z84PCofn7R0kimGPktEotoh1Si4RN9wI7CdKqRxKPApHN3N609jVJon8tFMUgxiOpA84owaa/lVXRtf9soVt+4uRNbBy6ECuZq98le3n7AsRmmYoFp3PDc1wZQqw5nAWambaUwpG9EBdixKGqMOpotlZ+TCOn0SJco+acjC/T0xpbHWkzi0nTE1Q71am5v/1TqZiW6DKZdpZlCy5UdRJohJyPxy0ucKmRETC5QpbnclbEgVZcbmU7IheKsnr0Prqu5ZfriuNGp5HEU4g3Ooggc30IB7aIIPDDg8wyu8OdJ5cd6dj2VrwclnTuGPnM8f3taN/A==</latexit>

Figure 3: Training of transition policies and proximity predictors. After executing a primitive policy,
a previously performed transition trajectory is labeled and added to a replay buffer based on the
execution success. A proximity predictor is trained on states sampled from the two buffers to output
the proximity to the initiation set. The predicted proximity serves as a reward to encourage the
transition policy to move toward good initial states for the corresponding primitive policy.

We denote the meta-policy as πmeta(pc|s), where c ∈ [1, n] is a primitive policy index. The ob-
servation of the meta-policy contains the low-level information of primitives and task specifications
indicating high-level goals (e.g. moving direction and target object position). For example, a walk-
ing primitive only takes joint information as observation while the meta-policy additionally takes
target direction. In this paper, we use a rule-based meta-policy and focus on transitioning between
consecutive primitive policies.

Once a primitive skill pc is chosen to be executed, the agent generates an action at ∼ πpc(a|st) based
on the current state st. Note that we did not differentiate state spaces for primitive polices because
of the simplicity of notations (e.g. the observation of the jumping primitive contains a distance
to a curb while that of the walking primitive only has joint pose and velocities). Every primitive
policy is required to generate termination signals τpc ∈ {continue, success, fail} to indicate policy
completion and whether it believes the execution is successful or not. While our method is agnostic
to the form of primitive policies (e.g. rule-based, inverse kinematics), we consider the case of a
pre-trained neural network in this paper.

For smooth transitions between primitive policies, we add a transition policy πφc(a|s) before exe-
cuting primitive skill pc, which guides an agent to pc’s initiation set, where φc is the parameters of
the transition policy for pc. Note that the transition policy for pc is shared across different preceding
primitive policies since a successful transition is defined by the success of the following primitive
skill pc. For brevity of notation, we omit the primitive policy index c in the following equations
where unambiguous. The transition policy’s state and action space are the same as the primitive
policy’s. The transition policy also learns a termination signal τtrans which indicates transition termi-
nation to successfully initiate pc. Our framework contains one transition policy for each primitive
skill, in total n transition policies {πφ1

, πφ2
, . . . , πφn}.

3.3 TRAINING TRANSITION POLICIES

In our framework, transition policies are trained to make the execution of the corresponding fol-
lowing primitive policies successful. During rollouts, transition trajectories are collected and each
trajectory can be naively labeled by the success execution of its corresponding primitive policy.
Then, transition policies are trained to maximize the average success of the respective primitive pol-
icy. In this scenario, by definition, the only available learning signal for the transition policies is the
sparse and binary rewards for the completion of the next task.

To alleviate the sparsity of rewards and maximize the objective of moving to viable initial states
for the next primitive, we propose a proximity predictor that learns and provides a dense reward,
dubbed proximity reward, of how close transition states are to the initiation set of the corresponding
primitive pc as shown in Figure 3. We denote a proximity predictor as Pωc which is parameterized
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by ωc. We define the proximity of a state as the future discounted proximity, v = δstep, where
step is the number of steps required to reach an initiation set of the following primitive policy. The
proximity of a state can also be a linearly discounted function such as v = 1− δ · step. We refer the
readers to the supplementary for comparison of two proximity functions.

The proximity predictor is trained to minimize a mean squared error of proximity prediction:

LP (ω,BS ,BF ) =
1

2
E(s,v)∼BS [(Pω(s)− v)2] +

1

2
Es∼BF [Pω(s)2], (1)

where BS and BF are collections of states from success and failure transition trajectories, respec-
tively. To estimate the proximity to an initiation set, BS contains not only the state that directly leads
to the success of the following primitive policy, but also the intermediate states of the successful tra-
jectories with its proximity. By minimizing this objective, given a state, the proximity predictor is
learned to predict 1 if the state is in the initiation set, a value that is between 0 and 1 if the state leads
the agent to end up with a desired initial states, and 0 when the state leads to a failure.

The goal of a transition policy is to get close to an initiation set which can be formulated as seeking
a state s predicted to be in the initiation set by the proximity predictor (i.e. Pω(s) is close to 1).
To achieve this goal, the transition policy learns to maximize proximity prediction at the ending
state of the transition trajectory Pω(sT ). In addition to providing reward at the end, we also use
the increase of predicted proximity to the initiation set, Pω(st+1) − Pω(st), at every timestep as
a reward, dubbed proximity reward, to create a denser reward. The transition policy is trained to
maximize the expected discounted return:

Rtrans(φ) = E(s0,s1,...,sT )∼πφ

[
γTPω(sT ) +

T−1∑
t=0

γt(Pω(st+1)− Pω(st))
]
. (2)

However, in general skill learning scenarios, ground truth states (BS and BF ) for training proximity
predictors are not available. Hence, the training data for a proximity predictor is obtained online
during training its corresponding transition policy. Specifically, we label the states in a transition
trajectory as success or failure based on whether the following primitive is successfully executed or
not, and add them into the corresponding buffers BS or BF , respectively. As stated in Algorithm 1,
we train transition policies and proximity predictors by alternating between an Adam (Kingma & Ba,
2015) gradient step on ω to minimize Equation (1) with respect to Pω and a PPO (Schulman et al.,
2017) step on φ to maximize Equation (2) with respect to πφ. We refer readers to the supplementary
for further details on training.

In summary, we propose to compose complex skills with transition policies that enable smooth tran-
sition between previously acquired primitive policies. Specifically, we propose to reward transition
policies based on how close the current state is to suitable initial states of the subsequent policy (i.e.
initiation set). To provide the proximity of a state, we collect failing and successful trajectories on
the fly and train a proximity predictor to predict the proximity.

Utilizing the learned proximity predictors and proximity rewards for training transition policies is
beneficial in the following perspectives: (1) the dense rewards speed up transition policy training by
differentiating failing states from states in a successful trajectory; and (2) the joint training mecha-
nism prevents a transition policy from getting stuck in local optima. Whenever a transition policy
gets into a local optimum (i.e. fails the following skill with a high proximity reward), the proximity
predictor learns to lower the proximity for the failing transition as those states are added to its failure
buffer, escaping the local optimum.

4 EXPERIMENTS

We conducted experiments on two classes of continuous control tasks: robotic manipulation and
locomotion. To illustrate the potential of the proposed framework, modular framework with Transi-
tion Policies (TP), we designed a set of complex tasks that require agents to utilize diverse primitive
skills which are not optimized for smooth composition. All of our environments are simulated in the
MuJoCo physics engine (Todorov et al., 2012).
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(e) Hurdle

(f) Obstacle course

(a) Repetitive picking up

(b) Repetitive catching

(d) Patrol

(c) Serve

Figure 4: Tasks and success count curves of our model (blue), TRPO (purple), PPO (magenta), and
transition policies (TP) trained on task reward (green) and sparse proximity reward (yellow). Our
model achieves the best performance and convergence time. Note that TRPO and PPO are trained
5 times longer than ours with dense rewards since TRPO and PPO do not have primitive skills and
learn from scratch. In the success count curves, different temporal scales are used for TRPO and
PPO (bottom x-axis) and ours (top x-axis).

4.1 BASELINES

We evaluate our method to answer how transition policies benefit complex task learning and how
joint training with proximity predictors boosts training of transition policies. To investigate the
impact of the transition policy, we compared policies learned from dense rewards with our modular
framework that only learns from sparse and binary rewards (i.e. subtask completion rewards). More-
over, we conducted ablation studies to dissect each component in the training method of transition
polices. To answer these questions, we compare the following methods:

• Trust Region Policy Optimization with dense reward (TRPO) represents a state-of-the-art
policy gradient method (Schulman et al., 2015), which we use for the standard RL comparison.

• Proximal Policy Optimization with dense reward (PPO) is another state-of-the-art policy gra-
dient method (Schulman et al., 2017), which is more stable than TRPO with smaller batch sizes.

• Without transition policies (Without-TP) sequentially executes primitive policies without tran-
sition policies and has no learnable components.

• Transition policies trained on task rewards (TP-Task) represents a modular network aug-
mented with transition policies learned from the sparse and binary reward (i.e. subtask completion
reward), whereas our model learns from the dense proximity reward.

• Transition policies trained on sparse proximity rewards (TP-Sparse) is a variant of our model
which has the proximity reward only at the end of the transition trajectory. In contrast, our model
learns from dense proximity rewards generated every timestep.
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Table 1: Success count for robotic manipulation, comparing our method against baselines with or
without transition policies (TP). Our method achieves the best performance over both RL baselines
and the ablated variants. Each entry in the table represents average success count and standard
deviation over 50 runs with 3 random seeds.

Reward Repetitive picking up Repetitive catching Serve
TRPO dense 0.69 ± 0.46 4.54 ± 1.21 0.32 ± 0.47
PPO dense 0.95 ± 0.53 4.26 ± 1.63 0.00 ± 0.00

Without TP sparse 0.99 ± 0.08 1.00 ± 0.00 0.11 ± 0.32
TP-Task sparse 0.99 ± 0.08 4.87 ± 0.58 0.05 ± 0.21

TP-Sparse sparse 1.52 ± 1.12 4.88 ± 0.59 0.92 ± 0.27
TP-Dense (ours) sparse 4.84 ± 0.63 4.97 ± 0.33 0.92 ± 0.27

• Transition policies trained on dense proximity rewards (TP-Dense, Ours) is our final model
where transition policies learn from dense proximity rewards.

Initially, we tried comparing baseline methods with our method using only sparse and binary re-
wards. However, the baselines could not solve any of the tasks due to the complexity and sparse
reward of the environments. To provide more competitive comparisons, we engineer dense rewards
for baselines (TRPO and PPO) to boost their performance and give baselines 5 times longer training
times. We show that transitions with sparse rewards can compete with and even outperform baselines
learning from dense rewards. As the performance of TRPO and PPO varies significantly between
runs, we train each task with 3 different random seeds and report mean and standard deviation in
Figure 4.

4.2 ROBOTIC MANIPULATION

For robotic manipulation, we simulate a Kinova Jaco, a 9 DoF robotic arm with 3 fingers. The agent
receives full state information, including the absolute location of external objects. The agent uses
joint torque control to perform actions. The results are shown in Figure 4 and Table 1.

Pre-trained primitives. There are four pre-trained primitives available: Picking up, Catching,
Tossing, and Hitting. Picking up requires the robotic arm to pick up a small block, which is randomly
placed on the table. If the box is not picked up after a certain amount of time, the agent fails.
Catching learns to catch a block that is thrown towards the arm with random initial position and
velocity. The agent fails if it does not catch and stably hold the box for a certain amount of time.
Tossing requires the robot to pick up a box, toss it vertically in the air, and land the box at a specified
position. Hitting requires the robot to hit a box dropped overhead at a target ball.

Repetitive picking up. The Repetitive picking up task requires the agent to complete the Picking up
task 5 times. After each successful pick, the box disappears and a new box will be placed randomly
on the table again. Our model achieves the best performance and converges the fastest by learning
from the proposed proximity reward. With our dense proximity reward at every transition step,
we alleviate credit assignment when compared to providing a sparse proximity reward (TP-Sparse)
or using a sparse task reward (TP-Task). Conversely, TRPO and PPO with dense rewards take
significantly longer to learn and is unable to pick up the second box as the ending pose after the first
picking up is too unstable to initialize the next picking up.

Repetitive catching. Similar to Repetitive picking up, the Repetitive catching task requires the agent
to catch boxes consecutively up to 5 times. In this task, other than the modular network without a
transition policy, all baselines are able to eventually learn while our model still learns the fastest.
We believe this is because the Catching primitive policy has a larger initiation set and therefore,
the sparse reward problem is less severe since random exploration is able to succeed with a higher
chance.

Serve. Inspired by tennis, Serve requires the robot to toss the ball and hit it at a target. Even with
an extensively engineered reward, TRPO and PPO baselines fail to learn because Hitting is not
able to learn to cover all terminal states of Tossing (i.e. a set of initial states for Hitting is large
which demands longer training time). In contrast, learning to recover from Tossing’s ending states
to Hitting’s initiation set is easier for exploration (11% of Tossing’s ending states are covered by
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Table 2: Success count for locomotion, comparing our method against baselines with or without
transition policies (TP). Our method outperforms all baselines in Patrol and Obstacle course. In
Hurdle, the reward function for TRPO was extensively engineered, which is not directly compara-
ble to our method. Our method outperforms baselines learning from sparse reward, showing the
effectiveness of the proposed proximity predictor. Each entry in the table represents average success
count and standard deviation over 50 runs with 3 random seeds.

Reward Patrol Hurdle Obstacle course
TRPO dense 1.37 ± 0.52 4.13 ± 1.54 0.98 ± 1.09
PPO dense 1.53 ± 0.53 2.87 ± 1.92 0.85 ± 1.07

Without TP sparse 1.02 ± 0.14 0.49 ± 0.75 0.72 ± 0.72
TP-Task sparse 1.69 ± 0.63 1.73 ± 1.28 1.08 ± 0.78

TP-Sparse sparse 2.51 ± 1.26 1.47 ± 1.53 1.32 ± 0.99
TP-Dense (Ours) sparse 3.33 ± 1.38 3.14 ± 1.69* 1.90 ± 1.45

Hitting’s initiation set as can be seen in Table 1), which reduces the complexity of the task. Thus,
our method and the sparse proximity reward baseline are both able to solve it. However, the ablated
variant trained on task reward shows high success rates at the beginning of training and collapses
after 100 iterations. The performance drops because the transition policy tries to solve failure cases
by increasing the transition length and it reaches to a point that it hardly gets reward. This result
shows that once the policy falls into local optima, it is not able to escape because the policy will
never get a sparse task reward. On the other hand, our method is robust to local optima since the
jointly learned dense proximity reward provides a learning signal to an agent even though it cannot
get a task reward.

4.3 LOCOMOTION

For locomotion, we simulate a 9 DoF planar (2D) bipedal walker. The observation of the agent
includes joint position, rotation, and velocity. When the agent needs to interact with objects in the
environment, we provide additional input such as distance to the curb and ceiling in front of the
agent. The agent uses joint torque control to perform actions. The results are shown in Figure 4 and
Table 2.

Pre-trained primitives. Forward and Backward require the walker to walk forward and backward
with a certain velocity, respectively. Balancing requires the walker to robustly stand still under the
random external forces. Jumping requires the walker jump over a randomly located curb and land
safely. Crawling requires the walker to crawl under a ceiling. In all the aforementioned scenarios,
the walker fails when the height of the walker is lower than a threshold.

Patrol (Forward and backward). The Patrol task involves walking forward and backward toward
goal points on either side and balancing in between to smoothly change its direction. As illustrated in
Figure 4, our method consistently outperforms TRPO, PPO, and ablated baselines in stably walking
forward and transitioning to walk backward. The agent trained with dense rewards is not able to
consistently switch directions, whereas our model can utilize previously learned primitives including
Balancing to stabilize a reversal in velocity.

Hurdle (Walking forward and jumping). The Hurdle task requires the agent to walk forward
and jump across curbs, which requires a transition between walking and jumping as well as landing
the jump to walking forward. As shown in Figure 4, our method outperforms the sparse reward
baselines, showing the efficiency our proposed proximity reward. While TRPO with dense rewards
can learn this task as well, it requires dense rewards consisting of eight different components to
collectively enable TRPO to learn the task. It can be considered as learning both primitive skills and
transition between skills from dense rewards. However, the main focus of this paper is to learn a
complex task by reusing acquired skills, avoiding an extensive reward design.

Obstacle Course (Walking forward, jumping, and crawling). Obstacle Course is the most diffi-
cult among the locomotion tasks, where the walker must walk forward, jump across curbs, and crawl
underneath ceilings. It requires three different behaviors and transitions between two very different
primitive skills: crawling and jumping. Since the task requires significantly different behaviors that
are hard to transition between, TRPO fails to learn the task and only tries to crawl toward the curb
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Figure 5: Average transition length and average proximity reward of transition trajectories over
training on Manipulation (left) and Patrol (right).

without attempting to jump. In contrast, our method learns to transition between all pairs of primitive
skills and often succeeds in crossing multiple obstacles.

4.4 ABLATION STUDY

We conducted additional experiments to understand the contribution of transition policies, proxim-
ity predictors, and dense proximity rewards. The modular framework without transition policies
(Without-TP) tends to fail the execution of the second skill since the second skill is not trained to
cover ending states of the first skill. Especially, in continuous control making a primitive skill that
can cover all possible states is very challenging. Transition policies trained from task completion
reward (TP-Task) and sparse proximity reward (TP-Sparse) learn to connect consecutive primitives
slower because sparse reward is hard to learn from due to the credit assignment problem. On the
other hand, our model alleviates the credit assignment problem and learns quickly by giving pre-
dicted proximity reward for every transition state-action pair.

4.5 TRAINING OF TRANSITION AND PROXIMITY PREDICTOR

To investigate how transition polices learn to solve the tasks, we present the lengths of transition
trajectories and the obtained proximity rewards during training in Figure 5. For manipulation, we
show the results of Repetitive picking up and Repetitive catching. For locomotion, we show Patrol
with three different transition policies.

The transition policy quickly learns to maximize the proximity reward regardless of the accuracy
of the proximity predictor. All the transition policies increase the length while exploring in the
beginning, especially for picking up (55 steps) and balance (45 steps). This is because a randomly
initialized proximity predictor outputs high proximity for unseen states and a transition policy tries to
get a high reward by visiting these states. However, as these failing initial states with high proximity
are collected in the failure buffers, the proximity predictor lowers their proximity and the transition
policy learns to avoid them. In other words, the transition policy will end up seeking successful
states. As transition policies learn to transition to the following skills, the length decreases to get
higher proximity rewards earlier.

4.6 VISUALIZING TRANSITION TRAJECTORY

Figure 6a shows two transition trajectories (from s0 to t0 and s1 to t1) and two-dimensional PCA
embedding of the ending states (blue) and initiation states (red) of the Picking up primitive. A
transition policy starts from states s0 and s1 where the previous Picking up primitive is terminated.
As can be seen in Figure 6a, the proximity predictor outputs small values for s0 and s1 since they
are far from the initiation set of Picking up primitive. Trajectories in the figure show that as the
transition policy moves toward states with higher proximity, and finally ends up with states t0 and
t1 which are in the initiation set of the primitive policy.

Figure 6b illustrates PCA embeddings of initiation sets of three primitive skills, Forward (green),
Backward (orange), and Balancing (blue). A transition from Forward to Balancing has very long
trajectory, but predicted proximity helps the transition policy to reach to an initiation state t0. On
the other hand, transitioning between Balancing and Backward only requires 7 steps.
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(a) Repetitive picking up

Forward
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Low P(s)

Forward Balancing Backward

Balancing

Balancing Backward

s0
t0
s1
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Figure 6: Visualization of transition trajectories of (a) Repetitive picking up and (b) Patrol. TOP
AND BOTTOM ROWS: contain rendered frames of transition trajectories. MIDDLE ROW: contains
states extracted from each primitive skill execution projected onto PCA space. The dots connected
with lines are extracted from the same transition trajectory, where the marker color indicates the
proximity prediction P (s). A higher P (s) value indicates proximity to states suitable for initializing
the next primitive skill. LEFT: two picking up transition trajectories demonstrate that the transition
policy learns to navigate from terminate states s0 and s1 to t0 and t1. RIGHT: the forward to balance
transition moves between the forward and balance state distributions and the balance to backward
transition moves from the balancing states close to the backward states.

5 CONCLUSION

In this work, we propose a modular framework with transition policies to empower reinforcement
learning agents to learn complex tasks with sparse reward by utilizing prior knowledge. Specifi-
cally, we formulate the problem as executing existing primitive skills while smoothly transitioning
between primitive skills. To learn transition polices in a sparse reward setting, we propose a proxim-
ity predictor which generates dense reward signals and jointly train transition policies and proximity
predictors. Our experimental results on robotic manipulation and locomotion tasks demonstrate
the effectiveness of employing transition policies. The proposed framework solves complex tasks
without reward shaping and outperforms baseline RL algorithms and other ablated baselines.

There are many future directions to investigate. Our method is designed to focus on acquiring
transition policies that connect a given set of primitive policies under the predefined meta-policy.
We believe that joint learning of a meta-policy and transition policies on a new task would make
our framework more flexible. Moreover, we made an assumption that successful transition between
two consecutive policies should be achievable by random exploration. To alleviate the exploration
problem with sparse rewards, our transition policy training can incorporate exploration methods
such as count-based exploration bonuses (Bellemare et al., 2016; Martin et al., 2017) and curiosity-
driven intrinsic reward (Pathak et al., 2017). We also assume our primitive policies return a signal
that indicates whether the execution should be terminated or not, similar to Kulkarni et al. (2016);
Oh et al. (2017); Le et al. (2018). Learning to assess the successful termination of primitive policies
together with learning transition policies is a promising future direction.
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A ACQUIRING PRIMITIVE POLICIES

The modular framework proposed in this paper allows a primitive policy to be any of a pre-trained
neural network, inverse kinematics module, or hard-coded policy. In this paper, we use neural
networks trained with TRPO (Schulman et al., 2015) on dedicated environments as primitive policies
(see Section C for the details of environments and reward functions). All policy networks we used
consists of 2 layers of 32 hidden units with tanh nonlinearities and predicts the mean and standard
deviation of a Gaussian distribution over an action space. We trained all primitive policies until the
total return converged (up to 10,000 iterations).

Given a state, a primitive policy outputs an action as well as a termination signal indicating whether
the execution is done and if the skill was successfully performed (see Section C for details on
primitive skills and termination conditions).

B TRAINING DETAILS

B.1 IMPLEMENTATION DETAILS

For the TRPO and PPO implementation, we used OpenAI baselines (Dhariwal et al., 2017) with de-
fault hyperparameters including learning rate, KL penalty, and entropy coefficients unless specified
below.

Hyperparameters Transition policy Proximity predictor Primitive policy TRPO PPO

Learning rate 1e-4 1e-4 1e-3 (for critic) 1e-3 (for critic) 1e-4
# Mini-batch 150 150 32 150 150

Mini-batch size 64 64 64 64 64
Learning rate decay no no no no linear decay

Table 3: Hyperparameter values for transition policy, proximity predictor, and primitive policy as
well as TRPO and PPO baselines.

For all networks, we use the Adam optimizer with mini-batch size of 64. We use 4 workers for
rollout and parameter update. The size of rollout for each update is 10,000 steps. We limit the
maximum length of a transition trajectory as 100.

B.2 REPLAY BUFFERS

A success buffer BS contains states and their proximity to the corresponding initiation set in success-
ful transitions. On the other hand, a failure buffer BF contains states in failure transitions. Both the
two buffers are FIFO (i.e. new items are added on one end and once a buffer is full, a corresponding
number of items are discarded from the opposite end). For all experiments, we use buffers, BS and
BF , with a capacity of one million states.

For efficient training of the proximity predictors, we collect successful trajectories of primitive skills
which can be sampled during the training of primitive skills. We run 1,000 episodes for each prim-
itive and put the first 10 - 20% in trajectories into the success buffer as an initiation set. While
initiation sets can be discovered via random exploration, we found that this initialization of suc-
cess buffers improves the efficiency of training by providing initial training data for the proximity
predictors.

B.3 PROXIMITY REWARD

Transition policies receive rewards based on the outputs of proximity predictors. Before computing
the reward at every time step, we clip the output of the proximity predictor P by clip(P (s), 0, 1)
which indicates how close the state s is to the initiation set of the following primitive (higher values
correspond to closer states). We define the proximity of a state to an initiation set as an exponentially
discounted function δstep, where step is the shortest number of timesteps required to get to a state
in the initiation set. We use δ = 0.95 for all experiments. To make the reward denser, for every
timestep t, we provide the increase in proximity, P (st+1)−P (st), as a reward for transition policy.
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Figure 7: Success count curves of our model with exponentially discounted proximity function
and linearly discounted proximity function over training on Obstacle course (left) and Repetitive
catching (right).

Using a linearly discounted proximity function, 1 − δ · step, is also a valid choice. We compare
the two proximity functions on a manipulation task (Repetitive catching) and a locomotion task
(Obstacle course), as shown in Figure 7, where δ for exponential decay and linear decay are 0.95 and
0.01, respectively. The results demonstrate that our model is able to learn well with both proximity
functions and they perform similarly.

Originally, we opted for the exponential proximity function with the intuition that the faster initial
decay near the initiation set would help the policy discriminate successful states from failing states
near the initiation set. Also, in our experiments, as we use 0.95 as a decaying factor, the proximity
is still reasonably large (e.g., 0.35 for 20 time-steps and 0.07 for 50 time-steps). In this paper, we
use the exponential proximity function for all experiments.

B.4 PROXIMITY PREDICTOR

A proximity predictor takes a state as input which includes joint state information, joint acceleration,
and any task specification, such as ceiling and curb information. A proximity predictor consists of
2 fully connected layers of 96 hidden units with ReLU nonlinearities and predicts the proximity to
the initiation set based on the states sampled from the success and failure buffers. Each training
iteration consists of 10 epochs over a batch size of 64 and use a learning rate of 10−4. The predictor
optimizes the loss in Equation (1), similar to the LSGAN loss (Mao et al., 2017).

B.5 TRANSITION POLICIES

An observation space of a transition policy consists of joint state information and joint acceleration.
A transition policy consists of 2 fully connected layers of 32 hidden units with tanh nonlinearities
and predicts the mean and standard deviation of a Gaussian distribution over an action space. A
2-way softmax layer is followed by the last fully connected layer to predict whether to terminate the
current transition or not. We train all transition policies using PPO (Schulman et al., 2017) since
PPO is robust on smaller batch sizes and the transition states collected for each update is much
smaller than the size of a rollout. Each training iteration consists of 5 epochs over a batch.
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Algorithm 1 TRAIN

1: Input: Primitive polices {πp1 , ..., πpn}.
2: Initialize success buffers {BS

1, ..., BS
n} with successful trajectories of primitive policies.

3: Initialize failure buffers {BF
1, ..., BF

n}.
4: Randomly initialize parameters of transition policies {φ1, ..., φn} and proximity predictors {ω1,

..., ωn}.
5: repeat
6: Initialize rollout buffers {R1, ...,Rn}.
7: Collect trajectories using ROLLOUT.
8: for i = 1 to n do
9: Update Pωi to minimize Equation (1) using BS

i and BF
i .

10: Update πφi to maximize Equation (2) usingRi.
11: end for
12: until convergence

Algorithm 2 ROLLOUT

1: Input: Meta policy πmeta, primitive policies {πp1 , ..., πpn}, transition policies {πφ1
, ..., πφn},

and proximity predictors {Pω1
, ..., Pωn}.

2: Initialize an episode and receive initial state s0.
3: t← 0
4: while episode is not terminated do
5: c ∼ πmeta(st)
6: Initialize a rollout buffer B.
7: while episode is not terminated do
8: at, τtrans ∼ πφc(st)
9: Terminate the transition policy if τtrans = terminate.

10: st+1, τenv ← ENV(st, at)
11: rt ← Pωc(st+1)− Pωc(st)
12: Store (st, at, rt, τenv, st+1) in B
13: t← t+ 1
14: end while
15: while episode is not terminated do
16: at, τpc ∼ πpc(st)
17: Terminate the primitive policy if τpc 6= continue.
18: st+1, τenv ← ENV(st, at)
19: t← t+ 1
20: end while
21: Compute the discounted proximity v of each state s in B.
22: Add pairs of (s, v) to BSc or BFc according to τpc .
23: Add B to the rollout bufferRc.
24: end while

B.6 SCALABILITY

Each sub-policy requires its corresponding transition policy, proximity predictor, and two buffers.
Hence, both the time and memory complexities of our method are linearly dependent on the number
of sub-policies. The memory overhead is affordable since a transition policy (2 layers of 32 hidden
units), a proximity predictor (2 layers of 96 hidden units), and replay buffers (1M states) are small.

C ENVIRONMENT DESCRIPTIONS

For every task, we add a control penalty, −0.001 ∗ ‖a‖2, to regularize the magnitude of actions
where a is a torque action performed by an agent. Note that all measures are in meters, and we omit
the measures here for clarity of the presentation.
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C.1 ROBOTIC MANIPULATION

In object manipulation tasks, a 9-DOF Jaco robotic arm1 is used as an agent and a cube with the
side length 0.06 m is used as a target object. We follow the tasks and environment settings proposed
in Ghosh et al. (2018). The observation consists of the position of the base of the Jaco arm, joint
angles, angular velocities as well as the position, rotation, velocity, and angular velocity of the cube.
The action space is a torque control on 9 joints.

C.1.1 REWARD DESIGN AND TERMINATION CONDITION

Picking up: In the Picking up task, the position of the box is randomly initialized within a square
region of size 0.1 m × 0.1 m with a center (0.5, 0.2). There is an initial guide reward to guide the
arm to the box. There is also an over reward to guide the hand directly over the box. When the arm
is not picking up the box, there is a pick reward to incentivize the arm to pick the box up. There is
an additional hold reward that makes the arm hold the box in place after picking up. Finally, there
is a success reward given after the arm has held the box for 50 frames. The success reward is scaled
with number of timesteps to encourage the arm to succeed as quickly as possible.

R(s) = λguide·1Box not picked and Box on ground+λpick·1Box in hand and not picked+λhold·1Box picked and near hold point

λguide = 2, λpick = 100, λhold = 0.1

Catching: The position of the box is initialized at (0, 2.0, 1.5) and the directional force of size
110 is applied to throw the box toward the agent with randomness (0.1 m × 0.1 m).

R(s) = 1Box in air and Box within 0.06 of Jaco end-effector

Tossing: The box is randomly initialized on the ground at (0.4, 0.3, 0.05) within a 0.005 × 0.005
square region. A guide reward is given to guide the arm to the top of the box. A pick reward is then
given to lift the box up to a specified release height. A release reward is given if the box is no longer
in the hand. A stable reward is given to minimize variation in the box’s x and y direction. An up
reward is given while the ball is traveling upwards in air, up until the box hits a specified z height.
Finally, a success reward +100 is given based on the landing position of the box and the specified
landing position.

Hitting: The box is randomly initialized overhead the arm at (0.4, 0.3, 1.2) within a 0.005× 0.005
m square region. The box falls and the arm is given a hit reward +10 for hitting the box. Once the
box has been hit, a target reward is given based on how close the box is to the target.

Repetitive picking up: The Repetitive picking up task has two reward variants. The sparse version
gives a reward +1 for every successful pick. The dense reward version gives a guide reward to the
box after each successful pick following the reward for the Picking up task.

Repetitive catching: The Repetitive catching task gives a reward +1 for every successful catch.
For dense reward, it uses the same reward function with that of the Catching task.

Serve: The Serve task gives a toss reward +1 for a successful toss and a target reward +1 for
successfully hitting the target. The dense reward setting provides the Tossing and Hitting reward
according to box position.

C.2 LOCOMOTION

A 9-DOF bipedal planar walker is used for simulating locomotion tasks. The observation consists of
the position and velocity of the torso, joint angles, and angular velocities. The action space is torque
control on the 6 joints.

1http://www.mujoco.org/forum/index.php?resources/kinova-arms.12/
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C.2.1 REWARD DESIGN

Different locomotion tasks share many components of reward design, such as velocity, stability, and
posture. We use the same form of reward functions, but with different hyperparameters for each
task. The basic form of the reward function is as following:

R(s) =λvel · abs(vx − vtarget) + λalive − λheight · abs(1.1−min(1.1,∆h))+

λangle · cos(angle)− λfoot(vright foot + vleft foot),

where vx, vright foot, and vleft foot are forward velocity, right foot angular velocity, left foot angular
velocity; and ∆h and angle are the distance between the foot and torso and the angle of the torso,
respectively. The foot velocities help the agent to move its feet naturally. ∆h and angle are used to
maintain height of the torso and encourage an upright pose.

Forward: The Forward task requires the walker agent to walk forward for 20 meters. To make
the agent robust, we apply a random force with arbitrary magnitude and direction to a randomly
selected joint every 10 timesteps.

λvel = 2, λalive = 1, λheight = 2, λangle = 0.1, λfoot = 0.01, and vtarget = 3

Backward: Similar to Forward, the Backward task requires the walker to walk backward for 20
meters under random forces.

λvel = 2, λalive = 1, λheight = 2, λangle = 0.1, λfoot = 0.01, and vtarget = −3

Balancing: In the Balancing task, the agent learns to balance under strong random forces for 1000
timesteps. Similar to other tasks, the random forces are applied to a random joint every 10 timesteps,
but with magnitude 5 times larger.

λvel = 1, λalive = 1, λheight = 0.5, λangle = 0.1, λfoot = 0, and vtarget = 0

Crawling: In the Crawling task, a ceiling of height 1.0 and length 16 is located in front of the
agent, and the agent is required to crawl under the ceiling without touching it. If the agent touches
the ceiling, we terminate the episode. The task can be completed when the agent passes a point 1.5
after the ceiling and the agent gets 100 additional reward.

λvel = 2, λalive = 1, λheight = 0, λangle = 0.1, λfoot = 0.01, and vtarget = 3

Jumping: In the Jumping task, a curb of height 0.4 and length 0.2 is located in front of the walker
agent. The observation contains a distance to the curb in addition to the 17-dimensional joint infor-
mation, where the distance is clipped by 3. The x location of the curb is randomly chosen from [2.5,
5.5]. In addition to the reward function above, it also gets an additional 100 reward for passing the
curb and 200 · vy when the agent passes the front, middle, and end slices of the curb, where vy is
y-velocity. If the agent touches the curb, the agent gets -10 penalty and the episode is terminated.

λvel = 2, λalive = 1, λheight = 2, λangle = 0.1, λfoot = 0.01, and vtarget = 3

Patrol: The Patrol task is repetitive running forward and backward between two goals at x = −2
and x = 2. Once the agent touches a goal, the target is changed to another goal and the sparse reward
+1 is given. The dense reward alternates between the reward functions of Forward and Backward.
The agent gets the reward of Forward when the agent is heading toward x = 2 and gets the reward
of Backward, otherwise.

Hurdle: The Hurdle environment consists of 5 curbs positioned at x = {8, 18, 28, 38, 48} and
requires repetitive walking and jumping behaviors. The position of each curb is randomized with
a uniformly sampled value from [−0.5, 0.5]. The sparse reward +1 is given when the agent jumps
over a curb (i.e. pass a point 1.5 after a curb).

The dense reward for Hurdle is same with Jumping and has 8 reward components to guide the agent
to learn the desired behavior. By extensively designing dense rewards, it is possible to solve complex
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tasks. In comparison, our proposed method learns from sparse reward by re-using prior knowledge
and doesn’t require reward shaping.

Obstacle Course: The Obstacle Course environment replaces two curbs in Hurdle with a ceiling
of height 1.0 and length 3. The sparse reward +1 is given when the agent jumps over a curb or passes
through a ceiling (i.e. pass a point 1.5 after a curb or a ceiling). The dense reward is alternating
between Jumping before the curb and Crawling before the ceiling.

C.2.2 TERMINATION SIGNAL

Locomotion tasks except Crawling fail if h < 0.8 and Crawling fails if h < 0.3. Forward and
Backward tasks are considered as success when the walker reaches to the target or 5 in front of
obstacles. Balancing task is considered successful when the agent does not fail for 50 timesteps.
The agent succeeds on Jumping and Crawling if the agent passes the obstacles by a distance of 1.5.
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