Abstract

Typical recent neural network designs are primarily convolutional layers, but the tricks enabling structured efficient linear layers (SELLs) have not yet been adapted to the convolutional setting. We present a method to express the weight tensor in a convolutional layer using diagonal matrices, discrete cosine transforms (DCTs) and permutations that can be optimised using standard stochastic gradient methods. A network composed of such structured efficient convolutional layers (SECL) outperforms existing low-rank networks and demonstrates competitive computational efficiency.

1 Introduction

Deep neural networks have evolved, and no longer contain the gigantic linear layers seen in Simonyan & Zisserman (2015), instead opting for large convolutional feature maps and increased depth (Springenberg et al., 2014; He et al., 2016; Hu et al., 2018). This means that most of the network’s parameters and multiply-add (Mult-Add) operations are used in these convolutions. We present a method to reduce both, while keeping the network structure the same.

SELLs provide a framework to approximate linear layers that we adapt to make convolutions more efficient. A convolution can be viewed as a matrix multiplication between the extracted patches from the input tensor and the weights of the filters passed over the image. In this work, we show that this matrix multiplication can be replaced with a structured efficient transformation based on the ACDC layer (Moczulski et al., 2016). In practice, this gives us a specific parameterisation at training time, which we describe in Section 3.

This structured efficient parameterisation of a convolutional layer consumes far fewer parameters than a full convolutional layer, scaling as $O(N)$ versus $O(N^2)$ in the number of channels $N$. At the same time, it can be implemented efficiently at test time using a fast DCT. In our experiments, detailed in Section 4, we show that, using distillation (Crowley et al., 2018), a network composed of primarily this type of convolution can learn to classify CIFAR-10 to 91.43% accuracy, while only using 46,442 parameters. For comparison, this is a greater accuracy and fifty times fewer parameters than the network presented in Hinton et al. (2016).

2 Background

SELLs are aimed at compressing the linear layers of convolutional networks. Typically, they are composed as an operator $\Phi$:

$$y = x\Phi (D, P, S, B) \tag{1}$$

In which, $D$ are diagonal matrices, $P$ are permutations, $S$ are sparse matrices and $B$ are bases, such as Fourier, Cosine (Moczulski et al., 2016) or Hadamard (Yang et al., 2015; Ailon & Chazelle, 2009).
transforms. Using these component transformations, the resulting random projections can approximate random matrices used in deep learning. In this work, we build on the ACDC SELL (Moczulski et al., 2016).

Our approach can be viewed as yielding a low-rank tensor to use in the convolutional layers. Previous efforts on low-rank convolutional networks have focused on transforming pre-trained networks [Jaderberg et al., 2014; Alvarez & Petersson, 2016; Denton et al., 2014; Lebedev et al., 2014] or training networks with appropriate regularisers [Alvarez & Salzmann, 2017; Wen et al., 2017]. Networks with low-rank constraints are markedly more difficult to train. In Garipov et al. (2016) the authors train such a network on CIFAR-10, but only achieve a $2 \times$ compression rate over a convolutional network, and attain less than 90% accuracy. Other papers have focused on similar tensor decompositions; Su et al. (2018) obtain 91.28% accuracy compressing a ResNet-34. However, neither decomposition affects the number of Mult-Adds used at test time, whereas our method achieves a substantial reduction.

3 Structured Efficient Convolutional Layers

If we define a function to map the patches over which a convolution passes on an input tensor to rows of a matrix as $F$, we can express convolution using a kernel matrix $W$ as $y = F^{-1}(F(x)W)$. This is the common algorithm known as im2col-gemm (Chetlur et al., 2014). From this, we define a Structured Efficient Convolutional Layer (SECL) with the following parameterisation for $W$:

$$W = \prod_{l=1}^{L} A_l C_D C_{C-1} P$$

(2)

Where $A$ and $D$ are diagonal matrices, $C$ and $C_{-1}$ are the forward and inverse DCTs and $P$ is a riffle shuffle.

Using the weight matrix in Equation 2 is equivalent to a stack of ACDC layers (Moczulski et al., 2016); the permutation being implemented by a riffle shuffle. A riffle shuffle is a fixed permutation, splitting the input in half and then interleaving the two halves; equivalent to a perfect riffle shuffle with a deck of cards (Gilbert, 1955). As described in Section 4, this was found to work as well as a fixed random permutation and can be evaluated much faster (Zhang et al., 2018).

Substituting this parameterisation into convolutional layers presents a problem: most kernel matrices are not square, with one exception. Kernel matrices in pointwise convolutions are square when the number of input channels matches the output. To increase the number of channels, we repeat the input along the channel dimension. As channels commonly increase in integer steps, this allows us to implement almost all pointwise convolutions.

Given a pointwise convolution, we can now implement a convolution with any kernel size by preceding the pointwise with a grouped convolution. This is known as a depthwise separable convolution and has been demonstrated as a substitute for convolution (Chollet, 2016). This can also be implemented using an ACDC parameterisation for each filter, but there is not much benefit, as shown in Section 4.

The motivation underlying ACDC layers comes from their complex equivalent; using Fourier transforms, $F$, it is possible to show (Moczulski et al., 2016; Hahtanen, 2008) almost all matrices $M$ can be factored as:

$$M = \prod_{i=1}^{N-1} D_{2i-1} R_{2i} D_{2N-1}$$

(3)

Where $D_{2i-1}$ is a diagonal and $R_{2i}$ is composed of $FDF^{-1}$.

However, machine learning systems typically operate using real numbers, leading to the decision to use the DCT. Despite the break in theory, the ACDC layer was found to work well as a replacement for the fully connected layers in CaffeNet (Moczulski et al., 2016).
Table 1: Results of training a Wide ResNet with SECL substituting the convolutional layers. WRN-SECL refers to a Wide ResNet using full rank grouped 3x3 convolutions, while WRN-SECL-LR refers to using ACDC-parameterised grouped 3x3 convolutions. Networks trained without distillation are reported under Scratch, while those trained using any form of distillation are under Distilled.

<table>
<thead>
<tr>
<th>Model</th>
<th>Params</th>
<th>Mult-Adds</th>
<th>Top 1</th>
<th>Top 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>WRN(40,2)</td>
<td>2.24M</td>
<td>328M</td>
<td>4.8%</td>
<td>–</td>
</tr>
<tr>
<td>WRN-SECL(40,2)</td>
<td>46.4K</td>
<td>33.2M</td>
<td>10.42%</td>
<td>8.57%</td>
</tr>
<tr>
<td>WRN-SECL-LR(40,2)</td>
<td>38.7K</td>
<td>33.2M</td>
<td>13.4%</td>
<td>10.85%</td>
</tr>
<tr>
<td>Belagiannis et al. (2018)</td>
<td>0.27M</td>
<td>–</td>
<td>–</td>
<td>8.08%</td>
</tr>
<tr>
<td>Hinton et al. (2016)</td>
<td>0.27M</td>
<td>–</td>
<td>–</td>
<td>8.88%</td>
</tr>
<tr>
<td>Su et al. (2018)</td>
<td>40K</td>
<td>–</td>
<td>–</td>
<td>8.72%</td>
</tr>
</tbody>
</table>

4 Experiments

We demonstrate the effectiveness of this compression strategy in Section 4.1 in experiments on CIFAR-10. PyTorch (Paszke et al.) was used to implement experiments. All code will be made available following the reviewing process.

Linear Approximation

We compared the riffle shuffle to a fixed random permutation on the toy synthetic regression problem described in Section 6.1 of Moczulski et al. (2016). Both permutations converged to a final mean squared error of 0.02.

Importance of Weight Decay

A small network based on the All Convolutional network (Springenberg et al., 2014) was trained using Hyperband (Li et al., 2017) to tune the weight decay term, learning rate and minibatch size on the CIFAR-10 dataset (Krizhevsky, 2009). The networks converging well had weight decay around $10^{-5}$, prompting us to use $8.8 \times 10^{-6}$ in all experiments.

4.1 Convolutional Networks

To compare with contemporary works on compressed networks, we focus on a recent network architecture, but SECLs could be effectively substituted into any convolutional network. The network used in experiments was a Wide ResNet with depth 40 and width factor 2 (Zagoruyko & Komodakis, 2016), and we train it on the CIFAR-10 dataset (Krizhevsky, 2009). We use 12 ACDC layers in each convolutional layer, to match the original paper (Moczulski et al., 2016).

The results are shown in Table 1. The results are most comparable to those of Su et al. (2018), in which the authors compress a network using a low-rank approximation. We performed distillation using attention-transfer (Zagoruyko & Komodakis, 2017) with the method described in Crowley et al. (2018). Each other paper reported as distilled in Table 1 implements its own form of distillation, detailed in each paper.

Each ACDC layer is expected to cost $4N + 5N \log_2(N)$ Mult-Adds at test time. However, we found that the early layers, where the dimension of the effective matrix multiplication is low, the Mult-Adds used by the unrolled ACDC layers is greater than just applying the parameterised filter tensor in a convolution. In this case, we assume that at test time the implementation of layers would depend on which would be cheaper.

5 Conclusion

It is well known that deep networks are overparameterised (Denil et al., 2013), but networks with low-rank weight matrices have failed to gain traction as they are typically difficult to train. Fortunately, for networks with structured efficient parameterisations we can use the same tools we would use to train a standard deep network, requiring a minimum of hyperparameter tuning. At test time, they can be implemented extremely efficiently using FFT-like algorithms or, as noted in Moczulski et al. (2016), by an optical processor (Saade et al., 2015). In this work, we have shown that these parameterisations aren’t restricted to linear layers, and can be applied to convolutional layers too; resulting in small, efficient neural networks.
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