
1

000

001

002

003

004

005

006

007

008

009

010

011

012

013

014

015

016

017

018

019

020

021

022

023

024

025

026

027

028

029

030

031

032

033

034

035

036

037

038

039

040

041

042

043

044

045

046

047

048

049

050

051

052

053

054

055

056

057

058

059

060

061

062

063

064

065

066

067

068

069

070

071

072

073

074

075

076

077

078

079

080

081

082

083

084

085

086

087

088

089

090

091

092

093

094

095

096

097

098

099

Anonymous Review Copy

MORTY Embedding
Improved Embeddings without Supervision

Anonymous xxx conference submission

Abstract

We demonstrate a low effort method that unsu-
pervisedly constructs task-optimized embed-
dings from existing word embeddings to gain
performance on a supervised end-task. This
avoids additional labeling or building more
complex model architectures by instead pro-
viding specialized embeddings better fit for the
end-task(s). Furthermore, the method can be
used to roughly estimate whether a specific
kind of end-task(s) can be learned form, or
is represented in, a given unlabeled dataset,
e.g. using publicly available probing tasks. We
evaluate our method for diverse word embed-
ding probing tasks and by size of embedding
training corpus – i.e. to explore its use in re-
duced (pretraining-resource) settings.

1 Introduction

Unsupervisedly pretrained word embeddings pro-
vide a low-effort, high pay-off way to improve the
performance of a specific supervised end-task by
exploiting Transfer learning from an unsupervised
to the supervised task. Additionally, recent works
indicate that universally best embeddings are not
yet possible, and that instead embeddings need
to be tuned to fit specific end-tasks using induc-
tive bias – i.e. semantic supervision for the un-
supervised embedding learning process (Conneau
et al., 2018; Perone et al., 2018). This way, embed-
dings can be tuned to fit a specific Single-task (ST)
or Multi-task (MT: set of tasks) semantic (Xiong
et al., 2018; Kiela et al., 2018a). Hence the es-
tablished notion, that in order to fine-tune embed-
dings for specific end-tasks, labels for those end-
tasks a required. However, in practice, especially
in industry applications, labeled dataset are often
either too small, not available or of low quality and
creating or extending them is costly and slow.

Instead, to lessen the need for complex super-
vised (Multi-task) fine-tuning, we explore using

unsupervised fine-tuning of word embeddings for
either a specific end-task (ST) or a set of desired
end-tasks (MT). By taking pretrained word em-
beddings and unsupervisedly postprocessing (fine-
tuning) them, we evaluate postprocessing perfor-
mance changes on publicly available probing tasks
developed by Jastrzebski et al. (2017)1 to demon-
strate that widely used word embeddings like Fast-
text and GloVe can either: (a) be unsupervisedly
specialized to better fit a single supervised task or,
(b) can generally improve embeddings for multiple
supervised end-tasks – i.e. the method can opti-
mize for single and Multi-task settings. As in stan-
dard methodology, optimal postprocessed embed-
dings can be selected using multiple proxy-tasks
for overall improvement or using a single end-
task’s development split – e.g. on a fast baseline
model for further time reduction. Since most em-
beddings are pretrained on large corpora, we also
investigate whether our method – dubbed MORTY

– benefits embeddings trained on smaller corpora
to gauge usefulness for low-labeling-resource do-
mains like biology or medicine. We demonstrate
the method’s application for Single-task, Multi-
task, small and large corpus-size setting in the
evaluation section 3. Finally, MORTY (sec. 2),
uses very little resources2, especially regarding re-
cent approaches that exploit unsupervised pretain-
ing to boost end-task performance by adding com-
plex pretraining components like ELMo, BERT
(Peters et al., 2018; Devlin et al., 2018) which may
not yet be broadly usable due to their hardware
and processing time requirements. As a result, we
demonstrate a simple method, that allows further
pretraining exploitation, while requiring minimum
extra effort, time and compute resources.

1https://github.com/kudkudak/
word-embeddings-benchmarks

2< 1GB memory and computes fast on GPU and CPU.

https://github.com/kudkudak/word-embeddings-benchmarks
https://github.com/kudkudak/word-embeddings-benchmarks


2

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

Anonymous Review Copy

2 MORTY embedding

We unsupervisedly create specialized inputs for
supervised end-tasks using Multiple Ordinary
Reconstructing Transformations to Ymprove em-
bedding3 of the original inputs. Specifically, as
seen in the Figure 1, MORTY uses multiple, sepa-
rate Autoencoders that create new representations
by learning to reconstruct the original pretrained
embeddings4. The resulting representations (post-
processed embeddings) can provide both: (a) bet-
ter performance for a single supervised probing
task (ST), and (b) boost performance of multiple
tasks (MT) or overall performance across all prob-
ing tasks. To pick an optimal MORTY embedding
for single and Multi-task settings, we can either
use proxy-tasks or an end-task(s)’s development
split(s). In practice, MORTY can be efficiently
trained as a (data) hyperparameter to the end or
proxy tasks – see details in section 3.
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Figure 1: MORTY steps: From bottom to top: (1) com-
pute multiple representations of the same embeddings,
then (2) pick the best representation for the end-task(s)
via its development split(s) or probing tasks to (3) push
relative performance (colored, MORTY bar).

Embeddings by corpus sizes: We train 100 di-
mensional embeddings with Fasttext (Bojanowski
et al., 2016)5 and GloVe (Pennington et al.,
2014)6 on wikitext-2 and wikitext-103
created by Merity et al. (2016). By also using
public Fasttext and GloVe7 embeddings we can

3Y since labels/outputs (embeddings) are reconstructed
4Link to code will be made public after publication.
5To train Fasttext we used https://fasttext.cc
6To train GloVe we used the python glove python wheel
7glove.840B.300d.zip, crawl-300d-2M.vec.zip

evaluate MORTY for small to very larger corpora.
Both embedding methods are trained five times
each8 for the two smaller corpora to be able to
capture minor variations9 in overall performance
– i.e. performance Σ when summing the scores of
all probing tasks. Training Fasttext and GloVe on
wikitext-2 gives a vocabulary of 25249 and
33237 tokens respectively. On wikitext-103
we get 197256 and 267633 tokens, while the orig-
inal embeddings have 1999995 and 2196008 to-
kens. Embedding task-semantics: To evaluate
MORTY on a variety of end-tasks we use a publicly
available word embedding benchmark developed
by Jastrzebski et al. (2017). It is split into three
semantic categories: (a) word similarity (6 tasks),
(b) word analogy (3 tasks), and (c) word and sen-
tence classification/ categorization (9 tasks).

3 Evaluation

In the following we evaluate embedding perfor-
mance scores for Fasttext and GloVe and their per-
centual change after postprocessing with MORTY.
We evaluate MORTY for Single-task (ST) and
Multi-task (MT) application optimization. Results
can be seen in Tables 1 and 2. For the Single-
task application setting we show MORTY’s per-
centual performance impact in the ST%change
column, where results are produced by choosing
the best MORTY embedding per individual task –
18 MORTYs. For the Multi-task application setting
the MT%change column shows percentual per-
formance impact when choosing the MORTY with
the best over-all-tasks score Σ. Finally, we evalu-
ate by smaller (wikitext 2M, 103M) and very large
(600B/840B) training corpus sizes, as well as by
the three semantic property categories described
in section 2. Model performances, given in Tables
1 and 2, are 5-run averages of Fasttext and GloVe
per corpus sizes 2M and 103M, while the pub-
lic 600B/ 840B were evaluated once. MORTY’s
performances on 2M and 103M are given as rela-
tive, percentual change, averaged over 5 according
base-embedder runs.

3.1 Fasttext and GloVe baselines:

For Fasttext and GloVe – run 5 times on 2M and
103M – we can see in each table’s left column that

8Fasttext was trained using the implementation’s
(fasttext.cc) default parameters. GloVe was trained
with the same parameters as in (Pennington et al., 2014) –
Figure 4b. Though, 4a gave the same results.

9< 0.5% between runs for both Fasttext and GloVe .

www.google.com
https://fasttext.cc
https://github.com/maciejkula/glove-python
http://nlp.stanford.edu/data/glove.840B.300d.zip
https://s3-us-west-1.amazonaws.com/fasttext-vectors/crawl-300d-2M.vec.zip
fasttext.cc
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model Fasttext MT % change ST % change
corpus 2M 103M 600B 2M 103M 600B 2M 103M 600B
AP 0.31 0.59 0.68 -6.1 -0.9 -1.5 8.2 5.2 4.0
BLESS 0.3 0.73 0.84 -2.2 3.8 -3.0 13.0 9.7 5.4
Battig 0.14 0.32 0.48 -3.6 0.1 -3.7 7.0 4.0 0.5
ESSLI 1a 0.48 0.76 0.77 2.2 4.3 17.6 27.5 10.2 17.6
ESSLI 2b 0.63 0.75 0.78 9.2 2.7 0.0 26.5 11.3 12.9
ESSLI 2c 0.54 0.54 0.62 -3.7 10.7 -10.7 11.0 19.7 10.7
Google 0.06 0.04 0.12 33.6 293.8 187.3 45.3 319.3 217.2
SEval 12 0.11 0.16 0.24 1.6 4.3 -2.8 18.1 14.1 4.8
MSR 0.28 0.08 0.18 18.8 246.2 117.1 27.5 267.3 137
MTurk 0.24 0.52 0.73 65.6 5.1 1.1 98.0 12.6 1.5
RG65 0.29 0.71 0.86 65.2 0.7 2.1 104.7 5.3 5.6
RW 0.21 0.38 0.59 -17.1 -0.8 -2.0 4.1 2.4 0.9
MEN 0.36 0.71 0.84 13.0 0.4 -0.4 22.0 2.3 0.3
SLex999 0.18 0.31 0.50 -23.2 3.7 -1.2 7.3 9.0 3.1
TR9856 0.10 0.13 0.18 2.8 -4.1 -37.1 20.5 17.3 -2.5
WS353 0.46 0.69 0.79 3.9 1.0 -1.7 10.0 2.9 0.6
WS353R 0.35 0.63 0.74 16.4 1.7 -2.8 24.3 4.1 1.6
WS353S 0.52 0.77 0.84 3.2 0.4 0.6 13.3 3.0 1.9
Σ 5.55 8.83 10.79 8.9 5.8 3.4 – – –
category 2.39 3.70 4.17 -2.1 -0.2 1.8 11.4 4.5 3.1
analogy 0.45 0.28 0.55 15.5 115 72.2 24.6 125.2 92.7
similarity 2.71 4.85 6.07 6.2 -0.6 -4.7 17.3 2.2 -0.3

Table 1: MORTY on Fasttext: Above are probing task
scores for: 18 individual tasks(AP-WS353S), the sum
of individual scores Σ, and scores grouped by captured
semantics: similarity (AP-ESSLI2c), analogy (Google-
MSR), classification (MTurk-WS253S). Left column:
shows absolute scores of the original embedder. Mid-
dle column: shows perceptual score change after ap-
plying the MORTY embedder with the best overall
score Σ – i.e. one MORTY embedding trained for ap-
plication to arbitrary tasks (Multi-task). Right col-
umn: shows perceptual score changes after postpro-
cessing by a best MORTY embedding per individual
task – i.e. 18 MORTYs optimal for a Single-task
each. Each column is also split by corpus size –
2M (2 million tokens) for wikitext-2, 103M for
wikitext-103 and 600B/840B for the public em-
bedding corpora size. 2M and 103M are averages of 5
runs – or respective MORTY changes.

results for classification (category), similarity and
analogy improve expectedly with corpora size.

MORTY for Multi-task application: When
looking at the middle columns (MT%change)
we see that using a single best MORTY im-
proves overall performance Σ10 – the sum of
18 tasks – by roughly 2 − 9% compared to
base embeddings, especially for smaller corpus
sizes. While Fasttext benefits more than GloVe
from MORTY, both perform particularly badly
for analogy tasks on the smaller corpora 2M and
103M where Fasttext beats GloVe, especially af-
ter applying MORTY. This is also reflected in
the small/medium set Google and MSR analogy
scores doubling and tripling (still middle col-
umn). However, public GloVe (840B) has the

10Note that, percentual change Σ (middle, right column)
is not the average of the individual task changes, but the per-
centual change of the sum of the 18 individual scores.

model Glove MT % change ST % change
corpus 2M 103M 840B 2M 103M 840B 2M 103M 840B
AP 0.2 0.43 0.61 2.7 5.6 9.3 13.2 9.2 12.2
BLESS 0.27 0.51 0.85 1.6 -1.6 -1.8 7.9 7.9 4.7
Battig 0.1 0.19 0.46 3.5 2.0 1.9 7.4 5.4 8.5
ESSLI 1a 0.46 0.63 0.75 0.0 3.1 9.1 8.0 8.9 12.1
ESSLI 2b 0.51 0.74 0.75 19.9 -0.5 6.7 23.7 11.7 16.7
ESSLI 2c 0.46 0.54 0.62 2.1 2.7 0.0 16.9 16.7 10.7
Google 0.00 0.05 0.58 42.7 13.8 2.8 60.4 18.6 5.9
SEval 12 0.11 0.15 0.20 6.5 2.2 1.0 11.4 5.0 2.4
MSR 0.00 0.09 0.57 45.6 30.9 -2.4 100.7 38.1 10.1
MTurk 0.30 0.46 0.69 -22.4 2.6 0.5 1.6 4.2 2.6
RG65 0.15 0.44 0.77 11.6 3.9 -1.3 30.8 10.0 4.0
RW 0.20 0.21 0.46 -2.1 11.8 2.0 4.0 19.8 10.3
MEN 0.16 0.51 0.80 3.6 5.6 0.5 15.1 7.0 7.7
SLex999 0.03 0.22 0.41 147.8 7.3 3.1 228.3 11.7 9.3
TR9856 0.09 0.08 0.10 13.9 8.9 -4.7 19.8 47.3 36.7
WS353 0.16 0.45 0.74 31.5 7.2 0.7 36.8 8.2 5.6
WS353R 0.08 0.40 0.69 53.1 6.5 1.1 62.0 8.2 2.7
WS353S 0.27 0.58 0.80 15.1 6.5 0.3 20.2 7.6 5.9
Σ 3.56 6.68 10.84 7.8 4.3 1.9 – – –
category 2.00 3.04 4.05 3.5 -0.8 2.4 7.3 3.3 5.5
analogy 0.11 0.29 1.34 7.4 4.2 1.3 12.3 15.8 6.5
similarity 1.45 3.35 5.45 9.2 1.8 0.0 11.0 6.3 2.9

Table 2: MORTY on Glove: Same as in Table 1 but for
GloVe .

best analogy performance, while MORTY further
improves analogy scores for both public embed-
dings – 600B/840B. Additionally, for similarity
we see decent improvements for the smallest cor-
pus, but not for larger corpora as base Fasttext al-
ready has higher performance. Classification ex-
hibits more mixed, smaller, changes. For smaller
datasets Fasttext clearly beats GloVe in overall
performance (8.83 vs. 6.68). For public embed-
dings (600B/840B) base scores are equal. GloVe
leads analogy. Fasttext leads similarity and im-
proves more from MORTY. However, despite
GloVe’s significantly lower base performance on
smaller datasets, MORTY used on GloVe produces
lower but more stable improvements for the MT
setting (middle column). Generally, we see both
performance increases and drops for individual
task, especially on the smaller datasets and for
Fasttext, indicating that, an overall best MORTY

specializes the original Fasttext embedding to bet-
ter fit a specific subset of the 18 tasks, while still
being able to beat base embeddings in overall (Σ)
score.

MORTY for Single-task application: When
looking at the ST%change columns in both ta-
bles we see Single-task (ST) results for 18 indi-
vidually best MORTY embeddings. Both Fasttext
and GloVe show consistent improvements from
using MORTY, with Fasttext exhibiting more im-
provement potential on smaller datasets, while
GloVe shows more ST improvement on very large
datasets, indicating that MORTY benefits both em-
bedding methods. Particularly when base scores
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for a task were low – e.g. for the analogy tasks –
MORTY often improved upon the particular base-
embedding’s weaknesses.

Low-resource benefits: MORTY seems espe-
cially beneficial on the smaller corpora (2M and
103M) for both MT and ST applications as well as
for Fasttext and GloVe – indicating that MORTY is
well suited for low-resource settings.

MORTY training: Finally, we found optimal
parameters for training MORTY to be close to
or the same as the original embedding model
– i.e. same learning rate, embedding size and
epochs. Though we initially experimented with
variations such as sparse and denoising, or sig-
moid and ReLu activations, we found linear acti-
vation, (over)complete Autoencoders trained with
bMSE (batch-wise mean squared error) to perform
best. In settings, where no supervised, or proxy
dataset(s) are available to select the best MORTY

embedding we found a practical setting for Fast-
text and GloVe that consistently increased over-
all probing-task performance by simply training
with a learning rate lr = 0.0111, for 1 epoch,
and a representation size equal to or twice as
large as the original embedding – i.e. train an
(over)complete representation. When compress-
ing from the original embedding size, e.g. from
100 to 20, space reduction outweighed perfor-
mance loss – so larger vocabularies are usable at
sublinear performance loss12. More involved pa-
rameter exploration yielded little extra gains.

4 Related Work

Methods of information transfer from or to su-
pervised tasks has been heavily focused in recent
Transfer Learning literature, while transfer be-
tween unsupervised tasks received less attention.
Unsupervised-to-Supervised: For word meaning
transfer, Word2Vec (Mikolov et al., 2013), Fastext
(Bojanowski et al., 2016; Pennington et al., 2014)
and GloVe (Pennington et al., 2014) provide
unsupervisedly pretrained embeddings that can
be used to generally improve performance on
arbitrary supervised end-tasks. Supervised-to-
unsupervised: However, transfer can also be used
vice versa, to (learn to) specialize embeddings to

11This lr is roughly the lr of Fasttext or GloVe times the
number of original epochs, thereby increasing the lr to be
suitable for training only 1 epoch.

12This is an expected, well explored, property of under-
complete encoding, that did not yield interesting insights.

better fit a specific supervised signal (Ye et al.,
2018; Ruder and Plank, 2017) or even to enforce
that generally relevant semantics are encoded
by using auxiliary Multi-task supervision (Kiela
et al., 2018b; Faruqui et al., 2015). The approach
by Ruder and Plank (2017) is especially inter-
esting since they proposed an automated method
(Bayesian optimization) for tuning embeddings to
a specific end-task. Supervised-to-supervised:
Another way to realize knowledge transfer is
between supervised tasks, that can be exploited
successively (Kirkpatrick et al., 2017), jointly
(Kiela et al., 2018b) and in joint-succession
(Hashimoto et al., 2017) to improve each others
performance. Unsupervised-to-unsupervised:
More recently, Dingwall and Potts (2018) pro-
posed a GloVe modification that retrofits publicly
available (external) GloVe embeddings to produce
better domain embeddings for a specific end-task.

In contrast, MORTY does not require external
(public) embeddings, does not require target do-
main texts13, can be applied to embeddings pro-
duced by any embedding method, and can be used
with or without direct supervision by a desired
(set of) end-tasks – resulting in low-effort usage.
MORTY instead uses unsupervised fine-tuning of
embeddings to better fit one or more desired su-
pervised semantics. This way, we can avoid man-
ual extensions like complex multitask learning se-
tups or creating potentially hard to come by task-
related supervised data sets. Instead MORTY can
be optimized as a data-input parameter for a de-
sired (set of) end-tasks or proxy-tasks (proxy-
semantics), and shows additional benefits in low-
resource settings.

5 Conclusion

We demonstrated a low-effort method to unsuper-
visedly construct task-optimized word embeddings
from existing ones to gain performance on a (set
of) supervised end-task(s). Despite its simplic-
ity, MORTY is able to produces significant perfor-
mance improvements for Single and Multi-task su-
pervision settings as well as for a variety of desir-
able word encoding properties – even on smaller
corpus sizes – while forgoing additional labeling
or building more complex model architectures.

13Though MORTY can be applied arbitrary public and do-
main trained embeddings.
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