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ABSTRACT

As the number of publications is growing tremendously, it is more and more a
challenge for researchers to read all related literature to find the ”white space”
in a specific research domain. Automatic scientific discovery has been proposed
to help researchers identify new research ideas, but it has generally been limited
to finding new combinations of concept pairs using link prediction in a knowl-
edge graph. In this paper, we propose the combinatorial scientific discovery task:
predicting combinations of more than two concepts. We standardize the task by
providing benchmark datasets and initial models. Our solutions demonstrate the
challenge but also the value of the task to find new, meaningful scientific ideas
and its advantage over simple link prediction.

1 INTRODUCTION

In the past years, the number of new publications has grown tremendously, especially in AI. This
leads to many challenges for researchers: (I) What papers outside my research area should I read?
(II) What research questions should I investigate based on the recent literature? (III) What new
solutions can I use for potential problems? All these questions are related to the scientific discovery
problem. In this paper, we define scientific discovery as finding new research ideas in some scientific
domain. We approach this problem in terms of finding new combinations of scientific concepts worth
to study.

Despite of the importance of the scientific discovery problem has been recognized recently,1 the
studies on this problem are rather limited. Previous works mostly focus on predicting unknown
links between two concept nodes in a constructed knowledge graph. For example, in the biomedical
domain, Luo et al. (2018) extracted a graph of concept nodes (e.g., “chronic infection”, “malnu-
trition”) connected by rather domain-specific so-called influence links (e.g., “causes”, “activates”)
from the Pubmed corpus, added several hand-crafted features (e.g., degree, similarity scores) to the
nodes, and then did link prediction using basic classifiers (e.g., Random Forests). Further, the small
size of the data (˜5k positive samples) makes it less useful for deep learning. Wang et al. (2019) also
generated new ideas based on link prediction and went further generating paper drafts.

However, real scientific discovery goes beyond link prediction. In many cases, the combination
of only two concepts cannot capture the exact meaning of a new idea (see Figure 1). The search
for new concept combinations should not be restricted to pairs of concepts, and we claim that new
models and evaluation scenarios are needed to generate more realistic ideas that are high-order

∗Corresponding Author
1https://www.iarai.ac.at/science4cast/
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Figure 1: Example of combinatorial scientific discovery. A new idea (NAACL paper “Discrimina-
tive Reranking for Grammatical Error Correction with Statistical Machine Translation”) consisting
of three concepts. A single link between any two of them does not fully capture the idea, thus a
standard link predictor detecting only pairwise combinations cannot be applied to predict this new
research idea.

combinations. We call this new task ”combinatorial scientific discovery”. In this paper, we provide
a basis for studying combinatorial scientific discovery in the AI community.2

• We created two datasets, CSD-NLP & CSD-CV, built from papers in NLP and CV confer-
ences, which allow to study the Combinatorial Scientific Discovery problem (see Table 1
for an overview). For each dataset, we extracted the concepts in these corpora and con-
structed a scientific knowledge graph. We extracted the facts about high-order concept
combinations in the graph and then split the data for training, validation and testing. To-
gether with the data, we also make available all necessary scripts so that similar datasets
can be build in only minutes.

• We use a pre-trained BERT language model and graph neural networks to create concept
embeddings and explore different solutions based on those, which may serve as baselines:
one standard link prediction model and four combinatorial prediction models, predicting
concept combinations beyond pairs, including a prompt based method and a new energy-
like scoring function.

• Our experiments show that standard link predictors cannot directly be applied for predict-
ing concept combinations beyond pairs successfully. Our combination predictors shows
clear advantages and lay a foundation for studying the challenging combinatorial scientific
discovery task.

2 RELATED WORK

Automatic scientific discovery has only been considered in few previous works Luo et al. (2018);
Wang et al. (2019); Krenn & Zeilinger (2020). Yet, as outlined in Section 1, the data model in Luo
et al. (2018) is based on domain-specific information (i.e., influence links); the dataset is rather small
(˜5k positive samples) and focuses only on biomedical domains; the models use basic ML based on
hand-engineered features and, in particular, only do link prediction. Wang et al. (2019) propose
PaperRobot which, given a paper title, predicts related entities and generates some key elements of
a new paper. However, it also focuses on medical papers and determine new concepts using link
prediction in a very diverse graph. Without well-defined relationships in the graph and enough data,
their case study in the NLP domain shows much less satisfactory results. Krenn & Zeilinger (2020)
built semantic networks in quantum physics and predict the research trends by link prediction. Our
dataset and models solve these issues and hence provide a good start and generalization for deep
learning research on this problem.

2https://github.com/matenure/sci-disco
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CSD-NLP CSD-CV
# papers considered 7,605 19,877
# concept nodes 9,819 36,172
# correlation links 18,227 65,139
average node degree 4.47 3.43
graph diameter 11 14
# train/valid/test papers 5,641/774/484 13,466/2,055/2,969
# train/valid/test papers w/ concepts S, |S| > 2 4,141/578/384 10,937/1,713/2,579

Table 1: Statistics about our datasets. The last line shows the importance of concept combinations
beyond pairs.

CSD-NLP CSD-CV

Model F1 Hits@10 Hits@20 Hits@30 F1 Hits@10 Hits@20 Hits@30

LP 29.08 2.53 6.21 14.07 15.92 2.08 4.81 10.78
CP-pro 37.44 6.53 14.88 25.23 53.89 14.38 30.12 44.84
CP-avg 49.19 1.30 5.98 16.57 47.25 2.25 10.47 25.41
CP-gnn 48.39 5.87 15.20 23.45 41.64 4.63 12.93 24.20
CP-enb 61.61 4.16 12.60 25.03 64.59 10.21 26.97 44.42

Table 2: Overview of results.

Other works are only coarsely related to scientific discovery, but they focus on very different top-
ics, such as citation field extraction Thai et al. (2020), citation analysis Mohammad (2020), multi-
document summarization of scientific articles Lu et al. (2020), or the transfer of scientific concepts
across text corpora Cao et al. (2020).

3 THE CSD DATASETS

Table 1 gives an overview of our datasets. We consider papers from three major NLP and three
CV conferences, details about the paper collection and curation are given in Appendix A. Note that
the sizes of the datasets are very different, with the CV data being much larger, thus yielding very
different test scenarios. The extraction of the concept nodes, which is more involved, is detailed in a
subsection below. We create an undirected link between two nodes when the corresponding concepts
occur together in one paper; recall that we restrict the focus to the abstracts for mitigating noise. We
created time-based train/valid/test splits based on (concept combinations co-occurring in) papers
and modeling a realistic prediction scenario, as suggested in Hu et al. (2020); the train/valid/test set
contain all papers from 2000-2014/2015/2016. Links between concepts that co-occur in a paper in
the valid or test set are removed to prevent information leakage.

3.1 EXTRACTION OF CONCEPT NODES

We used the pretrained SciERC model Wadden et al. (2019) to perform entity extraction on the col-
lected abstracts. The model was pretrained on a dataset including annotations for scientific entities
for 500 scientific paper abstracts from major AI conferences. Unlike previous works such as Wang
et al. (2019), we did not extract all entities and relations but just focused on entities of predicted
type “method”. By focusing on combining only method concepts, i.e., the main components of a
scientific idea, we also avoid the uncertainty of relationship prediction. Since the entity extraction
results include multiple lexical forms of the same concept, we clustered them to create our final
concepts. We calculated the similarities of all candidates based on their surface forms, and merge
similar ones. More details can be found in Appendix A.
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CSD-NLP Test Set

Model F1 Hits@10 Hits@20 Hits@30

CP-enb 61.10 4.64 14.89 26.78

Table 3: Results for combined NLP and CV train data.

NLP

word alignment models, SMT, spectral embedding, unsupervised language models
look-ahead methods, discriminative classifier, pruning framework
probability integral transform, Moses, phrase-based system, time-based merging
structured perceptron, data-driven sense induction method, parser, joint learning

NLP+CV
language models, discriminating models, joint model, refined multi-scale image seg-
mentations
image ranker learning, head-shoulder detector, unsupervised syntactic parser, mul-
tiview stereo
cubic splines, bag-of-words, domain adaptation, MDL and SPHARM methods

Table 4: Concept combinations CP-enb scores high when learning over CSD-NLP (top) and both
NLP and CV.

.

3.2 EVALUATION OF CONCEPT QUALITIES

To validate that the extracted concepts are good enough for our task, we evaluate our data in terms
of two perspectives: the quality of entity extraction, the quality of entity clustering. Specifically,
we randomly selected 3902 papers in the dataset, and manually filtered unreasonable entities and
combined similar entities. Within the 16227 original extracted entities, 11794 entities remained
after manually filtering, which means about 80.5% entities are valid in our original extractions.
Moreover, we compare the clustered results with the manual annotations, the precision is 90.9%,
recall is 73.2%, and f1 is 81.1%. After automatically clustering, we have less entities than the
manual filtering, but the precision score is high. These results indicate that most of the remaining
entities after entity extraction and clustering are valid, i.e. they can be regarded as good concepts by
humans. We also measure other statistics of the construct4d concept graph in Table 1. The average
node degree is 4.47 and 3.43 for the two datasets separately, which indicates that the graph is not
too sparse and we have enough connections for training; and most of the papers contain more than
2 concepts.

4 EVALUATION

We conducted initial experiments over our CSD datasets in order to point out the challenges of com-
binatorial scientific discovery. We explore different approaches as initial solutions for this problem,
which may serve as baselines in future works.

4.1 MODELS

Given a set S of concepts, our models aim to predict whether the combination of these concepts
in S is new and realistic. We compare a standard link prediction model (LP), which assumes
|S| = 2, with several higher-order combination prediction models (CP), which are able to predict
combinations of more than two concepts.

LP: The link prediction model (1) uses BERT to convert concept nodes into 768-dimensional word
embeddings as node features; (2) applies a graph convolutional network (GCN) Kipf & Welling
(2017) to obtain concept node embeddings {c1, c2} from the 768-dimensional word embeddings
for the concepts in S; (3) combines these embeddings: cLP(S) = c1 ∗ c2 ; and (4) uses an MLP
(multi-layer perception) to predict the label LP(S).

As most test samples contain more than two concepts, in order to evaluate the link prediction model,
we need to extend the link prediction results to combinations S with |S| > 2. In this context, we
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make a simple assumption: a combination is true only if all pairwise links in the set are true:

LP(S) =


1 if LP((ci, cj)) > 0.5

for all i, j ∈ |S|, i < j

0 otherwise.

Leveraging the pre-trained language model BERT Devlin et al. (2019), prompted-based learning
Brown et al. (2020), and energy-like score functionsBishop (2006), we propose four different higher-
order combination prediction models (CP). In all these model, we use a scoring function to first get
the score for a combination S and then predict the probability p(S) = Sigmoid(Score(S)).

• CP-pro. Prompted-based learning: For each combination S, we consider all pairwise subset
combinations {C1, C2} ⊆ S, and combine them with a prefix (hard prompt) of form “This paper
uses C1 and C2.” We use BERT to get the representation of the sentences and then use MLP layers
to obtain the final scores.

• CP-avg. Simple average scoring function: Instead of directly encoding the entire combination
with BERT, we encode each concept in S with BERT and then average these embeddings to
represent S. Then, we use the same MLP as above to predict the final score.

• CP-gnn. Extension of CP-avg: after BERT, we apply a GCN to obtain deeper embeddings.
• CP-enb. We design an energy-based scoring function replacing the average in CP-avg, to encode

both atom and pair-wise information:

Score(c1, ..., c|S|) =
1
|S|

∑
i c

T
i bi +

1
N

∑
i<j(c

T
i Wcj),

ci is the embedding of a concept in S, N is the number of all pairwise combinations in S.

Further details about the model configurations and training can be found in Appendix B.

4.2 RESULTS

An overview of our results is given in Table 2. All numbers are averaged over three runs with
different random seeds. The disappointing results of LP clearly show that it is not a good option to
simply combine the link prediction scores for a larger combination. Standard link predictors cannot
be easily extended for predicting combinations of more than two concepts. In contrast, the CP-enb
model which uses our higher-order scoring function achieves the overall best results in terms of F1.
While the CP-pro (BERT prompt) achieves highest Hits@K, its performance on F1 is much worse,
and its advantage over other models on Hits@20 and Hits@30 is also rather small. That indicates
that the prompt model can predict the highest ranked matchings better, but its overall performance
over all combinations is not as good as the energy function based model CP-enb. Comparing CP-avg
and CP-enb, we can clearly see the scoring function used in CP-enb is superior to simple averaging.
Finally, to our surprise, CP-gnn does not perform well. Possible reasons may be that the model is
too complex and the graph is too sparse (i.e., not enough train data).

We also tested the cross-domain effects. Table 3 shows the results for the models trained over an
augmented NLP dataset by combining CSD-NLP and CSD-CV. More precisely, we add the CV
conference papers during 2000-2014 to the existing CSD-NLP training dataset for joint training,
and then test on the same test data as CSD-NLP (shown in Table 2). We see that the additional
domain knowledge improves the scores with the NLP part with respect of Hits@k. This shows that
adding the knowledge even from other domains may also bring benefits to the prediction of new
ideas. Interestingly, we did not see major improvements when performing this experiment for the
larger CV data.

4.3 EXAMPLE PREDICTIONS

Table 4 shows examples of new combinations obtaining high probabilities in our model and not
occurring in our paper corpus. Many of these look surprisingly reasonable. We also see that, when
we combine the NLP and CV papers during training, we might learn even more interesting combi-
nations. Note that our current data does not include the most recent years, which limits the “imagi-
native power” of the system. In the future, we plan to collect more recent papers to generate more
“modern” ideas.
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5 CONCLUSIONS

In this paper, we study the scientific discovery problem which, in particular, has become more
severe with the fast-growing number of publications in AI. We propose the new task as predicting
combinations of more than two concepts. We provide an initial framework to create corresponding
datasets, together with solid initial solutions. Although there are still some limitations (e.g., the
extracted concepts have some noise), we believe our motivation, datasets, and solutions will inspire
future works.
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A ADDITIONAL DETAILS ABOUT CSD

We used the papers provided in the DBLP-Citation-network V103 for our project Tang et al. (2008).
An overview of the conferences considered for CSD, including paper numbers, is given in Table 5.
Specifically, we considered only papers from the years 2000-2016 w/ abstract information.

For concept clustering, we represent each candidate concept as a set of n-grams, and weight them
with TF-IDF. Then we compute the cosine similarities of any two concepts. If their similarity is
larger than our threshold, we merge them together and use the longer one to represent the concept.
For example, if we have two extracted candidate concepts, ”cluster” and ”clustering”, we have the
following procedures to merge them: (1) n-grams representations: ”cluster”=[”clu”, ”lus”, ”ust”,
...]; ”clustering”=[”clu”, ”lus”, ”ust”, ..., ’ing’]; (2) TF-IDF: we measure how frequently one n-gram
occurs in a concept, and use TF-IDF to weight the n-gram components; (3) cosine similarity: we
compute the cosine similarity of the two concepts; (4) merging: we merge concepts based on their
similarity. We tried different thresholds and finally select 0.5 as a proper choice. In addition, there
are many abbreviations in the dataset, we manually replace some of them into full forms.

We create an undirected link between two nodes when the corresponding concepts occur together
in one paper. We also tested higher thresholds (e.g., establish a link if the concepts co-occur in n
papers) but these seemed to make prediction harder.

3https://www.aminer.org/citation
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B MODEL CONFIGURATIONS AND TRAINING

LP model and CP-gnn use fives graph convolutional neural network layers Kipf & Welling (2017) to
generate the node embeddings and five fully connected layers (with dropout 0.5) to obtain the final
prediction scores. The hidden dimension is 128 everywhere. And we use the Sigmoid function to
convert the final prediction score to 0-1 range. As learning rate we chose 0.002. Note that we did not
do extensive hyperparameter tuning. The implementation was done in PyTorch Paszke et al. (2019)
and PyTorch Geometric Fey & Lenssen (2019).

CP models use BERT to encode the concepts with fixed prefix ”This paper uses”. We take the CLS
token for the downstream task. For CP-pro, CP-avg and CP-gnn, we use two layer fully connected
layers with dropout 0.5 to obtain the final prediction scores. For CP-enb, our scoring function can
predict the combinatorial scores directly.

During training, we randomly generate target nodes to create negative training samples (i.e., pairs
of concepts) for LP. For CP, for each S of more than 4 concepts, we break it down into subsets
of shorter combinations {S′} for easier training. The negative combination are then produced by
randomly replacing one concept for each S′.

We trained both models for maximal 300 epochs with a patience of 30 epochs using three different
random seed for each experiment, using F1 for model selection. We use 1e-3 as the learning rate and
batch size 256 for LP with 5 GCN layers. For all CP methods, we use ”bert-base-uncased” as our
pre-trained language model from Pytorch. We use 1e-5 as our learning rate to train CP-pro, CP-avg
and CP-enb. For CP-gnn, the learning rate is 1e-4. NLP dataset requires about 12 hours to train on
one GeForce RTX 1080ti GPU and CV dataset requires two and a half day to train. All models will
train a binary classifier at the end and we use the threshold 0.5 to decide the prediction is positive or
negative.
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