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Abstract

Scaling up self-supervised learning has driven breakthroughs in language and
vision, yet comparable progress has remained elusive in reinforcement learning
(RL). In this paper, we study building blocks for self-supervised RL that unlock
substantial improvements in scalability, with network depth serving as a critical
factor. Whereas most RL papers in recent years have relied on shallow architec-
tures (around 2 — 5 layers), we demonstrate that increasing the depth up to 1024
layers can significantly boost performance. Our experiments are conducted in an
unsupervised goal-conditioned setting, where no demonstrations or rewards are
provided, so an agent must explore (from scratch) and learn how to maximize the
likelihood of reaching commanded goals. Evaluated on simulated locomotion and
manipulation tasks, our approach increases performance on the self-supervised
contrastive RL algorithm by 2x — 50x, outperforming other goal-conditioned
baselines. Increasing the model depth not only increases success rates but also
qualitatively changes the behaviors learned. The project webpage and code can be
found here: https://wang-kevin3290.github.io/scaling-crl/.

1 Introduction

While scaling model size has been an effective recipe in many areas of machine learning, its role and
impact in reinforcement learning (RL) remains unclear. The typical model size for state-based RL
tasks is between 2 to 5 layers (Raffin et al., 2021; Huang et al., 2022). In contrast, it is not uncommon
to use very deep networks in other domain areas; Llama 3 (Dubey et al., 2024) and Stable Diffusion
3 (Esser et al., 2024) have hundreds of layers. In fields such as vision (Radford et al., 2021; Zhai
et al., 2021; Dehghani et al., 2023) and language (Srivastava et al., 2023), models often only acquire
the ability to solve certain tasks once the model is larger than a critical scale. In the RL setting, many
researchers have searched for similar emergent phenomena (Srivastava et al., 2023), but these papers
typically report only small marginal benefits and typically only on tasks where small models already
achieve some degree of success (Nauman et al., 2024b; Lee et al., 2024; Farebrother et al., 2024). A
key open question in RL today is whether it is possible to achieve similar jumps in performance by
scaling RL networks.
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Figure 1: Scaling network depth yields performance gains across a suite of locomotion, navigation, and
manipulation tasks, ranging from doubling performance to 50x improvements on Humanoid-based tasks. Notably,
rather than scaling smoothly, performance often jumps at specific critical depths (e.g., 8 layers on Ant Big Maze,
64 on Humanoid U-Maze), which correspond to the emergence of qualitatively distinct policies (see Section 4).

At first glance, it makes sense why training very large RL networks should be difficult: the RL
problem provides very few bits of feedback (e.g., only a sparse reward after a long sequence of
observations), so the ratio of feedback to parameters is very small. The conventional wisdom (LeCun,
2016), reflected in many recent models (Radford, 2018; Chen et al., 2020; Goyal et al., 2019), has
been that large Al systems must be trained primarily in a self-supervised fashion and that RL should
only be used to finetune these models. Indeed, many of the recent breakthroughs in other fields have
been primarily achieved with self-supervised methods, whether in computer vision (Caron et al., 2021;
Radford et al., 2021; Liu et al., 2024), NLP (Srivastava et al., 2023) or multimodal learning (Zong
et al., 2024). Thus, if we hope to scale reinforcement learning methods, self-supervision will likely
be a key ingredient.

In this paper, we will study building blocks for scaling reinforcement learning. Our first step is to
rethink the conventional wisdom above: “reinforcement learning” and “self-supervised learning”
are not diametric learning rules, but rather can be married together into self-supervised RL systems
that explore and learn policies without reference to a reward function or demonstrations (Eysenbach
et al., 2021, 2022; Lee et al., 2022). In this work, we use one of the simplest self-supervised RL
algorithms, contrastive RL (CRL) (Eysenbach et al., 2022). The second step is to recognize the
importance of increasing available data. We will do this by building on recent GPU-accelerated
RL frameworks (Makoviychuk et al., 2021; Rutherford et al., 2023; Rudin et al., 2022; Bortkiewicz
et al., 2024). The third step is to increase network depth, using networks that are up to 100x deeper
than those typical in prior work. Stabilizing the training of such networks will require incorporating
architectural techniques from prior work, including residual connections (He et al., 2015), layer
normalization (Ba et al., 2016), and Swish activation (Ramachandran et al., 2018). Our experiments
will also study the relative importance of batch size and network width.

The primary contribution of this work is to show that a method that integrates these building blocks
into a single RL approach exhibits strong scalability:

* Empirical Scalability: We observe a significant performance increase, more than 20x
in half of the environments and out-performing other standard goal-conditioned baselines.
These performances gains correspond to qualitatively distinct policies that emerge with
scale.

* Scaling Depth in Network Architecture: While many prior RL works have primarily
focused on increasing network width, they often report limited or even negative returns



when expanding depth (Lee et al., 2024; Nauman et al., 2024b). In contrast, our approach
unlocks the ability to scale along the axis of depth, yielding performance improvements that
surpass those from scaling width alone (see Sec. 4).

* Empirical Analysis: We conduct an extensive analysis of the key components in our scaling
approach, uncovering critical factors and offering new insights.

We anticipate that future research may build on this foundation by uncovering additional building
blocks.

2 Related Work

Natural Language Processing (NLP) and Computer Vision (CV) have recently converged in adopting
similar architectures (i.e. transformers) and shared learning paradigms (i.e self-supervised learning),
which together have enabled transformative capabilities of large-scale models (Vaswani et al., 2017;
Srivastava et al., 2023; Zhai et al., 2021; Dehghani et al., 2023; Wei et al., 2022). In contrast, achieving
similar advancements in reinforcement learning (RL) remains challenging. Several studies have
explored the obstacles to scaling large RL models, including parameter underutilization (Obando-
Ceron et al., 2024), plasticity and capacity loss (Lyle et al., 2024, 2022), data sparsity (Andrychowicz
et al., 2017; LeCun, 2016), and training instabilities (Ota et al., 2021; Henderson et al., 2018;
Van Hasselt et al., 2018; Nauman et al., 2024a). As a result, current efforts to scale RL models
are largely restricted to specific problem domains, such as imitation learning (Tuyls et al., 2024),
multi-agent games (Neumann and Gros, 2022), language-guided RL (Driess et al., 2023; Ahn et al.,
2022), and discrete action spaces (Obando-Ceron et al., 2024; Schwarzer et al., 2023).

Recent approaches suggest several promising directions, including new architectural
paradigms (Obando-Ceron et al., 2024), distributed training approaches (Ota et al., 2021;
Espeholt et al., 2018), distributional RL (Kumar et al., 2023), and distillation (Team et al., 2023).
Compared to these approaches, our method makes a simple extension to an existing self-supervised
RL algorithm. The most recent works in this vein include Lee et al. (2024) and Nauman et al.
(2024b), which leverage residual connections to facilitate the training of wider networks. These
efforts primarily focus on network width, noting limited gains from additional depth, thus both
works use architectures with only four MLP layers. In our method, we find that scaling width
indeed improves performance (Section 4.4); however, our approach also enables scaling along depth,
proving to be more powerful than width alone.

One notable effort to train deeper networks is described by Farebrother et al. (2024), who cast value-
based RL into a classification problem by discretizing the TD objective into a categorical cross-entropy
loss. This approach draws on the conjecture that classification-based methods can be more robust and
stable and thus may exhibit better scaling properties than their regressive counterparts (Torgo and
Gama, 1996; Farebrother et al., 2024). The CRL algorithm that we use effectively uses a cross-entropy
loss as well (Eysenbach et al., 2022). Its InfoNCE objective is a generalization of the cross-entropy
loss, thereby performing RL tasks by effectively classifying whether current states and actions belong
to the same or different trajectory that leads toward a goal state. In this vein, our work serves as a
second piece of evidence that classification, much like cross-entropy’s role in the scaling success in
NLP, could be a potential building block in RL.

3 Preliminaries

This section introduces notation and definitions for goal-conditioned RL and contrastive RL. Our
focus is on online RL, where a replay buffer stores the most recent trajectories, and the critic is trained
in a self-supervised manner.

Goal-Conditioned Reinforcement Learning We define a goal-conditioned MDP as tuple M, =
(S, A, po,p,pg, g, v), where the agent interacts with the environment to reach arbitrary goals (Kael-
bling, 1993; Andrychowicz et al., 2017; Blier et al., 2021). At every time step ¢, the agent observes
state s; € S and performs a corresponding action a; € A. The agent starts interaction in states sam-
pled from pg(sgp), and the interaction dynamics are defined by the transition probability distribution
p(st41 | st,ar). Goals g € G are defined in a goal space G, which is related to S via a mapping
f S8 — G. For example, G may correspond to a subset of state dimensions. The prior distribution



over goals is defined by p,(g). The reward function is defined as the probability density of reaching
the goal in the next time step 74 (¢, a;) = (1 — ¥)p(se+1 = g | 81, ar), with discount factor .

In this setting, the goal-conditioned policy 7(a | s, g) receives both the current observation of the
environment as well as a goal. We define the discounted state visitation distribution as p5 (19 (s) &

1-=7>" 'ytpzr(""g ) (s), where pT (s) is the probability that policy 7 visits s after exactly ¢ steps,
when conditioned with g. This last expression is precisely the Q-function of the policy 7 (- | -, g) for

the reward rg: Q7 (s,a) = p;r(""g ) (g | s,a). The objective is to maximize the expected reward:
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Contrastive Reinforcement Learning. Our experiments will use the contrastive RL algorithm (Ey-
senbach et al., 2022) to solve goal-conditioned problems. Contrastive RL is an actor-critic method;
we will use fy (s, a,g) to denote the critic and mg(a | s,g) to denote the policy. The critic
is parametrized with two neural networks that return state, action pair embedding ¢(s, a) and
goal embedding 1(g). The critic’s output is defined as the [2-norm between these embeddings:
fouw(s,a,9) = ||d(s,a) — 1(g)||2. The critic is trained with the InfoNCE objective (Sohn, 2016)
as in previous works (Eysenbach et al., 2022, 2021; Zheng et al., 2023, 2024; Myers et al., 2024;
Bortkiewicz et al., 2024). Training is conducted on batches B, where s;, a;, g; represent the state,
action, and goal (future state) sampled from the same trajectory, while g; represents a goal sampled
from a different, random trajectory. The objective function is defined as:
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The policy mg(a | s, g) is trained to maximize the critic:
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Residual Connections We incorporate residual
connections (He et al., 2015) into our architec-
ture, following their successful use in RL (Fare-
brother et al., 2024; Lee et al., 2024; Nauman et al.,
2024b). A residual block transforms a given repre-
sentation h; by adding a learned residual function
F;(h;) to the original representation. Mathemat-
ically, this is expressed as:

h; {1 =h; + F; (h;)

Dense
LayerNorm
Swish
Dense
LayerNorm
Swish
Dense

where h;; is the output representation, h; is the . )

input representation, and F}(h;) is a transforma- Flgure 2: Architecture. Our approach integrates

tion learned through the network (e.g., using one residual connections into both the actor and critic net-

or more layers). The addition ensures t’hat the net- works of the Contrastive RL algorithm. The depth of
K1 d ficati he i her th this residual architecture is defined as the total num-

WOI; learns modi fcat10n§ to the lmp ut rather than ber of Dense layers across the residual blocks, which,

entirely new transtormations, helping to preserve  with our residual block size of 4, equates to 4N

useful features from earlier layers. Residual con-

nections improve gradient propagation by introducing shortcut paths (He et al., 2016; Veit et al.,

2016), enabling more effective training of deep models.

4 Experiments

4.1 Experimental Setup

Environments. All RL experiments use the JaxGCRL codebase (Bortkiewicz et al., 2024), which
facilitates fast online GCRL experiments based on Brax (Freeman et al., 2021) and MJX (Todorov



et al., 2012) environments. The specific environments used are a range of locomotion, navigation,
and robotic manipulation tasks, for details see Appendix B. We use a sparse reward setting, with
r = 1 only when the agent is in the goal proximity. For evaluation, we measure the number of time
steps (out of 1000) that the agent is near the goal. When reporting an algorithm’s performance as a
single number, we compute the average score over the last five epochs of training.

Architectural Components We employ residual connections from the ResNet architecture (He
et al., 2015), with each residual block consisting of four repeated units of a Dense layer, a Layer
Normalization (Ba et al., 2016) layer, and Swish activation (Ramachandran et al., 2018). We apply
the residual connections immediately following the final activation of the residual block, as shown in
Figure 2. In this paper, we define the depth of the network as the total number of Dense layers across
all residual blocks in the architecture. In all experiments, the depth refers to the configuration of
the actor network and both critic encoder networks, which are scaled jointly, except for the ablation
experiment in Section 4.4.

4.2 Scaling Depth in Contrastive RL

We start by studying how increasing network depth can increase performance. Both the JaxGCRL
benchmark and relevant prior work (Lee et al., 2024; Nauman et al., 2024b; Zheng et al., 2024) use
MLPs with a depth of 4, and as such we adopt it as our baseline. In contrast, we will study networks of
depth 8, 16, 32, and 64. The results in Figure | demonstrate that deeper networks achieve significant
performance improvements across a diverse range of locomotion, navigation, and manipulation tasks.
Compared to the 4-layer models typical in prior work, deeper networks achieve 2 — 5x gains in
robotic manipulation tasks, over 20 gains in long-horizon maze tasks such as Ant U4-Maze and
Ant U5-Maze, and over 50x gains in humanoid-based tasks. The full table of performance increases
up to depth 64 is provided in Table 1.

In Figure 12, we present results the same 10 environments, but compared against SAC, SAC+HER,
TD3+HER, GCBC, and GCSL. Scaling CRL leads to substantial performance improvements, outper-
forming all other baselines in 8 out of 10 tasks. The only exception is SAC on the Humanoid Maze
environments, where it exhibits greater sample efficiency early on; however, scaled CRL eventually
reaches comparable performance. These results highlight that scaling the depth of the CRL algorithm
enables state-of-the-art performance in goal-conditioned reinforcement learning.

4.3 Emergent Policies Through Depth

A closer examination of the results from the per-

formance curves in Figure | reveals a notable X ¢ g .\\.-‘ \s
pattern: instead of a gradual improvement in  oeptns =
performance as depth increases, there are pro- g
nounced jumps that occur once a critical depth ¢ ey 7 (8 &
threshold is reached (also shown in Figure 5). e ! 4 !
The critical depths vary by environment, ranging

from 8 layers (e.g. Ant Big Maze) to 64 layers in

the Humanoid U-Maze task, with further jumps  oeptnes

occurring even at depths of 1024 layers (see the

Testing Limits section, Section 4.4). J

Prompted by this observation, we visualized the  pepth2se

learned policies at various depths and found

qualitatively distinct skills and behaviors ex- Figure 3: Increasing depth results in new capabili-
hibited. This is particularly pronounced in the ties: Row 1: A depth-4 agent collapses and throws itself
humanoid-based tasks, as illustrated in Figure 3. toward the goal. Row 2: A depth-16 agent walks upright.
Networks with a depth of 4 exhibit rudimentary Row 3: A depth-64 agent struggles and falls. Row 4: A
policies where the agent either falls or throws depth-256 agent vaults the wall acrobatically.

itself toward the target. Only at a critical depth

of 16 does the agent develop the ability to walk upright into the goal. In the Humanoid U-Maze
environment, networks of depth 64 struggle to navigate around the intermediary wall, collapsing on
the ground. Remarkably at a depth of 256, the agent learns unique behaviors on Humanoid U-Maze.
These behaviors include folding forward into a leveraged position to propel itself over walls and
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scaling the critic is more effective; in Ant Big Maze,
the actor matters more. For Humanoid, scaling both is
necessary. These results suggest that actor and critic
scaling can complement each other for CRL.

shifting into a seated posture over the intermediary obstacle to worm its way toward the goal (one of
these policies is illustrated in the fourth row of Figure 3). To the best of our knowledge, this is the
first goal-conditioned approach to document such behaviors on the humanoid environment.

4.4 What Matters for CRL Scaling

Width vs. Depth Past literature has shown
that scaling network width can be effective (Lee
et al., 2024; Nauman et al., 2024b). In Figure 4,
we find that scaling width is also helpful in our
experiments: wider networks consistently out-
perform narrower networks (depth held constant
at 4). However, depth seems to be a more effec-

tive axis for scaling: simply doubling the depth behea, iz o s
to 8 (width held constant at 256) outperforms the
widest networks in all three environments. The
advantage of depth scaling is most pronounced
in the Humanoid environment (observation di-
mension 268), followed by Ant Big Maze (di-
mension 29) and Arm Push Easy (dimension
17), suggesting that the comparative benefit may
increase with higher observation dimensionality.
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Figure 4: Scaling network width vs. depth. Here,
we reflect findings from previous works (Lee et al.,
2024; Nauman et al., 2024b) which suggest that in-
creasing network width can enhance performance. How-
ever, in contrast to prior work, our method is able to
scale depth, yielding more impactful performance gains.
For instance, in the Humanoid environment, raising the
width to 2048 (depth=4) fails to match the performance
achieved by simply doubling the depth to 8 (width=256).
The comparative advantage of scaling depth is more pro-
nounced as the observational dimensionality increases.

Note additionally that the parameter count scales
linearly with width but quadratically with depth.
For comparison, a network with 4 MLP layers
and 2048 hidden units has roughly 35M parameters, while one with a depth of 32 and 256 hidden
units has only around 2M. Therefore, when operating under a fixed FLOP compute budget or specific
memory constraints, depth scaling may be a more computationally efficient approach to improving
network performance.

Scaling the Actor vs. Critic Networks To investigate the role of scaling in the actor and critic
networks, Figure 6 presents the final performance for various combinations of actor and critic depths
across three environments. Prior work (Nauman et al., 2024b; Lee et al., 2024) focuses on scaling the
critic network, finding that scaling the actor degrades performance. In contrast, while we do find that
scaling the critic is more impactful in two of the three environments (Humanoid, Arm Push Easy),
our method benefits from scaling the actor network jointly, with one environment (Ant Big Maze)
demonstrating actor scaling to be more impactful. Thus, our method suggests that scaling both the
actor and critic networks can play a complementary role in enhancing performance.

Deep Networks Unlock Batch Size Scaling Scaling batch size has been well-established in
other areas of machine learning (Chen et al., 2022; Zhang et al., 2024). However, this approach
has not translated as effectively to reinforcement learning (RL), and prior work has even reported
negative impacts on value-based RL (Obando-Ceron et al., 2023). Indeed, in our experiments,
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Figure 7: Deeper networks unlock batch size scaling. We find that as depth increases from 4 to 64 in
Humanoid, larger networks can effectively leverage batch size scaling to achieve further improvements.

simply increasing the batch size for the original CRL networks yields only marginal differences in
performance (Figure 7, top left).

At first glance, this might seem counterintuitive: since reinforcement learning typically involves
fewer informational bits per piece of training data (LeCun, 2016), one might expect higher variance
in batch loss or gradients, suggesting the need for larger batch sizes to compensate. At the same time,
this possibility hinges on whether the model in question can actually make use of a bigger batch
size—in domains of ML where scaling has been successful, larger batch sizes usually bring the most
benefit when coupled with sufficiently large models (Zhang et al., 2024; Chen et al., 2022). One
hypothesis is that the small models traditionally used in RL may obscure the underlying benefits of
larger batch size.

To test this hypothesis, we study the effect of increasing the batch size for networks of varying depths.
As shown in Figure 7, scaling the batch size becomes effective as network depth grows. This finding
offers evidence that by scaling network capacity, we may simultaneously unlock the benefits of
larger batch size, potentially making it an important component in the broader pursuit of scaling
self-supervised RL.

Training Contrastive RL with 1000+ Layers We next study whether further increasing depth
beyond 64 layers further improves performance. We use the Humanoid maze tasks as these are
both the most challenging environments in the benchmark and also seem to benefit from the deepest
scaling. The results, shown in Figure 12, indicate that performance continues to substantially improve
as network depth reaches 256 and 1024 layers in the Humanoid U-Maze environment. While we
were unable to scale beyond 1024 layers due to computational constraints, we expect to see continued
improvements with even greater depths, especially on the most challenging tasks.
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Figure 8: We disentangle the effects of exploration and expressivity on depth scaling by training three networks
in parallel: a “collector,” plus one deep and one shallow learner that train only from the collector’s shared
replay buffer. In all three environments, when using a deep collector (i.e. good data coverage), the deep learner
outperforms the shallow learner, indicating that expressivity is crucial when controlling for good exploration.
With a shallow collector (poor exploration), even the deep learner cannot overcome the limitations of insufficient
data coverage. As such, the benefits of depth scaling arise from a combination of improved exploration and
increased expressivity working jointly.



4.5 Why Scaling Happens

Depth Enhances Contrastive Representations
The long-horizon setting has been a long-standing
challenge in RL particularly in unsupervised goal-
conditioned settings where there is no auxiliary re-
ward feedback (Gupta et al., 2019). The family of
U-Maze environments requires a global understand-
ing of the maze layout for effective navigation. We
consider a variant of the Ant U-Maze environment,
the U4-maze, in which the agent must initially move
in the direction opposite the goal to loop around and
ultimately reach it. As shown in Figure 9, we ob-
serve a qualitative difference in the behavior of the
shallow network (depth 4) compared to the deep net-
work (depth 64). The visualized Q-values computed
from the critic encoder representations reveal that
the depth 4 network seemingly relies on Euclidean
distance to the goal as a proxy for the Q value, even
when a wall obstructs the direct path. In contrast, the

Depth 4 Depth 64

Figure 9: Deeper Q-functions are qualitatively
different. In the U4-Maze, the start and goal posi-
tions are indicated by the ® and G symbols respec-
tively, and the visualized Q values are computed
via the L2 distance in the learned representation
space, i.e., Q(s,a,9) = [|¢(s,a) — ¢ (g)|]2. The
shallow depth 4 network (left) naively relies on

Euclidean proximity, showing high Q values near
the start despite a maze wall. In contrast, the depth
64 network (right) clusters high Q values at the
goal, gradually tapering along the interior.

depth 64 critic network learns richer representations,
enabling it to effectively capture the topology of the
maze as visualized by the trail of high Q values along
the inner edge. These findings suggest that increasing
network depth leads to richer learned representations,
enabling deeper networks to better capture environment topology and achieve more comprehensive
state-space coverage in a self-supervised manner.

Depth Enhances Exploration and Expressivity in a Synergized Way Our earlier results suggested
that deeper networks achieve greater state-action coverage. To better understand why scaling works,
we sought to determine to whether improved data alone explains the benefits of scaling, or whether it
acts in conjunction with other factors. Thus, we designed an experiment in Figure 8 in which we train
three networks in parallel: one network, the “collector,” interacts with the environment and writes
all experience to a shared replay buffer. Alongside it, two additional "learners", one deep and one
shallow, train concurrently. Crucially, these two learners never collect their own data; they train only
from the collector’s buffer. This design holds the data distribution constant while varying the model’s
capacity, so any performance gap between the deep and shallow learners must come from expressivity
rather than exploration. When the collector is deep (e.g., depth 32), across all three environments
the deep learner substantially outperforms the shallow one across all three environments, indicating
that the expressivity of the deep networks is critical. On the other hand, we repeat the experiment
with shallow collectors (e.g., depth 4), which explores less effectively and therefore populates the
buffer with low-coverage experience. Here, both the deep and shallow learners struggle and achieve
similarly poor performance, which indicates that the deep network’s additional capacity does not
overcome the limitations of insufficient data coverage. As such, scaling depth enhances exploration
and expressivity in a synergized way: stronger learning capacity drives more extensive exploration,
and strong data coverage is essential to fully realize the power of stronger learning capacity. Both
aspects jointly contribute to improved performance.

Deep Networks Learn to Allocate Greater Representational Capacity to States Near the Goal
In Figure 10 we take a successful trajectory in the Humanoid environment and visualize the embed-
dings of state-action encoder along this trajectory for both deep vs. shallow networks. While the
shallow network (Depth 4) tends to cluster near-goal states tightly together, the deep network produces
more "spread out" representations. This distinction is important: in a self-supervised setting, we want
our representations to separate states that matter—particularly future or goal-relevant states—from
random ones. As such, we want to allocate more representational capacity to such critical regions.
This suggests that deep networks may learn to allocate representational capacity more effectively to
state regions that matter most for the downstream task.



Successful Trajectory Path Trajectory in Embedding Space Trajectory in Embedding Space
in Humanoid Env (Depth 4) (Depth 64)
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Figure 10: We visualize state-action embeddings from shallow (depth 4) and deep (depth 64) networks along a
successful trajectory in the Humanoid task. Near the goal, embeddings from the deep network expand across a
curved surface, while those from the shallow network form a tight cluster. This suggests that deeper networks
may devote greater representational capacity to regions of the state space that are more frequently visited and
play a more critical role in successful task completion.

Deeper Networks Enable Partial Experience Train Eval
Stitching Another key challenge in reinforce- < .

ment learning is learning policies that can gen- o :
eralize to tasks unseen during training. To eval-

uate this setting, we designed a modified ver- ﬂ

sion of the Ant U-Maze environment. As shown Lo €

in Figure 11 (top right), the original JaxGCRL
benchmark assesses the agent’s performance on
the three farthest goal positions located on the
opposite side of the wall. However, instead of I
training on all possible subgoals (a superset of

400

. . 3 300
the evaluation state-goal pairs), we modified the
setup to train on start-goal pairs that are at most "
3 units apart, ensuring that none of the evalua- 200

tion pairs ever appear in the training set. Fig-
ure 11 demonstrates that depth 4 networks show
limited generalization, solving only the easiest 100
goal (4 units away from the start). Depth 16
networks achieve moderate success, while depth
64 networks excel, sometimes solving the most 0 Depth 4 Depth 16 Depth 64
challenging goal position. These results suggest
that the increasing network depth results in some Figure 11: Deeper networks exhibit improved gen-
degree of stitching, combining <3-unit pairs t0  eralization. (Top left) We modify the training setup of
navigate the 6-unit span of the U-Maze. the Ant U-Maze environment such that start-goal pairs
are separated by < 3 units. This design guarantees that
no evaluation pairs (7Top right) were encountered during
The (CRL) Algorithm is Key In Appendix A, training, testing the ability for combinatorial general-
we show that scaled CRL outperforms other ization via stitching. (Bottom) Generalization ability
baseline goal-conditioned algorithms and ad- improves as network depth grows from 4 to 16 to 64
vance the SOTA for goal-conditioned RL. We layers.
observe that for temporal difference methods
(SAC, SAC+HER, TD3+HER), the performance saturates for networks of depth 4, and there is either
zero or negative performance gains from deeper networks. This is in line with previous research
showing that these methods benefit mainly from width (Lee et al., 2024; Nauman et al., 2024b).
These results suggest that the self-supervised CRL algorithm is critical.

Time at Goal

We also experiment with scaling more self-supervised algorithms, namely Goal-Conditioned Behav-
ioral Cloning (GCBC) and Goal-Conditioned Supervised Learning (GCSL). While these methods
yield zero success in certain environments, they show some utility in arm manipulation tasks. Inter-
estingly, even a very simple self-supervised algorithm like GCBC benefits from increased depth. This



points to a promising direction for future work of further investigating other self-supervised methods
to uncover potentially different or complementary recipes for scaling self-supervised RL.

Finally, recent work has augmented goal-conditioned RL with quasimetric architectures, leveraging
the fact that temporal distances satisfy a triangle inequality—based invariance. In Appendix A, we
also investigate whether the depth scaling effect persists when applied to these quasimetric networks.

4.6 Does Depth Scaling Improve Offline Contrastive RL?

In preliminary experiments, we evaluated depth Humanoid U Maze Humanoid Big Maze
scaling in the offline goal-conditioned setting 751

using OGBench (Park et al., 2024). We found 1501

little evidence that increasing the network depth
of CRL improves performance in this offline set-
ting. To further investigate this, we conducted
ablations: (/) scaling critic depth while holding
the actor at 4 or 8 layers, and (2) applying cold
initialization to the final layers of the critic en-
coders (Zheng et al., 2024). In all cases, baseline ol ool—
depth 4 networks often had the highest success. o stig (M}ZO o o sfeop (M7)5 100
A key direction for future work is to see if our 4 — 256 4 — 256
method can be adapted to enable scaling in the "™ 64 — 1024 64 — 512

offline setting.
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Figure 12: Testing the limits of scale. We extend

the results from Figure 1 by scaling networks even fur-
5 Conclusion ther on the challenging Humanoid maze environments.
We observe continued performance improvements with
network depths of 256 and 1024 layers on Humanoid
U-Maze. Note that for the 1024-layer networks, we ob-
served the actor loss exploding at the onset of training,
so we maintained the actor depth at 512 while using
1024-layer networks only for the two critic encoders.

Arguably, much of the success of vision and
language models today is due to the emergent
capabilities they exhibit from scale (Srivastava
et al., 2023), leading to many systems reducing
the RL problem to a vision or language problem.
A critical question for large Al models is: where does the data come from? Unlike supervised learning
paradigms, RL methods inherently address this by jointly optimizing both the model and the data
collection process through exploration. Ultimately, determining effective ways of building RL systems
that demonstrate emergent capabilities may be important for transforming the field into one that trains
its own large models. We believe that our work is a step towards these systems. By integrating key
components for scaling up RL into a single approach, we show that model performance consistently
improves as scale increases in complex tasks. In addition, deep models exhibit qualitatively better
behaviors which might be interpreted as implicitly acquired skills necessary to reach the goal.

Limitations. The primary limitations of our results are that scaling network depth comes at the
cost of compute. An important direction for future work is to study how distributed training might be
used to leverage even more compute, and how techniques such as pruning and distillation might be
used to decrease the computational costs.
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A Additional Experiments

A.1 Scaled CRL Outperforms All Other Baselines on 8 out of 10 Environments
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Figure 12: Scaled CRL (Ours) outperforms baselines CRL (original), SAC, SAC+HER, TD3+HER,
GCSL, and GCBC in 8 out 10 environments.

In Figure 1, we demonstrated that increasing the depth of the CRL algorithm leads to significant
performance improvements over the original CRL (see also Table 1). Here, we show that these gains
translate to state-of-the-art results in online goal-conditioned RL, with Scaled CRL outperforming
both standard TD-based methods such as SAC, SAC+HER, and TD3+HER, as well as self-supervised
imitation-based approaches like GCBC and GCSL.

A.2 The CRL Algorithm is Key: Depth Scaling is Not Effective on Other Baselines

Next, we investigate whether increasing network depth in the baseline algorithms yields similar
performance improvements as observed in CRL. We find that SAC, SAC+HER, and TD3+HER do
not benefit from depths beyond four layers, which is consistent with prior findings (Lee et al., 2024;
Nauman et al., 2024b). Additionally, GCSL and GCBC fail to achieve any meaningful performance
on the Humanoid and Ant Big Maze tasks. Interestingly, we do observe one exception, as GCBC
exhibits improved performance with increased depth in the Arm Push Easy environment.

Table 1: Increasing network depth (depth D = 4 — 64) increases performance on CRL (Figure 1).
Scaling depth exhibits the greatest benefits on tasks with the largest observation dimension (Dim).

Task Dim D=4 D =64 Imprv.
Arm Binpick Hard 38 +4 219 +15  5.7x
Arm Push Easy 17 308 £33 762 430 2.5X
Arm Push Hard 171 411 410 +13 24X
Ant U4-Maze 11.4 441 286 +36 25X
Ant U5-Maze 29 0.97 0.7 61 +18 63 %
Ant Big Maze 61 +20 441 +25 7.3X
Ant Hardest Maze 215 +8 387 +21 1.8%
Humanoid 12.6 +1.3 649 +19 52X
Humanoid U-Maze 268 3.2 +1.2 159 433  50x
Humanoid Big Maze 0.06 £0.04 59 +21  1051x
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Figure 13: Depth scaling yields limited gains for SAC, SAC+HER, TD3+HER, GCSL, and GCBC.

A.3 Additional Scaling Experiments: Offline GCBC, BC, and QRL

We further investigate several additional scaling experiments. As shown in Figure 14, our approach
successfully scales with depth in the offline GCBC setting on the antmaze-medium-stitch task from
OGBench. We find that our the combination of layer normalization, residual connections, and Swish
activations is critical, suggesting that our architectural choices may be applied to unlock depth scaling
in other algorithms and settings. We also attempt to scale depth for behavioral cloning and the
QRL (Wang et al., 2023a) algorithm—in both of these cases, however, we observe negative results.

1o GCBC BC QRL (Online) QRL (Offline)
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2041 ]
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Depth

Figure 14: Our approach successfully scales depth in offline GCBC on antmaze-medium-stitch
(OGBench). In contrast, scaling depth for BC (antmaze-giant-navigate, expert SAC data) and for
both online (FetchPush) and offline QRL (pointmaze-giant-stitch, OGBench) yield negative results.
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A.4 Can Depth Scaling also be Effective for Quasimetric Architectures?

Prior work (Wang et al., 2023b; Liu et al., 2023) has found that temporal distances satisfy an important
invariance property, suggesting the use of quasimetric architectures when learning temporal distances.
Our next experiment tests whether changing the architecture affects the scaling properties of self-
supervised RL. Specifically, we use the CMD-1 algorithm (Myers et al., 2024), which employs a
backward NCE loss with MRN representations. The results indicate that scaling benefits are not
limited to a single neural network parametrization. However, MRN’s poor performance on the Ant
U5-Maze task suggests further innovation is needed for consistent scaling with quasimetric models.
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Figure 15: Performance of depth scaling on CRL augmented with quasimetric architectures (CMD-1).

A.5 Additional Architectural Ablations: Layer Norm and Swish Activation

We conduct ablation experiments to validate the architectural choices of layer norm and swish activa-
tion. Figure 16 shows that removing layer normalization performs significantly worse. Additionally,
scaling with ReLLU significantly hampers scalability. These results, along with Figure 5 show that
all of our architectural components—residual connections, layer norm, and swish activations—are
jointly essential to unlocking the full performance of depth scaling.

Layer Norm Ablation Swish vs. ReLU Ablation
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Figure 16: (Left) Layer Norm is essential for scaling depth. (Right) Scaling with ReL.U activations
leads to worse performance compared to Swish activations.
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A.6 Can We Integrate Novel Architectural Innovations from the Emerging RL Scaling
Literature?

Recently, Simba-v2 proposed a new architecture for scalable RL. Its key innovation is the replacement
of layer normalization with hyperspherical normalization, which projects network weights onto the
unit-norm hypersphere after each gradient update. As shown, the same depth-scaling trends hold when
adding hyperspherical normalization to our architecture, and it further improves the sample efficiency
of depth scaling. This demonstrates that our method can naturally incorporate new architectural
innovations emerging in the RL scaling literature.

Table 2: Integrating hyperspherical normalization in our architecture enhances the sample efficiency
of depth scaling.

Steps to reach 200 success Steps to reach 400 success Steps to reach 600 success
Depth | 4 16 32 Depth | 4 16 32 Depth |4 16 32
With - 50 42 With - 62 48 With - 7 67

Without | — 64 54 Without | - 75 64 Without | - - 77

A.7 Residuals Norms in Deep Networks
Prior work has noted decreasing residual activation norms in deeper layers (Chang et al., 2018). We

investigate whether this pattern also holds in our setting. For the critic, the trend is generally evident,
especially in very deep architectures (e.g., depth 256). The effect is not as pronounced in the actor.
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Figure 17: L2 norms of residual activations in networks with depths of 32, 64, 128, and 256.
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A.8 Scaling Depth for Offline Goal-conditioned RL

antmaze-giant-navigate-v0 antmaze-medium-stitch-v0 humanoidmaze-medium-navigate-v0
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Figure 18: To evaluate the scalability of our method in the offline setting, we scaled model depth on
OGBench (Park et al., 2024). In two out of three environments, performance drastically declined
as depth scaled from 4 to 64, while a slight improvement was seen on antmaze-medium-stitch-vO0.
Successfully adapting our method to scale offline GCRL is an important direction for future work.

B Experimental Details

B.1 Environment Setup and Hyperparameters
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Figure 19: The scaling results of this paper are demonstrated on the JaxGCRL benchmark, showing
that they replicate across a diverse range of locomotion, navigation, and manipulation tasks. These
tasks are set in the online goal-conditioned setting where there are no auxiliary rewards or demonstra-
tions. Figure taken from (Bortkiewicz et al., 2024).

Our experiments use the JaxGCRL suite of GPU-accelerated environments, visualized in Figure 19,
and a contrastive RL algorithm with hyperparameters reported in Table 7. In particular, we
use 10 environments, namely: ant_big_maze, ant_hardest_maze, arm_binpick_hard,
arm_push_easy, arm_push_hard, humanoid, humanoid_big_maze, humanoid_u_maze,
ant_u4_maze, ant_ub_maze.

B.2 Python Environment Differences

In all plots presented in the paper, we used MJX 3.2.6 and Brax 0.10.1 to ensure a fair and consistent
comparison. During development, we noticed discrepancies in physics behavior between the environ-
ment versions we employed (the CleanRL version of JaxGCRL) and the version recommended in a
more recent commit of JaxGCRL (Bortkiewicz et al., 2024). Upon examination, the performance
differences (shown in Figure 20) stem from a difference in versions in the MJX and Brax packages.
Nonetheless, in both sets of MJX and Brax versions, performance scales monotonically with depth.
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MJX=3.2.3, Brax=0.10.5 MJX=3.2.6, Brax=0.10.1 (ours)
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Figure 20: Scaling behavior for humanoid in two different python environments: MJX=3.2.3,
Brax=0.10.5 and MJX=3.2.6, Brax=0.10.1 (ours) version of JaxGCRL. Scaling depth improves the
performance significantly for both versions. In the environment we used, training requires fewer
environment steps to reach a marginally better performance than in other Python environment.

B.3 Wall-clock Time of Our Approach

We report the wall-clock time of our approach in Table 3. The table shows results for depths of 4, 8,
16, 32, and 64 across all ten environments, and for the Humanoid U-Maze environment, scaling up to
1024 layers. Overall, wall-clock time increases approximately linearly with depth beyond a certain
point.

Table 3: Wall-clock time (in hours) for Depth 4, 8, 16, 32, and 64 across all 10 environments.

Environment Depth 4 Depth 8 Depth 16 Depth 32 Depth 64

Humanoid 1.48 £0.00 2.13+0.01 3.40 + 0.01 5.92+0.01 10.99 £0.01
Ant Big Maze 2.12+0.00 2774+0.00 4.04+0.01 6.57+0.02 11.66+0.03
Ant U4-Maze 1.98 +£0.27 2.54 +0.01 3.81 +0.01 6.35+0.01 11.43+£0.03
Ant U5-Maze 946 +1.75 10.99 £0.02 16.09 +0.01 31.49+0.34 4640+0.12
Ant Hardest Maze 5.11£0.00 6.394+000 894+0.01 13.97+0.01 23.96+ 0.06
Arm Push Easy 997+ 1.03 11.024+1.29 1220+1.43 1494+196 19.52+197
Arm Push Hard 974 +£1.05 1055+£1.20 1198+149 1440+ 1.64 18.53+0.06
Arm Binpick Hard 1841 +£2.16 1748 £1.88 1947 +0.05 2191 4+1.93 29.64+6.10
Humanoid U-Maze 872+0.01 11.29+0.01 1636+0.03 2648 +£0.05 46.74+ 0.04
Humanoid Big Maze 12.45+0.02 15.02+£0.01 20.34+£0.01 30.61 £0.05 50.33 £0.05

Table 4: Total wall-clock time (in hours) for training from Depth 4 up to Depth 1024 in the Humanoid
U-Maze environment.

Depth Time (h)

4 3.23 £ 0.001
8 4.19 £ 0.003
16 6.07 £+ 0.003
32 9.83 £+ 0.006
64 17.33 4+ 0.003
128 32.67 £0.124
256 73.83 +2.364
512 120.88 £+ 2.177
1024 134.15 £+ 0.081
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B.4 Wall-clock Time: Comparison to Baselines

Since the baselines use standard sized networks, naturally our scaled approach incurs higher raw
wall-clock time per environment step (Table 5). However, a more practical metric is the time required
to reach a given performance level. As shown in Table 6, our approach outperforms the strongest
baseline, SAC, in 7 of 10 environments while requiring less wall-clock time.

Table 5: Wall-clock training time comparison of our method vs. baselines across all 10 environments.

Environment Scaled CRL SAC SAC+HER TD3 GCSL GCBC

Humanoid 11.0 £ 0.0 0.5+ 0.0 0.6 +0.0 08+00 04+00 06£0.0
Ant Big Maze 11.7 £ 0.0 1.6 £0.0 1.6 £0.0 1.7+£00 15+03 1.4+0.1
Ant U4-Maze 11.4£0.0 1.24+0.0 1.34+£0.0 134200 0.7+£0.0 1.1 £0.1
Ant U5-Maze 46.4 £ 0.1 57+0.0 6.1 £0.0 62+00 28+0.1 56+05
Ant Hardest Maze 24.0 £ 0.0 43+0.0 45+0.0 50+00 21+06 44+05
Arm Push Easy 19.5+0.6 8.3+ 0.0 8.54+0.0 844+00 644+01 83403
Arm Push Hard 18.5+0.0 8.5+ 0.0 8.6 +0.0 834+0.1 52403 74405

Arm Binpick Hard 296+13 207+£01 207£00 184+03 80+09 162+£04
Humanoid U-Maze 46.7+ 0.0 3.0£0.0 35£0.0 54£00 31+£01 72408
Humanoid Big Maze  50.3 + 0.0 8.6 £0.0 9.3£0.0 7511 51+£00 114+19

Table 6: Wall-clock time (in hours) for our approach to surpass SAC’s final performance. As shown,
our approach surpasses SAC performance in less wall-clock time in 7 out of 10 environments. The
N/A* entries are because in those environments, scaled CRL doesn’t outperform SAC.

Environment SAC Scaled CRL (Depth 64)
Humanoid 0.46 6.37
Ant Big Maze 1.55 0.00
Ant U4-Maze 1.16 0.00
Ant U5-Maze 5.73 0.00
Ant Hardest Maze 4.33 0.45
Arm Push Easy 8.32 1.91
Arm Push Hard 8.50 6.65
Arm Binpick Hard 20.70 4.43
Humanoid U-Maze 3.04 N/A*
Humanoid Big Maze  8.55 N/A*

B.5 Wall-clock Time: Width vs. Depth Scaling

Below, we show that raw wall-clock time scales similarly with width and depth. However, in terms
wall-clock time to reach a target performance, scaling depth outperforms scaling width.

Total Wall-clock Time of Width vs Depth Scaling Wall-clock Time to Reach Target Level of Performance
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—e— Depth scaling 20 1 B Depth x16 (64)

I

104

= =
S =)}

-
N

Wall-clock time (hours)
© o

o

IN

i 1 19N

x1 x2 x4 X8 x16 Humanoid  Ant Big Maze Arm Push Easy
Scale factor

Figure 21: Comparison of wall-clock time for depth vs. width scaling.
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B.6 FLOPS + Memory: Width vs. Depth Scaling

Comparison of FLOPs and memory usage during training when scaling width versus depth. Memory
includes parameters, optimizer state, and activation memory. Both FLOPs and memory grow more
rapidly with width than with depth, as they scale quadratically with width but only linearly with
depth.

Width vs. Depth Scaling: FLOPs Width vs. Depth Scaling: Memory
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Figure 22: Comparison of FLOPs and memory for scaling width vs depth. Here, memory is the total
combination of parameter memory, optimizer state, and hidden layer activations.

Table 7: Hyperparameters

Hyperparameter Value
num_timesteps 100M-400M (varying across tasks)
update-to-data (UTD) ratio 1:40
max_replay_size 10,000
min_replay_size 1,000
episode_length 1,000
discounting 0.99
num_envs 512
batch_size 512 for the majority of experiments
action_repeat
policy_1lr 3e-4
critic_1lr 3e-4
activation function Swish
contrastive_loss_function InfoNCE
energy_function L2
logsumexp_penalty 0.1

Network depth
Network width
representation dimension

depends on the experiment
depends on the experiment
64
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract contains 3 main claims: (1) Depth scaled to 1024 layers; (2)
Performance increases 2-50x on CRL and outperforms other goal-conditioned baselines. (3)
These performance gains leads to qualitatively new learned behaviors. Each of these claims
are clearly substantiated in the main text in Section 4.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We included a Limitations section that describes the main limitation of our
paper, which is latency of deep networks. We also multiple times in the paper demarcated
where our research can be extended by future work.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: This is an empirical paper. As such, no theoretical results that require assump-
tions or proofs.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, documentation for reproducing the experiments is included alongside the
anonymous code.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: See link to anonymous code in Abstract.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/pu
blic/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See Experiments section and Appendix on Experimental Details
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Error bars in figures depict one standard error across random seeds. We used 5
seeds in Figure 1. For other figures in the main text, we could only run 3 seeds because of
computational constraints.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Compute resources are detailed in the appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: No known violations of the Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The Conclusion notes that there are no immediately societal impacts of the
work.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No immediate impact to high-risk applications.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: Benchmarks used are appropriately cited in the main text.
Guidelines:

e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Datasets and benchmark used are all from prior work and appropriately cited.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No crowdsourcing experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No human subject experiments
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: LLMs were not used in writing the paper, and were only used for occasional
code debugging.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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