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Abstract: Adjusting robot behavior to human preferences can require intensive
human feedback, preventing quick adaptation to new users and changing cir-
cumstances. Moreover, current approaches typically treat user preferences as a
reward, which requires a manual balance between task success and user satis-
faction. To integrate new user preferences in a zero-shot manner, our proposed
Text2Interaction framework invokes large language models to generate a task
plan, motion preferences as Python code, and parameters of a safety controller.
By maximizing the combined probability of task completion and user satisfac-
tion instead of a weighted sum of rewards, we can reliably find plans that ful-
fill both requirements. We find that 83% of users working with Text2Interaction
agree that it integrates their preferences into the plan of the robot, and 94% prefer
Text2Interaction over the baseline. Our ablation study shows that Text2Interaction
aligns better with unseen preferences than other baselines while maintaining a
high success rate. Real-world demonstrations and code are made available at
sites.google.com/view/text2interaction.

Keywords: Human-Robot Interaction, Human Preference Learning, Task and
Motion Planning, Safe Control.

1 Introduction

We are moving toward a future where robots are fully integrated into our everyday lives, from manu-
facturing [1] to healthcare [2] to households [3]. In these settings, robots must quickly adapt to indi-
vidual human preferences and changing circumstances. However, current robotic platforms severely
lack in this aspect, which prevents their application to daily tasks and widespread acceptance. Re-
cent works [4–6] present promising approaches to seamlessly incorporate task-level preferences,
answering the question, “What should the robot do?” In human-robot interaction (HRI), we must
further address two key user preferences about the behavior of the robot: motion preferences, which
determine ”Which path should the robot choose?”, and control preferences, which dictate ”How
fast, soft, or precise should the robot be?” Recently proposed methods in motion planning [7–9] and
safe control [10–12] tend to require labor-intensive human feedback to adapt to such preferences.
Hence, these solutions learn a preferable behavior offline and, therefore, fall short when it comes
to situational awareness and fast-changing preferences. Additionally, most recent works [9, 13–17]
treat human preferences as an additive reward, requiring them to carefully balance task success and
user satisfaction.

In this work, we propose Text2Interaction, a framework to incorporate preferences from a single
user instruction in three levels of the robot software stack: task planning, motion planning, and
control. As exemplified in Fig. 1, we react to user preferences online by querying a large language
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Figure 1: Preference-aligned planning with Text2Interaction. The user asks the robot to hand
them the screwdriver so that they can comfortably grab it. Text2Interaction queries an LLM to
return (a) a sequence of primitives that satisfy the task preferences, (b) a set of motion preference
functions as executable Python code, and (c) a set of parameters that adjust the safety controller to
the current situation and control preferences of the user. Our planner than aims to find a plan that
satisfies the user preferences and is feasible to execute. If the planning step fails, we query the LLM
to return the optimal skill for the next timestep only, as discussed in Sec. 6.

model (LLM) to obtain (a) a sequence of primitives as task preference, (b) preference functions
written in Python code that evaluate how well an action aligns with the instructed motion prefer-
ences, and (c) a set of parameters that adapt our provably safe controller to the control preferences
of the user. Our formulation results in the maximization of the combined probability that the plan is
feasible and the user is satisfied instead of the commonly used weighted sum of rewards [9, 13–16].
Our ablation study showed that our formulation leads to a robot behavior that is twice as preferable
as the baseline while maintaining a high success rate in unseen tasks. Of the 18 participants in
our real-world user study, 83% stated that Text2Interaction considers their preferences, and 94%
preferred Text2Interaction over the baseline [5]. To summarize, our core contributions are:

1. We propose Text2Interaction, a framework for integrating human preferences in robot task
planning, motion planning, and control.

2. We derive a task and motion planning formulation that optimizes the likelihood of human
satisfaction and task success online.

3. We evaluate Text2Interaction (a) in a user study on a real human-robot collaboration task
with 18 participants and (b) in simulation on a set of geometric object rearrangement tasks.

2 Related work

Early works in adaptable task planning use a known world model that can be adjusted online to
human feedback [18–20]. A number of more recent works propose using LLMs to directly con-
vert language instructions into task plans, either using text [4, 5, 21] or code [22, 23]. Subsequent
works attempt to improve the planning robustness of LLMs through iterative re-prompting [24] or
by leveraging formal logic representations [25–28], e.g., in the form of a planning domain definition
language (PPDL) [29] description. The works in [30–32] extend such a PPDL formulation to col-
laborative scenarios. Multiple works [14, 33–36] further show how these approaches can allocate
tasks more preferably in HRI.

A common way to incorporate human preference on the motion level is to learn a reward function
that represents the human intent, typically by asking comparative questions [17, 37–43]. The authors
in [12, 44] demonstrated how this form of preference learning can perform preferable robot-human
handovers. The main disadvantage of this type of reward learning is that it either only reflects simple
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linear reward functions or requires thousands of human queries. As such, several recent works con-
struct reward models with LLMs and use them to train [15, 16, 45–47] or directly synthesize [13, 48]
robot skills. Notably, these approaches consider preferences for individual skills, whereas we focus
on entire skill sequences. Additionally, these methods generally produce reward functions as linear
combinations of reward terms, which requires careful weighing of the reward terms. Closely related
to our work is that of Wang et al. [49], which proposes to incorporate human feedback into long-
horizon planning by extracting skills from demonstrations and training two models: one to predict
the correct sequence of skills and one to predict the parameterization of these skills. However, their
approach relies on a labor-intensive offline labeling phase and assumes that the preferences of all
future users align with these offline labels.

A broad range of works [10, 11, 50–52] further proposes to learn the parameters of admittance
controllers from human feedback to achieve comfortable object handling. Huang et al. [53] demon-
strated the effectiveness of this approach in an interactive handover task.

3 Notation

We denote a skill as the tuple ψ = (ϕ, a, α, ξ). The primitive ϕ stems from a library of K prim-
itives Lϕ = {ϕ1, . . . , ϕK}1, each of which is parameterized by a set of continuous parameters
a ∈ Ak, k ∈ 1, . . . ,K (hereafter referred to as actions). The controller α ∈ Lα =

{
α1, . . . , αM

}

with parameters ξ ∈ Ξm,m ∈ 1, . . . ,M returns the system inputs θ = α(ϕk, ak, t, ξ) to fol-
low the parameterized primitive at time t. For our problem, we define a Markov decision
process (MDP) with the tuple M = (S,Ψ, T, r,S0). Here, S is the continuous state space,
Ψ = Lϕ ×Ak × Lα × Ξm is the set of possible skills, T (st+1 | st, ψt) is the transition distribu-
tion, and S0 ⊆ S is the set of initial states. The reward function r : S ×Ψ× S → {0, 1} returns
r = 1 if the execution of a skill is feasible, and r = 0 otherwise.

4 Problem statement

The user gives an instruction i, which may include their task, motion, and control preferences. Thus,
we define two events2 for any environment history (s1:H+1, ψ1:H) := [s1, ψ1, s2, ψ2 . . . , sH+1]:

Sfeasible : r(s1, ψ1, s2) = · · · = r(sH , ψH , sH+1) = 1, i.e., the execution of ψ1:H is feasible,
Spreference : ψ1:H satisfies the user preferences in i when starting in s1.

We assume that a user is satisfied with an environment history if the event Suser : Spreference ∧Sfeasible
occurs. Therefore, our goal is to maximize the probability of user satisfaction based on the instruc-
tion i and initial state s1 with

p(Suser | i, s1, ψ1:H) = p(Spreference | i, s1, ψ1:H , Sfeasible) p(Sfeasible | s1, ψ1:H) , (1)

which represents the objective defined in [5, Eq. 2]. Contrary to Lin et al. [5], which only adhere to
task preferences, we assume that the user is only satisfied with the execution of a skill sequence ψ1:H

if their task, motion, and control preferences are satisfied. Therefore, we define the three events:

Stask : ϕ1:H satisfies the task preferences in i when starting in s1,
Smotion : a1:H satisfies the motion preferences in i,
Scontrol : α1:H , ξ1:H satisfy the control preferences in i.

Using these events, we can redefine the preference satisfaction event as Spreference : Stask ∧ Scontrol ∧
Smotion, and its probability as

p(Spreference | i, s1, ψ1:H , Sfeasible) = p(Stask, Scontrol, Smotion | i, s1, ψ1:H , Sfeasible) = (2)
p(Smotion | i, s1, ψ1:H , Sfeasible, Stask, Scontrol) p(Scontrol | i, s1, ϕ1:H , α1:H , ξ1:H , Sfeasible, Stask) (3)
p(Stask | i, s1, ϕ1:H , Sfeasible) ,

1Note that we denote the k-th primitive in the library Lϕ as ϕk and the primitive active at time t as ϕt.
2All events defined in this work are the “success” event of its Bernoulli trial.
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where we assume that Stask is independent of a1:H , α1:H , and ξ1:H and Scontrol is independent of
a1:H . Thus, to find the skill sequence with the highest likelihood of user satisfaction, we must solve

ψ⋆1:H = argmax
ψ1:H

p(Sfeasible | s1, ψ1:H) p(Smotion | i, s1, ψ1:H , Sfeasible, Stask, Scontrol) (4)

p(Scontrol | i, s1, ϕ1:H , α1:H , ξ1:H , Sfeasible, Stask) p(Stask | i, s1, ϕ1:H , Sfeasible) .

The goal of this work is to derive a framework including reasonable assumptions and approximations
to efficiently find a solution to (4) that adheres to the given preferences in an HRI setting.

5 Supporting methodology

This section introduces the primitive learning method and safety controller used in our work.

Sequencing task-agnostic policies For each primitive ϕk ∈ Lϕ, we use sequencing task-
agnostic policies (STAP) [54] to learn a policy πk(a | s) from which one can sample actions
for planning and a Q-value function Qk : S × A → [0, 1] which estimates the probabil-
ity that executing primitive ϕk parameterized by action a in state s is feasible. Additionally,
we learn the transition distribution T (st+1 | st, ψt) to predict the next state. Given a dataset
of transitions (s0, a0, s1, r0) ∈ Dk = S0 ×Ak × S × {0, 1}, STAP learns the functions πk, Qk,
and T using offline reinforcement learning. In our experiments, we reduce sample complex-
ity by training these components independently from the controller α(·, ξ), i.e., we assume that
the distribution of skill success is approximately constant across most controller configurations:
∀α1, ξ1, α2, ξ2 : p(Sfeasible | s1, ϕ, α1, ξ1, a) ≈ p(Sfeasible | s1, ϕ, α2, ξ2, a). This assumption holds in
our experiments as the controller parameters mainly impact the speed with which the robot executes
the primitive, but not its path.

Safety controller To ensure human safety, we use a provably safe controller [55–57] that adheres
to ISO 10218-2 [58] and ISO/TS 15066 [59]. Our controller comes in three variants: αstop [57, 60],
αcontact [60, 61], and αcompliant [62]. Using αstop, we guarantee that the robot comes to a complete
stop before any contact with a human could occur. The αcontact mode allows the robot to have a low
speed close to the human and thereby enables active contact. Finally, the αcompliant mode ensures low
contact forces between the end-effector and the human using compliant Cartesian control. Generally,
we can use the parameter vector ξ to adapt the maximal velocity, acceleration, jerk, stiffness, and
damping of the controller. To simplify the control parameter selection for the LLM, we predefine a
set of parameter vectors: ξcoexistence for non-interactive scenarios, ξcritical for high-risk scenarios, and
three parameter vectors for interaction with varying user experience ξbeginner, ξintermediate, and ξexpert.

6 The Text2Interaction framework

This section details how Text2Interaction satisfies the user preferences and achieves feasible plans.
To find feasible skill sequences in long-horizon tasks, Lin et al. [5] propose two modes: shooting
and greedy-search. In the following paragraphs, we derive the assumptions and approximations
necessary to incorporate motion and control preferences into their approach and solve the problem
in (4) efficiently. Fig. 2a summarizes our resulting planning objectives, and Fig. 2b exemplifies how
Text2Interaction links the shooting and greedy-search modes.

Shooting In the shooting step, we first let an LLM generate all elements necessary to plan a se-
quence of skills that fulfills the instruction of the user. For the task and control preferences, the
LLM directly generates the sequence of primitives ϕ1:H and controller settings α(·, ξ1:H). Since
these elements are now fixed, our planner cannot influence them. Therefore, we set the probabil-
ity of satisfying the task and control preferences in (4) to p(Stask | i, s1, ϕ1:H , Sfeasible) ≈ ctask and
p(Scontrol | i, s1, ϕ1:H , α1:H , ξ1:H , Sfeasible, Stask) ≈ ccontrol, with ctask, ccontrol ∈ (0, 1]. Hereby, we as-
sume that the suggested task plan and controllers have a non-zero probability of satisfying the
user. In the next paragraph, we will discuss how we proceed if this assumption fails. To approxi-
mate the probability that the execution of the plan is feasible, Lin et al. [5, Eq. 5] have derived that
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(b) Example of the interplay between shooting and greedy-search. After receiving an instruction i, we
first perform a shooting step, where an LLM generates a task plan ϕ1:H , the controller settings α(·, ξ1:H),
and the preference functions F1:H . In this example, the first shooting step failed to find a valid solution.
Therefore, we execute a greedy-search step for the first time step, where we generate multiple candidate
solutions and select the top candidate. Afterwards, the shooting step starting from s2 succeeds.

Figure 2: Detailed overview of the Text2Interaction framework.

p(Sfeasible | s1, ψ1:H) ≈
∏H
t=1Qt(st, at), whereQt denotes theQ-value function associated with the

primitive ϕt at time t. Analogously, we derive in Appendix D that we can approximate the proba-
bility that the user is satisfied with the action sequence using a set of preference functions as

p(Smotion | i, s1, ψ1:H , Sfeasible, Stask, Scontrol) ≈
H∏

t=1

Ft(st, at), (5)

where st+1 ∼ Tt(· | st, ψt) for t ≥ 1. A preference function F (s, a) returns the likelihood that
executing action a in state s fulfills the motion preferences of the user. We later discuss how we
can construct such functions online and give a number of examples in Appendix C. We can now
approximate our objective in (4) and find the optimal sequence of actions a⋆1:H that both satisfy the
motion preferences

∏H
t=1 Ft(st, at) > 0 and are feasible

∏H
t=1Qt(st, at) > 0, by using a cross-

entropy method planner [63] to solve the optimization problem (see Fig. 2a)

a⋆1:H = argmax
a1:H

ctask ccontrol

H∏

t=1

Ft(st, at) Qt(st, at) . (6)

Greedy-search If we cannot find a shooting plan that adheres to the human motion preferences
and is feasible, i.e.,

∏H
t=1 Ft(st, a

⋆
t ) Qt(st, a

⋆
t ) = 0, we have to expect that our assumption that the

task sequence is valid ctask > 0 failed. In this case, we execute a greedy-search [5], where we try
to find the optimal next skill ψ⋆t instead of the entire skill sequence ψ⋆1:H . We define the simplified
event Stuser = Stfeasible ∧ Sttask ∧ Stmotion ∧ Stcontrol, which occurs if the skill ψt is feasible and adheres
to the user preferences at time step t. Thus, the problem in (4) simplifies to

ψ⋆t = argmax
ψt

p(Stfeasible | st, ψt, S1:t−1
user ) p(Stmotion | i, st, ψt, Stfeasible, S

t
task, S

t
control, S

1:t−1
user ) · (7)

p(Stcontrol | i, st, ϕt, αt, ξt, Stfeasible, S
t
task, S

1:t−1
user ) p(Sttask | i, st, ϕt, Stfeasible, S

1:t−1
user ) ,
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where we made the Markov assumption. In greedy-search, we let an LLM return L ≤ K candidate
primitives for the next skill. We then approximate the probability that the user is satisfied with the
next selected primitive with the sum of token log-probabilities of the language description of each
primitive p(Sttask | i, st, ϕt, Stfeasible, S

1:t−1
user ) ≈ Ptask(ϕ

l
t), l ∈ 1, . . . , L as proposed in [4, 5]. These

scores represent the likelihood that the textual label of a primitive is a valid next step for the instruc-
tion i [4]. We could proceed with the control preferences in the same way, but generating L2 pairs of
primitives and control candidates is time-consuming. Thus, we only generate one set of control pa-
rameters per candidate primitive and set p(Stcontrol | i, st, ϕt, αt, ξt, Stfeasible, S

t
task, S

1:t−1
user ) ≈ clcontrol.

Then, we generate one preference function per candidate primitive to obtain an approximation of
p(Stmotion | i, st, ψt, Stfeasible, S

t
task, S

t
control, S

1:t−1
user ) ≈ F lt (st, at), and approximate the probability of

feasibility with p(Stfeasible | st, ψt) ≈ Qlt(st, at). Thus, the problem in (7) simplifies to

ϕ⋆t , a
⋆
t ≈ argmax

ϕl
t, at

clcontrol Ptask(ϕ
l
t) F

l
t (st, at) Q

l
t(st, at) , (8)

which gives us the optimal one-step primitive and action. After finding a solution to the greedy-
search problem in (8) using a cross-entropy method planner, we return to the regular shooting strat-
egy starting from state st+1.

Generating motion preferences from text To approximate the probability that a human would
approve action at at time t, i.e., p(Stmotion | i, st, ψ1:H , S

t
feasible, S

t
task, S

t
control), we query an LLM to

return a preference function Ft(st, at) as Python code based on the user instruction i, the primitive
sequence ϕ1:H , and the controller α(·, ξ1:H). To align the return of the LLM with our desired
structure, we prompt it with a system and task description, a number of in-context examples [13],
and a set of programmatic building blocks. These building blocks provide the LLM with

1. the predicted next state st+1 = Es̄t+1
[T (s̄t+1 | st, ψt)],

2. the functionality to retrieve the pose of an object in a given frame from a given state,

3. functions to calculate metrics given a set of poses, e.g., the Euclidean distance of two objects,

4. a set of monotonic functions gp : R → [0, 1] that map the value of a given metric to a utility.

By restricting the codomain of the utility function to [0, 1], we can interpret its image as the probabil-
ity of user satisfaction. The LLM can evaluate multiple logical connectives in the preference function
probabilistically using the AND(p1, p2) = p1p2 and OR(p1, p2) = p1p2+ p1(1− p2)+ p2(1− p1)
operators, where we assume that the events are stochastically independent. We provide more de-
tails about our prompt design in Appendix B. One key assumption that we make is that the pref-
erence functions F1:H(s, a) returned by the LLM accurately reflect the true underlying probability
p(Smotion | i, s1, ψ1:H , Sfeasible, Stask, Scontrol), which we evaluate in our ablation study in Sec. 7.2.

7 Experimental evaluation

We performed a user study and an ablation study to investigate three main hypotheses:

H1 Users have preferences regarding the motion and control of interactive robots.

H2 Text2Interaction integrates these preferences in the execution of the plan of the robot.

H3 Text2Interaction generates preference functions that align with the instructions of the user.

Our experiments focused on preferences on the motion and control level, as previous work [4, 5]
already investigated task-level preferences extensively.

7.1 Real-world user study

To evaluate our research hypotheses, we set up our running example in Fig. 1 on a Franka Research
3 robot. Hereby, the robot had to pick up a screwdriver from the desk and hand it over to the user,
as demonstrated in our supplementary video. Our user demographic consisted of 18 participants, of
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Figure 3: Main takeaways from our user study. The answers of the 18 participants are centered
around zero for better comparison.

which 16 stated that they had previous experience in robotics. Our experiments then comprised four
experimental stages, with the users performing the same task multiple times per stage and answering
questions on a five-point Likert scale after each stage.

In stage 1, we demonstrated our safety shield to the user. For this, we predefined three sets of
controller parameters: ξbeginner, ξintermediate, and ξexpert, listed in Appendix A, with each mode being
faster and more reactive than the previous one. We then let the user decide which mode they would
like to work with in the upcoming interactive task.

In stages 2 and 3, the users performed the task of the screwdriver handover, where the robot had
two different modes. The first mode was baseline 1 [5], which only optimized for task success and
did not incorporate motion level preferences. The second mode was Text2Interaction (predefined),
which we previously queried with the instruction, “Hand me the screwdriver, and make sure the
handle is pointing towards me so that I can comfortably grab the handle.”.

In stage 4, we asked each user for personal instructions to the robot for this task. We then queried
Text2Interaction for new custom preference functions and performed the task in a zero-shot manner.

After stages two to four, the users answered five questions about trust, intelligence, cooperativeness,
comfort, and awareness [64] to evaluate the quality of the HRI. By asking the same questions repeat-
edly, we can evaluate if there is a difference in the distribution of answers between the stages using
the Wilcoxon signed-rank test [65] and report the p-values. Fig. 3 further summarizes the answers
to a set of general questions not associated with any specific stage. Our user study confirmed our
hypotheses in the following ways:

H1: First, users tend to agree that they have a strong preference for the way the robot executes
the task, see Fig. 3. Second, with statistical evidence, users perceived Text2Interaction (predefined)
as more intelligent (p ≤ 0.005), more cooperative (p ≤ 0.01), and more trustworthy (p ≤ 0.05)
than the baseline. Additionally, they were more comfortable with Text2Interaction (predefined)
(p ≤ 0.025) and reported that the robot more accurately perceived what the goals of the users were
(p ≤ 0.01) than with the baseline. Third, from our user group, 50% chose ξintermediate, and 50%
chose ξexpert as controller parameters, which indicates a general preference towards a faster robot
for this task. Furthermore, 33% of users have stated a strong preference for the safety shield mode,
indicating that although a majority of users might be indifferent to the controller parameters, it is
still relevant to integrate control preferences in HRI.

H2: 83% of users agreed that Text2Interaction integrates their preferences into the plan of the robot,
and 94% of users preferred the execution of Text2Interaction (predefined) over the baseline. The
participants further rated the execution of their personal preferences, Text2Interaction (personal), as
more cooperative (p ≤ 0.005) and comfortable (p ≤ 0.025) than the baseline and stated that the
robot more accurately perceived what their goals are than the baseline (p ≤ 0.025).

H3: 67% of users preferred the robot behavior following their instruction over Text2Interaction
(predefined). Additionally, 83% of users stated that it was easy to communicate their preferences
with Text2Interaction.
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7.2 Ablation study
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Figure 4: Mean results of our object ar-
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To further quantify the validity of hypothesis H3,
we performed an ablation study on a set of object
rearrangement tasks. Our study aims to validate if
Text2Interaction can generate valid preference func-
tions from a limited set of in-context examples. We
used 15 tasks consisting of an instruction, a task
plan, and hand-crafted oracle preference functions
F ⋆1:H . For each task, we defined three trials, and
for each trial, we randomly selected three in-context
examples out of the other 14 tasks to construct the
LLM prompt3. We evaluated each trial 100 times
with random initial states and calculated their aver-
age preference score based on the oracle preference
functions F ⋆1:H . Finally, we calculated the mean suc-
cess rates and preference scores together with their
95% confidence intervals using bootstrapping. Our
experiments included four agents:
... • Oracle, which used the hand-crafted preference functions (score =

∏
tQtF

⋆
t ),

• Baseline 1 was [5], which only optimized for task success (score =
∏
tQt),

• Baseline 2 was inspired by [13, 15, 16], which treats preferences and the feasibility of the plan
as rewards, and aimed to maximize the score =

∑
tQt + Ft,

• Text2Interaction with the objective defined in (6) (score =
∏
tQtFt).

Text2Interaction successfully generated executable preference functions for all 45 trials. Fig. 4
shows that our approach achieves approximately the same or higher task success rates than both
baselines but achieves significantly higher preference scores. Empirically, Text2Interaction mainly
struggled with vaguely communicated preferences, such as, “Place object A as far left of the table as
possible.” This is because there are many different ways of interpreting the instruction, which leads
to a natural discrepancy between Text2Interaction and the oracle. Overall, the results of our ablation
support hypothesis H3 and indicate a robust generalization of Text2Interaction to new problems.

8 Conclusion and Limitations

We presented a framework to include human preferences from a single user instruction in three
levels of the robotic software stack: task, motion, and control. By optimizing over the combined
probability that the plan is feasible and satisfies the user instruction, we find task and motion plans
that are more likely to fulfill both criteria than related baselines. The overwhelming majority of
users found that Text2Interaction integrates their preferences easily.

One limitation of our work is the dependence on in-context examples for the LLM prompts. If the
user request is semantically out of distribution of these examples [66], the LLM is unlikely to out-
put reasonable results. Unfortunately, as of now, LLMs tend to hallucinate solutions in such cases
instead of returning an empty preference function. Possible solutions could be to perform out-of-
distribution detection for in-context examples or fine-tuning an LLM on a large set of preference
examples to improve generalization. Furthermore, we assume the user preference is fully communi-
cated through language instructions. Most human-human interactions, however, include non-verbal
communication, which Text2Interaction currently does not capture. Future work could integrate
other forms of communication through methods like gesture recognition and vision language mod-
els.

3We are using the OpenAI gpt-4-0125-preview model with a context length of 128 000 tokens. The
average query time was 29 ± 9 s.
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[53] Y. Huang, J. Silvério, L. Rozo, and D. G. Caldwell. Generalized task-parameterized skill
learning. In Proc. of the IEEE Int. Conf. on Robotics and Automation (ICRA), pages 5667–
5474, 2018.

[54] C. Agia, T. Migimatsu, J. Wu, and J. Bohg. Stap: Sequencing task-agnostic policies. In Proc.
of the IEEE Int. Conf. on Robotics and Automation (ICRA), pages 7951–7958, 2023.

[55] A. Pereira and M. Althoff. Safety control of robots under computed torque control using
reachable sets. In Proc. of the IEEE Int. Conf. on Robotics and Automation (ICRA), pages
331–338, 2015.

12



[56] S. Schepp, J. Thumm, S. B. Liu, and M. Althoff. SaRA: A tool for safe human–robot co-
existence and collaboration through reachability analysis. In Proc. of the IEEE Int. Conf. on
Robotics and Automation (ICRA), pages 4312–4317, 2022.

[57] J. Thumm and M. Althoff. Provably safe deep reinforcement learning for robotic manipulation
in human environments. In Proc. of the IEEE Int. Conf. on Robotics and Automation (ICRA),
pages 6344–6350, 2022.

[58] ISO. Robotics - safety requirements - part 1: Industrial robots. Technical Report DIN EN ISO
10218-1:2021-09 DC, International Organization for Standardization, 2021.

[59] ISO. Robots and robotic devices - collaborative robots. Technical Report ISO/TS
15066:2016(E), International Organization for Standardization, 2016.

[60] D. Beckert, A. Pereira, and M. Althoff. Online verification of multiple safety criteria for a robot
trajectory. In Proc. of the IEEE Conf. on Decision and Control (CDC), pages 6454–6461, 2017.

[61] J. Thumm, G. Pelat, and M. Althoff. Reducing safety interventions in provably safe reinforce-
ment learning. In Proc. of the IEEE/RSJ Int. Conf. on Intelligent Robots and Systems (IROS),
pages 7515–7522, 2023.

[62] S. B. Liu and M. Althoff. Online verification of impact-force-limiting control for physical
human-robot interaction. In Proc. of the IEEE/RSJ Int. Conf. on Intelligent Robots and Systems
(IROS), pages 777–783, 2021.

[63] Z. I. Botev, D. P. Kroese, R. Y. Rubinstein, and P. L’Ecuyer. The cross-entropy method for
optimization. In Handbook of Statistics, volume 31, pages 35–59. Elsevier, 2013.

[64] G. Hoffman. Evaluating fluency in human–robot collaboration. IEEE Transactions on Human-
Machine Systems, 49(3):209–218, 2019.

[65] R. Lowry. Concepts and Applications of Inferential Statistics. Online available at
http://vassarstats.net/textbook/, 2014.

[66] A. Elhafsi, R. Sinha, C. Agia, E. Schmerling, I. A. D. Nesnas, and M. Pavone. Semantic
anomaly detection with large language models. Autonomous Robots, 2023.

13



Appendices
A Controller parameters

The controller parameters used in our user study are listed in Table 1. We define two different max-
imal joint acceleration and jerk values. The values aϕ and jϕ define how fast the robot accelerates
along its primitive. The values amax and jmax define how fast the robot is allowed to decelerate in
case a human intersects its path. The value vsafe defines the maximal Cartesian velocity that a point
on the robot geometry is allowed to have upon contact with a human.

Table 1: Controller parameters used in our user study
Parameter Description ξbeginner ξintermediate ξexpert

vmax Maximal joint velocity [rad/s] 0.25 0.4 2.0
aϕ Maximal joint acceleration on the primitive [rad/s2] 0.5 1 2.5
amax Maximal joint acceleration [rad/s2] 2 5 20
jϕ Maximal joint jerk on the primitive [rad/s3] 2 5 15
jmax Maximal joint jerk [rad/s3] 100 200 400
vsafe Maximal contact velocity (Cartesian) [m/s] 0.05 0.15 0.2

B Prompt design

Our prompts contain the following elements, which are further summarized in Fig. 5.

Place the red box le� of the blue box

User

Prompt

Introduc�on

Purpose: You are an interac�ve robot planner...

State descrip�on: There is a table with a red box and a blue box on it...

Objec�ve: Write a Python func�on that evaluates if the given ac�on would sa�sfy the user instruc�on...

In-context examples

Instruc�on: Arrange the mug and the plate in a straight line.

Preference func�on: 

   def straightLineArrangementFn(state, action): ... 

Building blocks

Geometric func�onality

   pose = getPose(obj) ...
Measurement func�ons

   metric = posNorm(pose_1, pose_2) ...
Probability func�ons

   probability = linear_prob(metric, t_1, t_2) ...

Figure 5: Structure of the prompt used to generate the output of Text2Interaction.

First, we use a fixed system prompt comprising:

• Introduction and purpose of the system.

• Definition of terminology: task plan, primitive, control parameters, and preference func-
tion.

• State definition: objects, predicates, and relationships.

• Available manipulation primitives.
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• Objective: Structure and constraints of: task sequence, controller parameters, and prefer-
ence functions.

• Preference function signature in Python code.

Then, we provide a number of building block functions as listed in Fig. 6 that the LLM can use to
construct the preference function in Python code.

1 # Get the pose of an object in a specified frame from the current
environment state.

2 pose = getPose(state, obj, frame=’world’)
3 # Get the L1, L2, or L_inf norm of the positional difference of the

two poses. Select axis to evaluate the norm on.
4 metric = positionNorm(pose_1, pose_2, norm=’L2’, axis=[’x’, ’y’, ’z’

])
5 # Calculate the difference in rotation of two poses using the great

circle distance.
6 metric = greatCircleDistance(pose_1, pose_2)
7 # Evaluate if an object is pointing in a given direction. Rotates the

given main axis by pose_1.orientation and calculates the
greatCircleDistance between the rotated axis and pose_2.position.

8 metric = pointingInDirectionMetric(pose_1, pose_2, main_axis=[1, 0,
0])

9 # Calculate the rotational difference between pose_1 and pose_2
around the given axis.

10 metric = rotationAngle(pose_1, pose_2, axis)
11 # Return 1.0 if metric >= t, 0.0 otherwise. And vice versa if not

direction.
12 prob = threshold(metric, t, direction=true)
13 # Return 1.0 if metric >= t_2, 0.0 if metric < t_1, and linearly

interpolate otherwise. And vice versa if not direction.
14 prob = linear(metric, t_1, t_2, direction=true)
15 # Normal cummulative distribution function with given mean and

standard deviation
16 prob = normal(metric, mean, std_dev, direction=true)
17 prob = AND(prob_1, prob_2)
18 prob = OR(prob_1, prob_2)
19

Figure 6: Helper functions defined in our experiments to construct the motion preference function.

A number of in-context examples in the prompt serve as a guideline for the LLM to construct outputs
in the correct format. Our in-context examples start with an instruction with the following elements:

• State description: objects in the scene, predicates and relations of the objects to each other.

• Orientation definition: where is front/behind, left/right, up/down.

• User instruction i.

• If the task plan is already fixed, like in our experiments, we provide it here.

• If the controller parameters are already fixed, like in our experiments, we provide them
here.

Each in-context example defines a hand-scripted solution to its given instruction consisting of a task
plan ϕ1:H , the controller parameters ξ1:H , and a sequence of preference functions F1:H . Finally, we
add the actual instruction to the prompt consisting of the same elements as the example instructions
in the in-context examples.

C Examples for preference representations

In this section, we provide examples how Text2Interaction integrates human preference effectively.
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Object arrangement When given instruction i: “Place the object left of the blue box”,
Text2Interaction returns a preference function Ft(st, at) of the place primitive as exemplified
in Fig. 7.

1 def isLeftOfBlueBlox(state , action):

2 # Get the blue box pose in the current state

3 blue_box_pose = get_pose(state , "blue_box")

4 # Get the predicted object pose after executing the action

5 next_state = transition_fn(state , action)

6 object_pose = get_pose(next_state , "object")

7 # Evaluate if the object is placed left of the blue box

8 left = [0.0, 1.0, 0.0]

9 diff_left = position_diff_along_direction(object_pose , blue_box_pose , left)

10 # The direction difference should be greater zero.

11 t_0 = 0.0

12 # A distance of 10cm is preferred.

13 t_1 = 0.1

14 is_left_probability = linear_probability(diff_left , t_0 , t_1)

15 return is_left_probability

16

Figure 7: Example preference function for the instruction “Place the object left of the blue box”.

Safety preference In our recurring example of Fig. 1, the user might instruct “I do not want to get
hit by the tip of the screwdriver”. Text2Interaction could respect this safety concern in two different
ways:

1. A restrictive controller is selected, e.g., αstop(·, ξcritical), which guarantees that the robot
comes to a full stop early before a collision could occur. Then, we do not need to account
for any discomfort due to collisions in the preference function. For example, we could
pick an action, where the tip of the screwdriver faces the human most of the time and only
switches directions in the end.

2. A less restrictive controller is selected, e.g., αcontact(·, ξintermediate). We could then account
for the instructed preference on the motion level by requiring all handover actions to have
the tip of the screwdriver face away from the human during the entire trajectory.

Carefulness Another example, where Text2Interaction has multiple ways of incorporating human
preference into the plan of the robot follows the instruction i: “Put the vase on the desk carefully!”.
As an example, Text2Interaction could integrate the instructed preference on two different levels:

1. On the motion level as a preference function: We could take the angle between the base of
the vase and the desk surface as a metric. A small angle could then relate to a more careful,
and therefore preferred, touchdown.

2. On the control level: Text2Interaction could choose an admittance controller (αcompliant)
instead of a PID-controller with a low stiffness and low overall low velocity, which would
lead to softer touchdowns.

Comparison to baseline objectives Our objective in (6) leads to an optimization of the product
of Q-functions and preference functions. In our ablation study, we compare our approach to the
common weighted sum of rewards formulation used in many baselines [13–16]. In Fig. 8, we give
an intuition why our formulation outperforms the baselines.

D Derivations

In this section, we derive the approximations of (5) under the assumptions of the Markov property,
i.e., all information of s1:t−1, a1:t−1 is contained in st. Additionally, we assume that the user has a
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1. Pick(screwdriver)
2. Handover(screwdriver, hand)

F1: PickAtRodProbFn(s, a, s') 
F2: HandOverAtHandleProbFn(s, a, s')

1. Stop
2. Contact

Baseline 1 Baseline 2Skill sequence Text2Interac�on
Hand me the screwdriver, and make 
sure that I can comfortably grab it!

Task planner

User

Safety controller

Preference func�on

Figure 8: Preference-aligned planning with Text2Interaction. The user asks the robot to hand
them the screwdriver so that they can comfortably grasp it. Previous methods would only output a
task plan and optimize it for task success (baseline 1 [5]), or treat preference as an additive reward,
leading to unsuccessful executions (baseline 2 [13–16]). Text2Interaction takes task-, motion- and
control-level preferences into account. In this example, our system outputs two preference functions
that evaluate if the screwdriver is picked by the rod and if it is then handed over by the handle,
encouraging plans toward their satisfaction. The skill sequence in the first row is the most likely to
succeed, but not preferable as the handle is not easily graspable. The second sequence includes an
action that is most likely going to fail, as the robot would try to grasp the very tip of the screwdriver.
The last row depicts a skill sequence that is preferable and executable. From these three skill se-
quences, baseline 1 would select the first sequence, as it is the most likely to succeed, and baseline
2 would select the second sequence, as it maximizes the sum over Q-function and preference func-
tions. Only Text2Interaction would correctly select the third skill sequence.

motion preference in each individual skill of the sequence resulting in the events

∀t = 1, . . . ,H : Stmotion : the action at satisfies the motion preferences at time step t starting in st.

Hereby, we assume that the motion preference Stmotion does not depend on the future environment
history (st+1:H+1, ψt+1:H). This assumption was reasonable in our experiments, but there might
be more complex long-horizon dependencies for which this assumption fails. The overall motion
preferences of the user are only fulfilled if their motion preferences at each time step are fulfilled,
i.e., Smotion = S1:H

motion = S1
motion ∧ · · · ∧ SHmotion. We give a more detailed explanation of the steps and

approximations involved in (9) following the equation.

p(Smotion | s1, a1:H , i, ϕ1:H , α1:H , ξ1:H , Sfeasible, Stask, Scontrol︸ ︷︷ ︸
κ

) (9a)

= p
(
S1

motion | s1, a1:H , κ
)
p
(
S2:H

motion | s1, a1:H , S1
motion, κ

)
(9b)

= p
(
S1

motion | s1, a1, κ
) ∫

S
p
(
S2:H

motion | s2, s1, a1:H , S1
motion, κ

)
p
(
s2 | s1, a1, S1

motion, κ
)
ds2 (9c)

= p
(
S1

motion | s1, a1, κ
)
Es2

[
p
(
S2:H

motion | s2, a2:H , S1
motion, κ

)]
(9d)

s2 ∼ T1 (· | s1, ψ1)≈ p
(
S1

motion | s1, a1, κ
)
p
(
S2:H

motion | s2, a2:H , S1
motion, κ

)
(9e)

Repeat steps (9b)-(9e) with st+1 ∼ Tt (· | st, ψt):
≈ p

(
S1

motion | s1, a1, κ
)
p
(
S2

motion | s2, a2, S1
motion, κ

)
· . . . · p

(
SHmotion | sH , aH , S1:H−1

motion , κ
)

(9f)

=

H∏

t=1

p
(
Stmotion | st, at, S1:t−1

motion, κ
)

(9g)

≈
H∏

t=1

Ft(st, at) , (9h)

where Es2 [·] refers to the expected value over all possible states s2. Note, that in (9d), the ex-
pected value over all possible states s2 is conditioned on the action a1, state s1 and on the events
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that the execution of primitive ψ1 is feasible and preferable. To derive (9c), we use the assump-
tion that S1

motion is independent of a2:H . For (9e) we use the Markov assumption. To retrieve the
estimate in (9f), we follow the proposed procedure in [5, Appendix C.1], where we compute a
single Monte-Carlo sample estimate of (9e) under the state transition T1 (s2 | s1, ψ1). Here, the
key insight is that we only execute skill sequences if the problem in (6) finds a valid action se-
quence that fulfills the user preferences and is feasible. Therefore, it is reasonable to assume that
the condition events S1

motion and S1
feasibility in p

(
s2 | s1, a1, S1

motion, κ
)

occurred. The approxima-
tion Es2

[
p
(
S2:H

motion | s2, a2:H , S1
motion, κ

)]
≈ p

(
S2:H

motion | s2, a2:H , S1
motion, κ

)
was reasonable in our

experiments as the learned transition distributions had a low variance. We then repeat steps (9b)-
(9e) to get the approximation in (9f), which can be written as (9g). Finally, for (9h) we assume that
the probability functions Ft(s, a) returned by the LLM approximate the true underlying probabilities
of user satisfaction by the given actions. In our ablation study, we saw that this assumption held if
the new task was semantically in distribution [66] of the given in-context examples. For example, if
we give Text2Interaction the screwdriver handover as an in-context example, it produces reasonable
preference functions for the request “Hand me an ice cream”, but it fails for the request “fold the
piece of paper to a square”.
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