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Abstract001

In this study, we present the first large dataset002
for subjectivity detection in Arabic, consisting003
of ∼3.6K manually annotated sentences, and004
GPT-4o based explanations. In addition, we005
include instructions (both in English and Ara-006
bic) to facilitate LLM based fine-tuning. We007
provide an in-depth analysis of the dataset, an-008
notation process, and extensive benchmark re-009
sults, including PLMs and LLMs. Our anal-010
ysis of the annotation process highlights that011
annotators were strongly influenced by their012
political, cultural, and religious backgrounds,013
especially at the beginning of the annotation014
process. The experimental results suggest that015
LLMs with in-context learning provide better016
performance. We release the dataset and re-017
sources to the community.1018

1 Introduction019

Detecting subjectivity2 in news sentences is cru-020

cial for several reasons. It helps identifying media021

bias by distinguishing between objective report-022

ing and subjective content, thereby enhancing the023

credibility of news sources. This differentiation024

is also vital in combating misinformation and fake025

news by flagging opinion-based content for further026

verification. In Figure 1, we present an example of027

a subjective sentence that can be misleading and028

cause fear among citizens. The highlighted part of029

the text in the example is subjective.030

With the reliance on social media as platforms031

of expression, users often resort to informality, di-032

alects, and a combination of languages. When033

seeking news reports and statements, readers turn034

to news outlets for knowledge and assessments of035

current events. While readers may consider news036

1anonymous.com
2Subjectivity, according to Abo et al. (2019), “refers to

aspects of language used to express feelings, opinions, eval-
uations, and speculations and, as such, it incorporates senti-
ment”.

Figure 1: An example of a subjective sentence that can
be misleading and cause fear.

from reliable outlets as objective sources of infor- 037

mation, research shows that news reports are of- 038

ten partisan, subjective, and reflective of the news 039

agency’s standpoint. Therefore, analyzing subjec- 040

tivity provides insights into public sentiment and 041

the social impact of news. It can empower readers 042

to make informed decisions and encourages criti- 043

cal thinking by highlighting subjective reports. 044

While there has been research effort to de- 045

velop methods and systems to automatically iden- 046

tify such content, the majority of studies focus 047

on English or other high-resourced languages. 048

However, the field is growing to incorporate 049

“morphologically-rich” or complex languages, 050

including Urdu, Arabic, and Turkish (Abdul- 051

Mageed, 2015). 052

Research on subjectivity in Arabic con- 053

tent (Abdul-Mageed et al., 2011; Abdul-Mageed 054

and Diab, 2011, 2012; Mourad and Darwish, 055

2013; Abdul-Mageed and Diab, 2014) addresses 056

the complexities of language usage, primarily fo- 057

cusing on Modern Standard Arabic (MSA) and re- 058

gional dialects. The significant variation in Ara- 059

bic dialects across different geographical and na- 060

tional contexts presents an additional challenge. 061

Therefore, in this study, we focused on Arabic, 062

with a special emphasis on news content. Given 063

the lack of resources for developing AI-based sys- 064
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tems in Arabic, we introduce ThatiAR,3 a reason-065

ably large and well balanced dataset consisting of066

manually annotated news sentences. While anno-067

tating ThatiAR, we addressed three research ques-068

tions: characteristics of news report, annotators’069

perceptions, and the applicability of current anno-070

tation guidelines, with regards to subjectivity (see071

Section 3.3). We conducted extensive experiments072

to create a benchmark using different Pre-trained073

Language Models (PLMs) and Large Language074

Models (LLMs) that can serve as a foundation for075

future research. Given that current LLMs consis-076

tently push the boundaries of NLP and achieve077

state-of-the-art performance in tasks such as ma-078

chine translation, summarization, sentiment analy-079

sis, and more complex applications like legal doc-080

ument analysis and creative writing (Liang et al.,081

2022; Bang et al., 2023; Ahuja et al., 2023; Hendy082

et al., 2023; Khondaker et al., 2023; Abdelali et al.,083

2024), therefore, we used GPT-4o to generate ex-084

planations for why a sentence is labeled as subjec-085

tive or objective. Additionally, we developed in-086

structions for each data point, resulting in a com-087

prehensive instruction-following dataset. Below is088

a summary of our contributions:089

• We developed ThatiAR, a dataset consisting090

of approximately 3.6K manually annotated091

news sentences. This is largest dataset com-092

pared to any other subjectivity dataset re-093

leased so far.094

• We provide a detailed analysis of the anno-095

tation process, addressing the research ques-096

tions mentioned earlier.097

• Benchmark results using different PLMs and098

LLMs.099

• The dataset includes explanations for the pro-100

vided labels, which can aid in developing101

explanation-based generative models.102

• An instruction-following dataset that can103

help in building models capable of following104

instructions.105

2 Related Work106

Research on subjectivity analysis often ap-107

proaches subjectivity and sentiment analysis hi-108

erarchically. First, texts are classified as subjec-109

tive or objective, and then sentiments are desig-110

nated as “positive,” “negative,” or “mixed” for the111

subjective texts (Korayem et al., 2012; Mourad112

3Translated in Arabic as ú
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G@
	
X (“Thati”) meaning “subjec-

tive” in English.

and Darwish, 2013; Refaee and Rieser, 2014a,b). 113

Typically, it has been served as a preliminary 114

step to sentiment analysis (Savinova and Moscoso 115

Del Prado, 2023), as it relies primarily on subjec- 116

tive fragments of the text. Earlier approaches of 117

research for this domain was mainly rule based 118

and mostly for English. Recently the problem 119

has been mostly addressed by training transformer 120

based models (Huo and Iwaihara, 2020). 121

For Arabic, earlier research by Abdul-Mageed 122

et al. (2014) proposed a system for sentence-level 123

subjectivity analysis of Arabic social media. They 124

also developed a comprehensive corpus that in- 125

cludes sentences from chats, tweets, Wikipedia 126

pages, and web forums, which were manually an- 127

notated as objective, subjective, neutral, or mixed, 128

and further categorized by sentiment (i.e., posi- 129

tive and negative). Habash et al. (2013) developed 130

the Qatar Arabic Language Bank (QALB), which 131

provides guidelines for Arabic corpus annotations 132

that account for the Qatari dialect. These cor- 133

pora and dataset developments are significant to 134

the field of subjectivity and sentiment analysis in 135

both Modern Standard Arabic (MSA) and Dialec- 136

tal Arabic (DA). Additionally, Azmi and Alzanin 137

(2014) developed an opinion mining system tar- 138

geting the Saudi Najdi Dialect, called Ara’a. This 139

dataset includes comments manually annotated for 140

sentiment polarities. 141

The development of AI-based systems requires 142

annotated datasets. The dataset development with 143

subjectivity annotations are inherently subjective 144

and influenced by annotators’ standpoints, social 145

contexts, backgrounds, etc. Additionally, political 146

stances can affect how annotators interpret and an- 147

notate the text (Luo et al., 2020; Díaz et al., 2018). 148

This introduces a significant gap in the emerging 149

literature on subjectivity, particularly within the 150

diverse Arabic linguistic context. 151

The implications of manual annotations in sub- 152

jectivity detection are challenging, reflecting the 153

inherently subjective nature of the task. Forms 154

of agreement and disagreement among annotators 155

provide insights into the subjective nature of the 156

content and highlight the challenges in achiev- 157

ing consistent annotations. High agreement lev- 158

els indicate clearer subjective or objective content, 159

while disagreements reveal areas where subjectiv- 160

ity is more ambiguous and contested. 161

Such findings can show a gap in the literature on 162

the development of subjectivity detection systems 163

for the Arabic language. Addressing this gap re- 164
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Figure 2: The pipeline of the data collection, annotation, and instruction/explanation datasets development process.

quires a deeper understanding of how these factors165

impact annotations and the development of more166

robust, context-aware AI systems.167

Considering different challenges and aspects, in168

this study we propose ThatiAR dataset and pro-169

vides benchmark results, which is a first of its kind170

for Arabic. This resource will benefit the commu-171

nity towards building models focusing on small172

and large models and conduct further resarch for173

news media analysis.174

3 Dataset175

In this section, we discuss the effort carried out to176

construct ThatiAR dataset. In Figure 2, we pro-177

vide a complete workflow of the data collection178

(Section 3.1), manual annotation (Section 3.2) and179

analysis (Section 3.3).180

3.1 Data Collection181

To prepare a set of sentences for subjectivity anno-182

tation, we went through the following two phases.183

3.1.1 News Article Selection184

We selected the AraFacts dataset (Sheikh Ali et al.,185

2021), which contains claims verified by Arabic186

fact-checking websites. Each claim is associated187

with web pages that either propagate or refute the188

claim. In total, we collected 1,159 new articles189

from AraFacts. To address the issue of skewed dis-190

tribution of sentence types in news articles, which191

tend to favor objective sentences, a graduate stu-192

dent manually searched for opinionated articles193

published by various Arabic news outlets (e.g.,194

Sky News Arabia, Alarabiya). This effort resulted195

in selecting 221 new articles. Our pool of articles196

includes content from over 500 news outlets, cov-197

ering a wide range of categories such as politics,198

social issues, arts and culture, and health, among199

others.200

3.1.2 Preprocessing 201

We parsed the web pages using three different 202

scrapers, favoring the longest output. The tools 203

used were Goose3,4 Newspaper3k,5 and Trafi- 204

latura.6 After extracting the text content, we seg- 205

mented the body of text into paragraphs and sen- 206

tences, resulting in a total of 15,947 sentences. 207

The parsing and segmentation involves rule based 208

approaches to filter and remove noisy html tags. 209

3.1.3 Sentence Selection 210

We applied two sampling strategies. The first 211

strategy was rule-based, considering only sen- 212

tences with a length between 10 and 45 words 213

to select not overly long self-contained sentences. 214

The second strategy utilized four transformer- 215

based models and GPT-4 to evaluate the subjec- 216

tivity of the sentences. The goal of this strategy 217

was to select sentences with at least one “subjec- 218

tive” vote, thereby oversampling potentially sub- 219

jective sentences for annotation. For this pur- 220

pose, we trained five models: ARABERTv2 (An- 221

toun et al., 2020), ARBERTv2 (Abdul-Mageed 222

et al., 2021), MARBERTv2 (Abdul-Mageed et al., 223

2021), GIGABERTv4 (Lan et al., 2020), and GPT- 224

4 (Achiam et al., 2023). These models were fine- 225

tuned on the entire Arabic subjectivity datasets 226

from the CheckThat! 2023 lab (Galassi et al., 227

2023). As a result, we selected 4,524 sentences, 228

forming our annotation pool. 229

3.2 Data Annotation 230

To annotate ThatiAR, we opt to employ human 231

annotators on Amazon Mechanical Turk (mTurk) 232

crowdsourcing platform. Given that we used the 233

mTurk platform, the demographic information of 234

the annotators is not known to us. We adopted 235

4https://goose3.readthedocs.io
5https://newspaper.readthedocs.io/
6https://trafilatura.readthedocs.io
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the annotation guidelines from a previous study236

(Antici et al., 2021) and tailored them for Ara-237

bic language. We discuss the annotation guide-238

lines with additional examples in Appendix C. In239

a nutshell, we define subjective sentences as ex-240

pressions of the writer’s feelings, literary tastes, or241

personal interpretations of topics and events. Sen-242

tences containing sarcasm, support, or offensive243

language are also considered subjective. In con-244

trast, objective sentences present facts, events, and245

topics based on verifiable data and include com-246

mon expressions or sayings not originally written247

by the author.248

To ensure the clarity and coherence of the249

guidelines, and the mTurk annotation configura-250

tion, we ran multiple pilot studies that exhausted251

around 850 sentences from our pool.252

To ensure the quality of annotations, we sam-253

pled a set of 115 annotated sentences from Check-254

That! 2023 lab (Galassi et al., 2023). We use255

these sentences in two ways: (i) 10 questions for256

pre-qualification test that an annotator has to pass257

before being eligible to start the actual HITs, and258

(ii) 105 questions for ongoing-qualification that an259

annotators has to maintain an acceptable accuracy260

throughout the annotation process. For both we261

requested the worker accuracy above 60%.262

We finally set up the design of the annotation in-263

terface and configurations as follows. We ran 245264

HITs, each containing no more than 15 sentences265

and 5 quiz questions. We initially collected 3 an-266

notations per sentence and dynamically requested267

up to 2 more annotations when the majority agree-268

ment of 66.6% was not met, to guarantee the relia-269

bility of annotations. We compensated annotators270

$0.60 per HIT, costing around $550 for the entire271

dataset. As a result, we obtained 3,661 sentences272

with 66.6% agreement, of which 1,579 were sub-273

jective and 2,082 were objective sentences. The274

sentences that did not pass the agreement score275

were removed from the final dataset. In Table 2,276

we present a few annotated sentences from the277

ThatiAR dataset along with their English transla-278

tions. Table 1 shows the statistics of ThatiAR.279

Set SUBJ OBJ All

Train 1,055 (66.8%) 1,391 (66.8%) 2,446
Dev 201 (12.7%) 266 (12.8%) 467
Test 323 (20.5%) 425 (20.4%) 748

All 1,579 2,082 3,661

Table 1: Statistics of ThatiAR dataset

3.3 Data Analysis 280

Annotation Agreement. To evaluate the reli- 281

ability of human annotations, we computed the 282

Inter-Annotator Agreement (IAA) using an agree- 283

ment coefficient that averages the observed agree- 284

ment across all annotators and sentences. We 285

found the agreement to be approximately 0.54, in- 286

dicating a reasonable level of agreement for the 287

subjectivity annotation. 288

We further computed the Cohen’s Kappa 289

(C.Kappa) coefficient between each of the first 290

three annotators and the consolidated label (de- 291

termined by majority voting) (Alam et al., 2021). 292

As shown in Table 3, the C.Kappa results indicate 293

a moderate agreement, with an average of 0.54.7 294

The annotation task for subjectivity is complex, 295

which effects the agreement score. This complex- 296

ity has also been highlighted in (Antici et al., 2021, 297

2024). 298

Deep Analysis. While manually annotating 299

ThatiAR, we focused on the key aspects that im- 300

pact the understanding of Arabic news reporting 301

and the quality of annotations. We discuss our 302

analysis by discussing the examples reported Ta- 303

ble 7 (in Appendix). 304

Bias in reporting and annotating. News reports 305

often contain phrases and terms that can be inter- 306

preted in multiple ways. Sentence #1 is example 307

in point. The phrase “H. Q¢
	
�ÖÏ @ Õæ



Ê
�
¯B

@” (“volatile re- 308

gion”) is a preliminary site of disagreement. The 309

region may be described as volatile because it mer- 310

its the description of Oxford dictionary definition: 311

“liable to change rapidly and unpredictably, es- 312

pecially for the worse.” However, the perception 313

of volatility could also be influenced by partisan 314

news reporting that portrays China as oppressive 315

and democracy as liberating. This raises the ques- 316

tion of whether the term “volatile” is accurate or 317

if it carries political, historical, or cultural biases 318

of the journalists and news agencies. On the other 319

hand, annotators with similar potential biases are 320

likely to consider this news sentence objective, 321

while those with differing biases may view it as 322

subjective. 323

Subjectivity in reporting and annotating. To un- 324

derstand the sources of disagreement between an- 325

notators, we examined several instances that ex- 326

7According to Landis and Koch’s scale (Landis and Koch,
1977), Kappa values of 0.21–0.40 correspond to fair agree-
ment, 0.41–0.60 to moderate agreement, 0.61–0.80 to sub-
stantial agreement, and 0.81–1.0 to perfect agreement.
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# Label Sentence Translation

1 SUBJ 22 QÒªË@ 	áÓ
	
©ÊJ.

�
K
�
èA
�
J
	
¯ ù



ëñ AîD�

	
®
	
K XQ�
gñK.

�
HYg. ð

�
�î

	
DK
 ú



æ�
	
�Q
	
®Ë @ QÒª

�
J�ÖÏ @  AJ.

	
� ø



YK


	á�
K. - AÓA«

.
�
�Q¢Ë@ É¾K. AêÒm

Ì

Bouhired found herself - a 22-year-old girl
- in the hands of French colonial officers,
a prey whose flesh was being devoured in
every way.

2 SUBJ I.
�
J» 	á« éJ
Ê«

	
¬Qª

�
JÊË ú




	
¯A¾Ë@

�
I

�
¯ñË@ Yg.


@ ÕË ú




	
æ
	
JºËð

�
èYJ


�
®ªË@ ú




	
æ
�
J¢«


@ ,

�
éJ. �
�«

�
HA

�
¯ð

AK.

�
HPQÓ AÓY

	
J« 	áºËð

. é
�
Jêk. @ñÖÏ

�
éÓ 	PCË@

�
èñ
�
®Ë@

�
éJ
ÓC�B

@

But I did not find the time to get to know
Islam closely, but when I went through dif-
ficult times, the Islamic faith gave me the
strength necessary to face COVID.

3 OBJ �
H@Qj.

	
®
�
JÖÏ @

�
é«A

	
J� ú




	
¯ ÐñJ


	
KñÓ


B@

�
H@Q

�
�
	
K É

	
gY

�
K AÒ»

. Ñk. A
	
JÖÏ @ð 	áK
Yª

�
JË @ ÈAm.

× ú



	
¯
�
é�A

	
g

Ammonium nitrate is also used in the man-
ufacture of explosives, especially in the
field of mining.

4 OBJ �
éËðA¢ÊË

�
éJ

	
�J
¢�Ê

	
®Ë @

�
éJ


	
�
�
®Ë@ @ðXA«


@
	
àñK
Xñª�Ë@ :

�
éJ

�
�
�
�@

ÉJ


K @Qå� @


©Ó ©J
J.¢

�
JË @ 	á«

�
IK
Ym

Ì'@ Y
	
J«

Shtayyeh: The Saudis put the Palestinian
issue back on the table when talking about
normalization with Israel

Table 2: Example sentences from ThatiAR dataset.

Setup C.Kappa

Annotator1 vs. Majority 0.5464
Annotator2 vs. Majority 0.5512
Annotator3 vs. Majority 0.5173

Average 0.5383

Table 3: Inter-annotator agreement using Cohen Kappa
(α) for ThatiAR dataset

hibits some aspects contributing to their subjectiv-327

ity. For instance, sentence #2 references “ÈC�JkB@”328

(“the occupation”), which readers commonly un-329

derstand to mean “Israel.” This term is politically330

loaded and functions as a critique of the Israeli oc-331

cupation, placing blame on Israel as an occupy-332

ing power and alluding to other historical occupa-333

tions. Additionally, the phrase XðYmÌ'@
�
�@Q

�
�
	
g@ (“bor-334

der breaching”) followed by “ �
éJ

	
�J
¢�Ê

	
®Ë @ ú



æ
	
�@P


B@”335

(“Palestinian lands”) also carries significant politi-336

cal weight. If this report were from a news agency337

that supports Israeli claims to nationhood, it might338

not use “Palestinian lands” or refer to Israel as339

“the occupation.” The term “border breaching”340

implies unlawful activity, indicating subjectivity341

in the portrayal of events. The subjectivity in this342

sentence may not intended as a negative or politi-343

cally motivated claim but rather emerges from re-344

ligious and cultural contexts that are more easily345

understood by regional annotators.346

Composite reporting. Multiple news sentences of-347

ten report different matters within the same text348

segment. For example, sentence #3 combines349

three distinct headlines into one statement, each 350

containing both subjective and objective descrip- 351

tions. This discrepancy can lead to disagreement 352

among annotators, as each annotator may focus on 353

different parts of the sentence or interpret the main 354

focus differently. 355

Perspectives of annotators. The perspective of an- 356

notators and their standpoint is a crucial element 357

in their judgments. For instance, a feminist an- 358

notator would account for terms in sentence #4 359

“QÓ
�
A
�
JËAK. ÐA

�
¯” (“conspired”) and “ÕËA« ñëð” (“knowing 360

[well]”), and the usage of the term “ 	
àA


	
¯” (“if”) and 361

“�Ê
	
j
�
J�
�

	
¯” (“get rid of”), therefore judge it to stand 362

collectively as a subjective sentence. The term 363

“conspire” implies criminal or unlawful activities; 364

knowing, a subjective term, espouses knowledge 365

as more prevalent in one person than another; and 366

“get rid” implies the parents, although violent, are 367

disposable further dehumanizing them through the 368

lens of criminal activity. Had this statement ap- 369

peared in English, the statement would appear im- 370

mediately subjective. However, in the construc- 371

tion of the sentence in Arabic, the initial clause 372

functions as a factual statement, further justified 373

by the following clause, and that subjectivity may 374

only be interpreted as appearing in the last line 375

with the term “rid”. 376

To this end, we answer our three questions in 377

light of our examination and analysis of several 378

cases and instances: 379

Q1. What are the emerging characteristics of 380

news reports with regards to subjectivity? 381

Q2. How do annotators of diverse backgrounds 382

5



approach news reports?383

Q3. Should current subjectivity annotation guide-384

lines be further developed to account for385

morphologically-rich, socially complex, and386

culturally-specific content?387

To address Q1, we confirm that news statements388

either reflect an accurate description of the enti-389

ties and events being reported (objective view) or390

convey the reporter’s personal judgments and pre-391

dictions about the impact of the news (subjective392

view). The subjective view is typically driven by393

political, historical, and cultural biases and subjec-394

tivities of the reporter or the news agency. We rec-395

ommend hiring annotators aware of various sub-396

jectivity affecting the news being reported to en-397

sure neutral annotations.398

To address Q2, we affirm that annotators’ po-399

litical, historical, and cultural backgrounds signif-400

icantly influence their understanding of the news401

articles and consequently their judgments. We402

recommend giving the annotators the option to403

abstain when they cannot judge sentences. This404

can be compiled in the annotation tool design by405

adding the label “Others” with the ability to pro-406

vide justification, forming open-ended annotations407

that would be more valuable for analysis and vali-408

dation.409

To address Q3, we highlight four points:410

• Semantic Curation for Data: We endorse the411

importance of carefully preparing data for an-412

notation for ensuring accurate results. The413

processing pipeline, including the segmenter,414

must consider both syntactic and morpho-415

logical aspects of the sentences. Further-416

more, focusing on annotating self-contained417

and concise sentences will enhance the over-418

all quality of the annotations.419

• Abstention with Open-ended Annotations:420

We recommend allowing annotators to ab-421

stain when they cannot judge sentences. This422

is mainly because not all sentences must be423

subjective or objective, some are neutral or424

ambiguous. This can be implemented in the425

annotation tool by adding an “Others” label426

with the option to provide justification. Ad-427

ditionally, requesting the rationale behind an-428

notations would enhance their value. Such429

open-ended annotations would be more valu-430

able for analysis and validation.431

• Domain-specific Training for Annotation:432

We emphasize the importance of specifying433

the data source in the annotation guidelines. 434

For news reporting, annotators should be 435

trained to distinguish between factual state- 436

ments and text influenced by biases, as this 437

fine distinction separates objective from sub- 438

jective sentences. 439

• Validation Phase for Annotation: We high- 440

light the importance of implementing a vali- 441

dation phase where annotators can meet and 442

discuss their annotations to minimize dis- 443

crepancies due to subjectivity by looking at 444

different opinions. 445

4 Experimental Setup 446

In this section, we detail the evaluation setup used 447

to benchmark ThatiAR and explore the subjectivity 448

of Arabic news articles. 449

4.1 Data 450

We used stratified sampling to split the data into 451

training, development, and test sets in a 70:10:20 452

ratio per class. Table 1 shows the statistics for each 453

data split. 454

Monolingual Experiments: We used the training 455

and development splits to fine-tune the pre-trained 456

models. The test split was used for evaluation. 457

Multilingual Experiments: We used three setups 458

for the training data: (i) AR: ThatiAR training 459

set alone, (ii) ML: the entire multilingual datasets 460

from CheckThat! 2023 (Galassi et al., 2023) and 461

2024 (TBA, 2024), and (iii) ALL: combining both 462

ThatiAR training and the entire CheckThat! multi- 463

lingual datasets. In all setups, we test on ThatiAR 464

test set. We show the data statistics in Table 4. 465

Set SUBJ OBJ All

A
R Train 1,055 (66.8%) 1,391 (66.8%) 2,446

Dev 201 (12.7%) 266 (12.8%) 467
Test 323 (20.5%) 425 (20.4%) 748

M
L Train 2,580 (79.1%) 4,778 (86.0%) 7,358

Dev 357 (11.0%) 353 (6.4%) 710
Test 323 (9.9%) 425 (7.65%) 748

A
L

L Train 3,635 (80.5%) 6,169 (85.5%) 9,804
Dev 558 (12.4%) 619 (8.6%) 1,177
Test 323 (7.2%) 425 (5.9%) 748

Table 4: Statistics of multilingual training data.

4.2 Models 466

We have used three categories of models in our ex- 467

periments, dummy, pre-trained language models, 468

and large language models. 469
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Simple Models: To establish reasonably per-470

forming baselines, we used three simple mod-471

els: RANDOM, which assigns labels randomly to472

sentences; MAJORITY, which assigns the most473

prevalent label in the dataset to all sentences; and474

SVC (Platt, 1998). We used standard preprocess-475

ing and TF-IDF representation to train the model476

using Supprt Vector Machine with its defaults pa-477

rameter value to C=1.0.478

Pre-trained Language Models (PLMs): We479

fine-tuned several PLMs to evaluate their perfor-480

mance on the subjectivity task using the trans-481

former toolkit (Wolf et al., 2020).482

Monolingual Experiments: We fine-tuned483

ARABERT version 2 (Antoun et al., 2020) and484

QARIB (Abdelali et al., 2021), both of which are485

initially trained on Arabic datasets.486

Multilingual Experiments: We fine-tuned mul-487

tilingual BERT (MBERT) (Devlin et al., 2019)488

and XLM-RoBERTa base (ROBERTA) (Conneau489

et al., 2020). All these models were fine-tuned us-490

ing the training dataset of ThatiAR or the entire491

multilingual data from the Subjectivity Task 2 in492

CheckThat! Lab 2023 (Galassi et al., 2023) and493

2024 (TBA, 2024).494

Large Language Models (LLMs): To align495

with recent advancements in NLP, we experi-496

mented with Jais-13B Arabic model (Sengupta497

et al., 2023), GPT-4 (version 0314) (Achiam498

et al., 2023), Gemini-1.5 (Team et al., 2023), Mis-499

tral (Jiang et al., 2023), and Llama3-8b8 in zero-500

shot setup. We also run GPT-4 in few-shot setup.501

For reproducibility, we set the temperature to zero502

for all experiments and designed the prompts us-503

ing concise instructions similar to those given504

to human annotators when creating ThatiAR. We505

used the LLMeBench framework to run the exper-506

iments (Dalvi et al., 2024).507

The use and evaluation of LLMs involve508

prompting and post-processing of output to extract509

the expected label. For each GPT-4 experimental510

setup we explored multiple prompts guided by the511

same instruction and format as recommended in512

in OpenAI playground. After having an expected513

prompt, we run complete evaluation.514

Zero-Shot. For the zero-shot experiments, we de-515

signed prompts by providing natural language in-516

structions that describe the task and specify the ex-517

pected label.518
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Few-Shots. For the few-shot example selection, 519

we used the maximal marginal relevance-based 520

(MMR) method to construct example sets that are 521

both relevant and diverse (Carbonell and Gold- 522

stein, 1998). The MMR method calculates the 523

similarity between a test example and the exam- 524

ple pool (e.g., training set) and selects m examples 525

(shots). We applied MMR on top of embeddings 526

generated by multilingual sentence-transformers 527

(Reimers and Gurevych, 2019). We conducted ex- 528

periments with 3-shot and 5-shot examples. 529

4.3 Evaluation Measures 530

We evaluate all models’ predictions using classi- 531

fication metrics including weighted Precision, Re- 532

call, and F1-score for the “Subjective” class. 533

5 Results and Discussion 534

5.1 Monolingual Results 535

Table 5 presents the benchmark results on the test 536

set of all models trained on the ThatiAR training 537

split. JAIS outperforms all other models in zero- 538

shot setup. This highlights the importance of us- 539

ing models trained on Arabic data. GPT-4, in few- 540

shot learning, markedly surpasses all other mod- 541

els across all measures except Recall. The opti- 542

mal setup for GPT-4 is the 3-shot setup, showing 543

a reasonable improvement compared to the 0-shot 544

and 5-shot setups. Notably, in terms of Recall, 545

JAIS, the only model trained on Arabic, outper- 546

forms GPT-4. This could indicate a weakness in 547

GPT-4 in identifying all “Subjective” sentences, 548

despite achieving the highest Precision scores by 549

more frequently assigning the “Subjective” label 550

to sentences. 551

5.2 Multilingual Results 552

Table 6 shows the benchmark results on the test 553

set of all models trained on ThatiAR and mul- 554

tilingual data. The performance difference be- 555

tween MBERT and ROBERTA models is gen- 556

erally marginal across each setup. Both models 557

achieve their best performance when fine-tuned 558

with only Arabic data (AR setup). MBERT shows 559

superior performance in the ALL setup, whereas 560

ROBERTA excels in the ML setup, demonstrat- 561

ing its robustness in the absence of Arabic training 562

data. 563

7

 https://ai.meta.com/blog/meta-llama-3/


Model Acc P R F1

RANDOM 0.568 0.284 0.500 0.362
MAJORITY 0.500 0.499 0.499 0.497
SVC 0.540 0.517 0.515 0.509

QARIB 0.523 0.519 0.523 0.520
ARABERT 0.592 0.582 0.592 0.566

MBERT 0.563 0.549 0.563 0.546
ROBERTA 0.568 0.323 0.568 0.412

JAIS0−shot 0.610 0.605 0.610 0.578
LLAMA30−shot 0.468 0.731 0.543 0.431
GEMINI0−shot 0.520 0.456 0.557 0.501
MISTRAL0−shot 0.539 0.167 0.238 0.415
GPT-40−shot 0.768 0.517 0.507 0.529

GPT-43−shot 0.795 0.647 0.544 0.800
GPT-45−shot 0.785 0.636 0.528 0.800

Table 5: Results of mono-lingual models on ThatiAR.

Setup Model Acc P R F1

A
R MBERT 0.563 0.549 0.563 0.546

ROBERTA 0.568 0.323 0.568 0.412

M
L MBERT 0.525 0.498 0.525 0.495

ROBERTA 0.532 0.505 0.532 0.500

A
L

L MBERT 0.554 0.535 0.554 0.528
ROBERTA 0.532 0.502 0.532 0.494

Table 6: Results of multilingual models on ThatiAR.
Refer to Section 4.1 for training setup, “Setup” column.

6 Annotations with Rationals564

We utilized GPT-4 to validate and rationalize the565

human subjectivity annotations. Specifically, for566

each sentence in ThatiAR, we prompted GPT-4567

with the sentence and its label, and asked it, as568

an expert linguist, to “Write a simple and short569

explanation” for its given annotation. We gener-570

ated explanation in both Arabic and English lan-571

guages, which we will release along with ThatiAR572

for the community. Table 10 (in Appendix) shows573

the prompt and example output in both languages.574

7 Instruction Dataset575

To instruct-tune LLMs, it is essential to create an
instruction following dataset. For this purpose, we
used GPT-4o to generate instructions for the de-
velopment and test sets. To reduce the API cost of
GPT-4o, the generated instructions from the devel-
opment set were then used to assign instructions
randomly to the samples in the training dataset.
Let Ddev be the development set. We denote the

set of instructions generated by GPT-4o for Ddev
as I , as shown in Equation 1:

I = {GPT-4o(x) | x ∈ Ddev} (1)

Let Dtrain be the training set. Instructions from 576

I are assigned randomly to each sample in Dtrain, 577

as represented in Equation 2: 578

∀x ∈ Dtrain, assign Irand(x) ∈ I (2)

where Irand(x) denotes an instruction randomly 579

selected from I . This ensures that each training 580

sample is paired with an instruction. Note that we 581

kept the instruction from the test set independent. 582

To create instructions for the development and 583

test sets, we aimed to generate diverse instruc- 584

tions. In Listing 1, we present the prompt used 585

to create these instructions. For different sam- 586

ples, we asked GPT to create various types of in- 587

structions, such as (i) simple, (ii) straightforward, 588

and (iii) detailed. We randomly selected one type 589

from the three and used in the placeholder ran- 590

dom_ins_type. The placeholder sentence repre- 591

sents the input sentence. Please see section D.2 592

(in Appendix) for further details. 593

8 Conclusion and Future Work 594

In this study, we propose a large subjectivity 595

dataset for Arabic, consisting of manually an- 596

notated news sentences. We provide a detailed 597

discussion of the data collection and annotation 598

process. For the classification experiments, we 599

conducted extensive experiments with PLMs and 600

LLMs to demonstrate the utility of the dataset and 601

system development. Additionally, we provide ra- 602

tionales for each sentence being classified as sub- 603

jective or objective. Furthermore, we created an 604

instruction-following dataset, which can be used 605

in LLM-based model development. 606

Given the complexity of annotation, future re- 607

search should include more annotators from di- 608

verse backgrounds to further enhance the subjec- 609

tivity annotation process. Our study is preliminary 610

in nature and serves as an initial step towards un- 611

derstanding news media in terms of subjectivity. 612

However, this study presents important considera- 613

tions for scholars specifically interested in subjec- 614

tivity and for the field of NLP in general. 615

9 Limitations 616

Subjectivity annotation is a complex task, which 617

has also been noticed in other languages. Even 618
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though we provided clear guideline in Arabic to619

make sure that native speakers fully understand620

the task, however, it still become a challenge for621

that. Many mturk annotators did not pass our qual-622

ified test. It might be because they are from di-623

verse background, and culture, which might have624

effected the annotation process.625

Ethics and Broader Impact626

We collected news articles from a range of Ara-627

bic media outlets and selected sentences for an-628

notation. While we aimed to include diverse top-629

ics and perspectives, we acknowledge the poten-630

tial for bias in our data sampling. Annotations are631

inherently subjective and may reflect the sociocul-632

tural biases of the annotators. To mitigate this,633

we recruited annotators from different Arabic-634

speaking countries, with diverse educational and635

professional backgrounds. We also developed de-636

tailed annotation guidelines and conducted mul-637

tiple rounds of training to promote consistency.638

However, biases and disagreements remain, which639

we analyze in the discussion section. In any of the640

data collection and annotation process we do not641

collect any personally identifiable information.642

The models developed using ThatiAR have sig-643

nificant potential for positive impact by helping644

to detect subjective and potentially biased or mis-645

leading content in Arabic news. This can as-646

sist fact-checkers, journalists, and policymakers647

in combating misinformation and promoting me-648

dia literacy. However, we also recognize the po-649

tential for misuse, such as in censorship or politi-650

cal manipulation. We encourage users to consider651

the ethical implications of their applications. Fur-652

thermore, while ThatiAR is a step towards greater653

representation of Arabic in NLP research, much654

work remains to fully capture the linguistic diver-655

sity of Arabic and §its dialects. Our annotators and656

data sources skew towards Modern Standard Ara-657

bic, which may not reflect everyday language use.658

Future work should prioritize inclusivity and lin-659

guistic diversity. We are releasing ThatiAR dataset660

and resources publicly to encourage research on661

Arabic subjectivity analysis. However, we urge662

researchers to be transparent about the limitations663

and potential biases of the dataset and any result-664

ing models. Appropriate documentation should be665

provided to help end users make informed deci-666

sions about model deployment.667
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A Data Release964

The ThatiAR dataset9 is released under the Cre-965

ative Commons Attribution 4.0 International Li-966

cense: https://creativecommons.org/licenses/by/967

4.0/legalcode. The dataset includes the following968

files:969

• Subjectivity manual annotations divided into970

training, development, and test sets, in CSV971

format. Each news sentence is represented by972

an id, text, and label.973

• Annotation guidelines provided to the crowd974

annotators in Arabic.975

• Explanation and instruction annotations gen-976

erated automatically by the GPT-4o model, in977

JSONL format, with the same splits as the978

manually annotated data. Each news sen-979

tence is represented by an id, text, label, ex-980

planation, and instruction.981

• Example scripts for running experiments, in-982

cluding PLMs (AraBERT model) and LLMs983

(GLUE model).984

B Details of the experiments985

For the experiments, we used SVM, PLMs, and986

LLMs (GPT-4). All these scientific artifacts are987

used according to their terms and conditions for988

research purposes. Below, we discuss the parame-989

ters we used. Furthermore, we have made all our990

scripts available to ensure reproducibility.991

Models and Parameters:992

• AraBERT: L=12, H=768, A=12; the total993

number of parameters is 371M, where L is the994

number of layers (i.e., Transformer blocks),995

H is the hidden size, and A is the number of996

self-attention heads;997

• BERT Multilingual (bert-base-multilingual-998

uncased) (mBERT): L=12, H=768, A=12,999

number of parameters (172M);1000

• XLM-RoBERTa (xlm-roberta-base): L=24,1001

H=1027, A=16; the total number of parame-1002

ters is 355M.1003

• N-gram with SVM: TF-IDF transformation1004

and used C=1.0 in SVM.1005

To fine-tune PLMs, we used the following hyper-1006

parameters.1007

• Batch size: 8;1008

• Learning rate (Adam): 2e-5;1009

• Number of epochs: 10;1010

9anonymous.com

• Max seq length: 256. 1011

We ran the PLM-based fine-tuning experiments 1012

with different seed values and report the results of 1013

the best runs on the development set of ThatiAR. 1014

We run our experiments on a cluster consisting of 1015

GPUs such as P100, V100, V100-NVLINK, and 1016

T4. 1017

C Annotation Guidelines 1018

For the annotation we adopted and refined the 1019

annotation guidelines discussed in (Antici et al., 1020

2021). To begin the annotations, annotators of 1021

diverse backgrounds were provided with a spe- 1022

cific use-cases for subjective and objective sen- 1023

tences that we present in Tables 7, 8 and 9, respec- 1024

tively. We release the annotation guidelines with 1025

the dataset.10 1026

C.1 Subjective Use Cases 1027

We define subjective sentences as expressions of 1028

feelings, literary tastes, or personal interpretations 1029

of topics and events. Below are a few use cases of 1030

subjective sentence with examples in Table 8: 1031

• Sentences expressing personal opinions 1032

about events and topics, or containing rhetor- 1033

ical questions, or containing probabilities 1034

and expectations and building conclusions 1035

on them, e.g., Sentence #1. 1036

• Sentences containing sarcasm or humor, ac- 1037

cording to the writer’s expression, e.g., Sen- 1038

tence #2. 1039

• Sentences encouraging, supporting, or ap- 1040

proving an action , e.g., Sentence #3. 1041

• Sentences containing offensive expressions 1042

such as racism, tactlessness, etc., e.g., Sen- 1043

tence #4. 1044

• Sentences containing a rhetorical expression 1045

and depiction of people and situations, such 1046

as “exaggeration”, that a writer uses to ex- 1047

press his or her personal opinion, e.g., Sen- 1048

tence #5. 1049

C.2 Objective Use Cases 1050

We define objective sentences as a presentation of 1051

facts, events, and topics based on factual data. Be- 1052

low are a few use cases of objective sentence with 1053

examples in Table 9: 1054

• Sentences containing news (Sentence #1), 1055

facts (Sentence #2) and laws (Sentence #3) 1056

conveyed by the writer of the sentence. 1057

10anonymous.com
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Chinese authorities have destroyed thou-
sands of mosques in Xinjiang, an Aus-
tralian think tank said Friday, in the latest
report on widespread human rights viola-
tions in the volatile region.
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The occupation announced during marches
throughout recent years in reducing mili-
tary presence in borders for more than two
weeks for fear of breaching the borders
from the countries of the enclave towards
the Palestinian territories, including hun-
dreds of international solidarity activists.
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Hala Sudqi resorts to the Islamic religion
to achieve her desires and these are the de-
tails – celebrities globally how much does
Jongkok from BTS make for singing in the
opening ceremony of FIFA in Qatar? –
Arabic celebrities, a big surprise!
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It was also found that the perpetrator’s
wife had previously cut off financial assis-
tance from their son, and the son had con-
spired against his parents by loading the
gun knowing that his father usually threat-
ened his mother with death using an empty
gun. If the father executes his threat one
more time, then the son will be rid of both
his parents at once or should we say with
one bullet.

Table 7: Examples of news sentences.

• Sentences describing the writer’s feelings or1058

emotions without expressing any opinions on1059

any topic, e.g., Sentence #4.1060

• Sentences containing opinions, claims, feel-1061

ings, or viewpoints attributed to a third party1062

other than the writer, e.g., Sentence #5.1063

• Sentences conveying the writer’s comments1064

without explicitly stating any personal con-1065

clusion, interpretation, or expression of a per-1066

sonal opinion, so that the discussion is left1067

open, e.g., Sentence #6.1068

• Sentences stating conclusions reached by the1069

writer of the sentence, without expressing his1070

personal position or opinion, or they are justi-1071

fied by hypotheses that are not related to per-1072

sonal opinions, e.g., Sentence #7. 1073

• Sentences referring to an individual by a 1074

well-known nickname that was not given by 1075

the writer, e.g., Sentence #8. 1076

• Common expressions and examples or say- 1077

ings, e.g., Sentence #8. 1078

D Challenges 1079

D.1 Annotation Challenges 1080

Annotating for subjectivity presents significant 1081

challenges, especially when conducted via crowd- 1082

sourcing platforms. One major obstacle is the 1083

lack of shared cultural, linguistic, and experiential 1084

backgrounds among annotators. As mTurk does 1085
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The evidence is the assassination of Tunisian pro-
fessor Mahmoud Abdel Qader Al-Bazrti, who had
decoded the genetic code of the virus, isolated it in
a laboratory, and reconstructed it so that the virus
could be transformed into an anti-vaccine. This an-
gered America, so it assassinated him. It is, in short,
a crime against humanity.
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Let us return back every year with the first drop of
rain to ground zero and complain to them about the
clogged drains, and they tell us that you should go
swimming!!!!
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This means foolishness or fooling others. We believe
it is our legal duty to resist this occupation with all
our might and punish it with the same methods it
uses against us.
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Mubarak also fell and the foolish Sisi will fall, and it
is the sin of any dictator to look at the people through
his beneficial gang, believe their hypocrisy and deny
the signs of revolutionary anger.
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Do not oppress anyone, for injustice is a fire that will
never be extinguished in the heart of its perpetrator,
even if years have passed.

Table 8: Use cases of “subjective” sentences.

not disclose demographic information about anno-1086

tators, we did not analyze the effect of educational,1087

cultural, and regional backgrounds on annotation.1088

Such disparities inevitably influence how annota-1089

tors interpreted sentences and judged subjectivity,1090

leading to disagreements.1091

Furthermore, subjective annotations are inher-1092

ently influenced by individual biases, standpoints,1093

and opinions, which are difficult to control in1094

a crowdsourced setting. Achieving reliable an-1095

notations required iterative refinement of guide-1096

lines, pilot studies, qualifications tests, and ongo-1097

ing quality checks – underscoring the complexities1098

of crowdsourcing subjective annotations across di-1099

verse annotator pools.1100

D.2 Prompting Challenges1101

The performance of the model is highly depen-1102

dent on the prompting strategy. Designing optimal1103

prompts for each task is challenging and requires1104

multiple iterations. Depending on the prompt, the1105

output varies across all instances of the dataset.1106

For the subjectivity task in this study, we exper-1107

imented with (i) zero-shot and few-shot methods1108

for label generation, (ii) generating explanations,1109

and (iii) generating the instruction dataset. In Ta- 1110

ble 10, we provide examples of prompts in Ara- 1111

bic and English for generating explanations, along 1112

with the provided sentences and their labels. 1113

prompt = f"You are an expert in creating 1114

instruction datasets to train AI 1115

models. \ 1116

Here, our idea is to create an 1117

instruction dataset for a 1118

subjectivity detection task. \ 1119

The task is to determine whether a 1120

sentence is subjective or objective. 1121

\ 1122

Write a ‘{random_ins_type}’ instruction 1123

for this ‘{sentence}’. Do not 1124

include the sentence in the 1125

instruction." 1126

Listing 1: Prompt to create instructions. 1127
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The same sources added that there are parties that re-
jected this proposal because Ben Aissa is not famil-
iar with the critical economic situation that Tunisia
is going through.
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The virus represents a particular danger to the el-
derly and those suffering from health problems, and
Italy has one of the largest proportions of elderly
people in the world.
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If a non-governmental organization licensed to ex-
port or re-export services to Syria under this section
existed on the date prior to the date of enactment of
this Act, this section shall apply to such organization
on and after the date of enactment of this Act to the
same extent and in the same manner as this section
applied to such The organization on the date prior to
the date of enactment of this law.
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Whenever I return from the investigation and the
courts exhausted to my cell, I renew my pledge to
God that despite all the restrictions, I will walk the
same path until my death because I have vowed my-
self to Al-Aqsa Mosque.
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She says that in the scientific community, there are
conflicting definitions about when herd immunity
will be achieved.
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She was beautiful by her name. She started out with
dreams of flowers, learned sewing and dancing, and
dreamed of being a fashion designer, but fate led her
to become the designer of the most beautiful struggle
in human history.
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If the virus is exposed to a temperature of 26 or 27,
it will be killed, so it does not live in hot areas.
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It came to serve the interest of the right-wing forces
that reject the concept of unity, such as the Le Pen
movement in France, or the British Independence
Party. However, the French opponents of the consti-
tution were not all from the right-wing movement,
but rather they were also from the left-wing move-
ment, and the reason for their rejection is due to their
criticism of the proposed economic policy that does
not care about Providing adequate social guarantees.
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Supplications: “O God, I seek refuge in You from
leprosy, madness, leprosy, and bad diseases, and I
seek refuge in You from the instigations of the dev-
ils, and I seek refuge in You, my Lord, from their
presence, and may God bless our master Muham-
mad and his family.”

Table 9: Use cases of “objective” sentences.
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Input Prompt You are an expert linguist. You can understand the subjectivity of sentences in
news articles. Explain why the sentence is “Subjective”:
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Write a simple and short explanation.

GPT Response The sentence in question contains subjective language because it includes
value judgments and opinions rather than objective facts. Phrases like
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a subjective viewpoint. The sentence presents the author’s opinion on the perfor-
mance of the Egyptian forces and the nature of Anwar Sadat’s regime in relation
to Western colonialism and its impact on Arab societies.

Table 10: Prompt for generating explanations for human-annotated sentences
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