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Abstract—The applications of Vision-Language Models
(VLMs) in the field of Autonomous Driving (AD) have attracted
widespread attention due to their outstanding performance and
the ability to leverage Large Language Models (LLMs). By
incorporating language data, driving systems can gain a better
understanding of real-world environments, thereby enhancing
driving safety and efficiency. In this work, we present a com-
prehensive and systematic survey of the advances in vision
language models in this domain, encompassing perception and
understanding, navigation and planning, decision-making and
control, end-to-end autonomous driving, and data generation. We
introduce the mainstream VLM tasks in AD and the commonly
utilized metrics. Additionally, we review current studies and ap-
plications in various areas and summarize the existing language-
enhanced autonomous driving datasets thoroughly. Lastly, we
discuss the benefits and challenges of VLMs in AD and provide
researchers with the current research gaps and future trends.
https://github.com/ge25nab/Awesome-VLM-AD-ITS

Index Terms—Vision Language Model, Large Language
Model, Autonomous Driving, Intelligent Vehicle, Conditional
Data Generation, Decision Making, Language-Guided Naviga-
tion, End-to-End Autonomous Driving.

I. INTRODUCTION

INTELLIGENT mobility is important in modern civiliza-
tion, driving economic growth, supporting urban develop-

ment, and strengthening social connections. In recent years,
the rapid evolution of deep learning and computing power has
profoundly influenced this area, enhancing its efficiency and
intelligence. Specifically, autonomous driving, as an integral
part of this advancement, has developed rapidly and made
many significant technological breakthroughs.

Autonomous driving strives to enable vehicles to drive in-
dependently and intelligently. The current autonomous driving
technologies, especially those related to perception and pre-
diction, have tremendously benefited from advances in com-
puter vision. For instance, perception modules, typically using
Convolutional Neural Networks (CNNs) or Transformers [1],
process data from sensors like cameras or LiDAR to accurately
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Fig. 1. Vision-Language Models and Large Language Models offer advance-
ments in traditional tasks and pave the way for innovative applications in AD.

identify and localize entities in their surroundings. However,
despite these technological strides, the current autonomous
driving solutions still heavily struggle in many dimensions, in-
cluding handling complex and rapidly dynamic environments,
explaining decisions, and following human instructions. They
often fail to capture intricate details or understand context,
leading to potential safety concerns and limiting the move
toward more advanced autonomous driving.

The emergence of LLMs [2]–[6] and VLMs [7]–[13] pro-
vides potential solutions for the inherent limitations of cur-
rent autonomous driving. These novel technologies synthesize
linguistic and visual data, promising a future where vehicles
and systems deeply understand their surroundings and natural
languages. This indicates a new era of intelligent, efficient,
and explainable transportation. Besides enhancing traditional
tasks in AD, such as object detection or traffic prediction,
emerging domains include zero-shot perception and language-
guided navigation, as shown in Fig. 1. Given the surge in
research applying language models to autonomous driving and
intelligent systems, a systematic and comprehensive survey
is of great importance to the research community. However,
existing surveys [12], [14]–[17] focus either on LLMs, VLMs,
or AD individually. To the best of our knowledge, there is
still no review or survey that systematically summarizes and
discusses the applications of large VLMs in AD.

To this end, we present an extensive review of the current
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Fig. 2. An Overview of the Taxonomy of Vision-Language Models Tasks and Applications in Autonomous Driving. This paper encompasses five major
aspects of autonomous driving, i.e., Perception and understanding, Navigation and planning, decision-making and control, end-to-end autonomous driving,
and data generation. We illustrate the main tasks and techniques inside the dashed rectangular boxes for each of these five dimensions.

status of vision-language models in autonomous driving, high-
lighting the recent technological trends in the research com-
munity. We illustrate the taxonomy of this paper in Fig. 2. The
main contributions of this work are summarized as follows:

• We present a comprehensive survey on the large vision-
language models in autonomous driving and categorize
the existing studies according to VLM types and appli-
cation domains.

• We consolidate the emergent mainstream vision language
tasks and the corresponding common metrics in the area
of autonomous driving.

• We systematically summarize and analyze the exist-
ing classic and language-enhanced autonomous driving
datasets.

• We explore potential applications and technological ad-
vances of VLMs in autonomous driving.

• We provide an in-depth discussion on the benefits, chal-
lenges, and research gaps in this domain.

II. BACKGROUND

This section gives a thorough overview of the related back-
grounds, delving into the foundational concepts underlying
these areas: Autonomous Driving (II-A), Large Language
Model (II-B), and Vision-Language Model (II-C).

A. Autonomous Driving

The Society of Automotive Engineers (SAE) [18] introduced
a classification system to describe and guide the development
of AVs, which divides the driving automation level from Level
0 (No Automation) to Level 5 (Full Automation). As autonomy
increases, human intervention reduces, while the requirements
for the vehicle to understand its surroundings increase. As
of now, the most advanced commercial vehicles are still at
Level 2 or Level 3 [19], providing partial automation but still
requiring driver supervision, and reaching Level 5 still has a
long way to go. Recent study [20] points out that techniques in
intelligent transportation systems, including V2X cooperative

perception [21], and traffic flow forecasting [22]–[24] are also
crucial components in the technical roadmap of achieving
fully autonomous driving. Current mainstream autonomous
driving systems can be classified into two types based on the
differences in the pipeline: Classic modular paradigm and end-
to-end approach.

Modular Autonomous Driving. Modular autonomous driv-
ing system is a classic and widely adopted architecture in
the domain [25]. It divides the autonomous driving task into
several standalone components: Perception, Prediction, Plan-
ning, and Control. Each module is developed separately and
is responsible for specific functionality in the whole system.

The perception component is the basis of the modular au-
tonomous driving system. It collects, processes, comprehends,
and interprets the vehicle’s surrounding environmental infor-
mation by leveraging onboard sensors. Depending on different
technical road maps, the perception module utilizes one or
multiple types of sensors, such as LiDAR, camera, radar, or
event-based camera, to extract the location, size, velocity, and
other details of traffic participants of interest, i.e., vehicles,
pedestrians, obstacles, and lane markings. Perception module
typically involves various tasks and technologies from com-
puter vision, encompassing 2D and 3D object detection [26]–
[30], semantic segmentation [31], multiple object tracking
[32], and sensor fusion [33], among others. The prediction
module is built upon the real-time environmental perceptive
information from the perception module. By analyzing the
historical trajectories and current status of the road users
of interest, it aims to predict their short-term and long-term
trajectories and behaviors [34]–[36]. This includes predicting
the future behavior of vulnerable traffic participants, such as
pedestrians and cyclists, as well as the driving strategies of
other vehicles. The prediction module plays a vital role in
ensuring the safety and stability of driving by forecasting
future traffic conditions.

The planning module is responsible for generating the
optimal path from the current location to the target destination
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based on the vehicle’s state and environmental information.
Typically, this process can be divided into global planning
and local planning. Global planning focuses on the optimal
route planning from the starting point to the destination, where
methods like the A* [37] or Dijkstra algorithms are used to
search on a map. On the other hand, local planning involves
real-time adjustments based on the specific current situation
of the vehicle, with a greater emphasis on immediacy and
reliability. Common methods for local planning include RPP
[38], RRT [39], RRT* [40], etc. Additionally, many deep
learning-based planners [41]–[44] have emerged as powerful
alternatives to traditional methods in recent years. The control
module takes charge of the executing of the trajectory and
path given by the planning module. It takes into account the
vehicle’s inherent characteristics, such as the vehicle dynamics
model, as well as external environmental conditions, and
adjusts a range of control signals, such as acceleration and
steering, to control the vehicle in a stable and robust manner.

End-to-End Autonomous Driving. Compared with the
modular autonomous driving paradigm, end-to-end au-
tonomous driving [45]–[48] endeavors to integrate separate
components into a unified system and optimizes the whole
system in a differentiable way. It treats autonomous driving
as a singular learning task, taking raw data inputs directly
from various sensors and outputting the corresponding control
signals. The primary goal is to optimize the final planning
performance, ensuring that every decision made by the system
enhances the overall driving experience. By focusing on the
main objective, end-to-end AD promotes an integrated and
efficient decision-making process, ultimately contributing to
safer and more reliable autonomous driving. The advantages
of end-to-end autonomous driving are evident in its straightfor-
ward and compact architecture, clearer and more direct objec-
tives, reduced reliance on rule-based design, and performance
scalability with more training resources [14], [49].

However, both modular and end-to-end autonomous driving
schemes still face serious challenges, such as generalization,
interpretability, causal confusion, and robustness. Although
many studies have attempted to address these issues using var-
ious methods, how to construct a safe, stable, and interpretable
AD system remains an open topic. The excellent benefits
of Large Vision Language Models in scene understanding,
reasoning, zero-shot recognition, and desirable interpretability
provide a new solution and research direction for the commu-
nity to overcome these challenges.

B. Large Language Models

Natural language is the primary means by which humans
communicate and convey information. Natural language mod-
els, designed to comprehend and process natural language,
have evolved through years of development. The introduction
of Transformer architecture [1] brought about a disruptive
revolution in the Natural Language Processing (NLP) field
due to its highly parallelized data processing mechanism and
powerful performance. BERT [50], as another milestone of
natural language models, proposed an approach to pre-train the
model over vast amounts of unlabeled corpora data, followed

Fig. 3. Two inter-modality connection approaches of Vision-Language
Models in Autonomous Driving: (a) Vision-text matching. We demonstrate
the semantic similarity matching in the top-right of this figure. (b) Vision-
text fusion. The fused features can be used for downstream tasks. The figure
is from the KITTI [55] dataset.

by fine-tuning on specific tasks. It significantly enhances the
baseline performance across various NLP tasks. This approach
of learning context-aware feature representations from large-
scale unlabeled data has laid the groundwork for the emer-
gence of large models.

Large Language Models (LLMs) typically refer to language
models with a massive number of parameters, often in the
order of a billion or more. A recent study [51] shows that
the performance of language models depends on factors such
as the number of model parameters, the size of the dataset,
and the amount of training computation, and formulates the
scaling law. The most notable characteristic of LLMs is the
exhibition of emergent abilities, such as the capacity for few-
shot or zero-shot transfer learning across numerous down-
stream tasks, strong multi-step reasoning capabilities, and the
ability to follow instructions, which are normally not present in
smaller models. ChatGPT, specifically GPT-3.5 [6] and GPT-
4 [52], serves as a milestone in the development of LLMs.
Since its release, GPT-3.5 has consistently drawn attention
due to its exceptional performance. An increasing number
of researchers are beginning to explore and harness LLMs’
powerful linguistic understanding, interpretation, analysis, and
reasoning capabilities to solve previously hard or impossible
problems. In addition, a number of open-source LLMs, i.e.,
Llama2 [2], Qwen [53], Phi [54], etc., also gain considerable
attention from academia and industry, and some of them even
achieve comparable performance to ChatGPT in specific tasks.

C. Vision-Language Models

Vision-Language Models (VLMs) bridge the capabilities
of Natural Language Processing (NLP) and Computer Vision
(CV), breaking down the boundaries between text and visual
information to connect multimodal data. VLMs can compre-
hend the complex relationship between visual content and
natural languages by learning cross-modality data. Recently,
with the rise of LLMs, there is also an increasing focus on
exploring how to effectively incorporate visual modules into
LLMs to perform multimodal tasks.

Mainstream Vision-Language Models in AD can be broadly
categorized into Multimodal-to-Text (M2T) [56] [57]–[59],
Multimodal-to-Vision (M2V) [60] [61], and Vision-to-Text
(V2T) [62] [63] based on input-output modality types, as
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Fig. 4. Overview of mainstream Vision-Language Models in Autonomous Driving. (a) Multimodal-to-text models take text and image or video as input and
generate text, as in [56]. (b) Multimodal-to-text models take text and point clouds as input and generate text, as in [80]. (c) Vision-to-text models accept
video or image as input and produce text as output, e.g. GAIA-1 [60]. (d) Multimodal-to-vision models take image and text as input and output image or
video, depicted with [62].

shown in Fig. 4. M2T type typically takes image-text or
video-text as input and produces text as output. LiDAR,
as another commonly used sensor in autonomous driving,
can also formulate the M2T-type vision language model.
Correspondingly, the M2V-type models accept image-text as
input and generate image or video as output, while V2T-type
models take image or video as input and generate texts as
output. As illustrated in Fig. 3, according to the inter-modality
information connection approaches, VLMs employed in AD
are divided into Vision-Text-Fusion (VTF) [56] [62] [57] [64]–
[66] and Vision-Text-Matching (VTM) [63] [67]–[76]. VTF-
type vision language models employ various fusion meth-
ods to effectively integrate vision embedding and language
embedding and jointly optimize the feature representation
that performs better for the target task. In contrast, VTM-
type vision language models, including image-text matching
[77], [78] and video-text matching [79], learn a joint rep-
resentation space by forcing vision-text pairs semantically
close to each other and unpaired instances distant to each
other, achieving cross-modal semantic alignment and enabling
cross-modal semantic propagation. CLIP [77], a milestone
image-text matching work in VLMs, captures image feature
representations associated with language and achieves zero-
shot transfer ability by training on a vast number of image-text
pairs through contrastive learning.

III. VISION-LANGUAGE TASKS IN AUTONOMOUS DRIVING

As researchers become increasingly aware of the signifi-
cance of language integration in autonomous driving, more at-
tention is being directed towards studying the vision language
tasks in autonomous driving. In this section, we summarize
the existing primary vision language tasks in autonomous
driving, i.e., Object Referring and Tracking in (III-A), Open-
Vocabulary Traffic Environment Perception (III-B), Traffic
Scene Understanding (III-C), Language-Guided Navigation
(III-D), and Conditional Autonomous Driving Data Generation
(III-E). We introduce the problem definitions, clarify the differ-
ence with non-VLM tasks, and formulate the main evaluation
metrics.

A. Object Referring and Tracking

Single or Multiple Object Referring. Object Referring
(OR), also known as object referral or object grounding
in some papers, aims to localize the specified object in
2D images or 3D spaces using a given natural language
expression. When a language prompt description corresponds
to a single object in the scene, it is termed single object
referring (SOR). When the language prompt description
refers to multiple objects simultaneously, it is termed multiple
object referring (MOR). OR can be considered a type of
language-conditional object detection. In contrast to the
classic object detection task, which aims at localizing and
classifying some specified categories, the OR task specifies
the object or multiple objects to be detected via language
prompt. Hence, OR can be considered a generalized object
detection task.

Referred Object Tracking. In addition to the object-
referring task, some recent works have introduced the new
object-referring and tracking (OR-T) task in autonomous
driving. Compared to the object-referring task, the OR-T
task takes language expressions as semantic cues to track
one or more objects across consecutive frames. OR-T aims
to evaluate the tracking ability of specified single or multiple
objects by language prompting in the video input. As shown
in Fig. 5, compared with traditional tracking tasks, OR-T
focuses more on the cross-frame, referring to consistency
and robustness. Hence, the OR-T task can be considered a
generalized traditional object-tracking task that tracks specific
objects specified by language prompts. When all objects
are designated as tracking targets, the OR-T can be seen as
equivalent to the traditional object-tracking task.

Evaluation Metrics. Since OR and OR-T tasks in au-
tonomous driving are generally designed and tested based on
mainstream autonomous driving datasets, such as nuScenes
[81] and KITTI [55], they also adopt the same evaluation
metrics as used in the dataset’s benchmarks. The Object
Referring task uses the mean Average Precision (mAP) to
measure the model’s accuracy in localizing specified objects.
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Fig. 5. Example comparison between classic multiple object tracking task
(left) and referred object tracking task (right). The image sequences are
extracted from the rear camera of the nuScenes [81] Dataset.

For the Multiple OR-T task, metrics used in multiple object
tracking (MOT) tasks, such as Higher Order Tracking Ac-
curacy (HOTA), Multi-Object Tracking Accuracy (MOTA) in
Eq. 1, Multi-Object Tracking Precision (MOTP) in Eq. 2, and
Identity Switches (IDS) are adopted as evaluation standards,
where FN, FP, IDS represents false negative, false positive,
identity switches, and d(oi, hi) represents the i-th distance
between tracked and ground truth object respectively.

MOTA = 1− FNt + FPt + IDSt

GT
(1)

MOTP =

∑M
i=1 d(oi, hi)

M
(2)

B. Open-Vocabulary Traffic Environment Perception

Open-Vocabulary 3D Object Detection. Open-Vocabulary
3D Object Detection (OV-3DOD), also known as zero-shot
3D Object Detection, aims to improve the performance
of detecting objects with novel categories that are not
included in the training process. In contrast to open-set 3D
object detection, which only differentiates known classes
from unseen ones, OV-3DOD extends all novel categories
of interest as a vocabulary of text prompts and assigns a
specific semantic category in the vocabulary to each novel
3D bounding box. The primary challenges of OV-3DOD
revolve around two main questions: how to generate novel
3D bounding boxes and determine the classes of these boxes.
Regarding the first question, since generating novel 3D
bounding boxes based on 2D images is relatively difficult,
most current studies leverage point cloud data provided
by LiDAR sensors for new 3D bounding box proposals.

Addressing the latter issue, existing works attempt to align
the semantic features of the 3D bounding boxes to the
feature domain of VTM-based VLMs to leverage their strong
zero-shot inference abilities.

Open-Vocabulary 3D Semantic Segmentation. Open-
Vocabulary 3D Semantic Segmentation (OV-3DSS),
sometimes also formulated as zero-shot learning of 3D
point clouds, is designed to segment 3D point clouds or
3D meshes into semantically meaningful regions where the
classes do not exist in the set of predefined classes during
training. Like OV-3DOD, OV-3DSS seeks to discover the
novel points or meshes from novel objects and classify them
into unseen categories in a zero-shot manner. The mainstream
studies also focus on aligning point-level or mesh-level
features to the corresponding text features leveraging VTM-
based large VLMs.

Evaluation Metrics. The primary difference between OV-
3DOD and classic 3D Object Detection is whether the ob-
ject categories of interest are open-vocabulary or closed-set.
During evaluation, the same metrics are applied, hence OV-
3DOD also utilizes the 3D mAP for accessing the model’s
performance. Similarly, the OV-3DSS task employs the same
metrics as classic 3D Semantic Segmentation, using mIOU
and mean Accuracy (mAcc) for evaluation.

C. Traffic Scene Understanding

Visual Question Answering. Traffic Scene Visual
Question Answering (VQA) involves answering questions
based on images or video input, which is a challenging task
requiring a high-level understanding of the traffic scene and
proposed questions. It offers a potential avenue to address
the challenges of interpretability and trustworthiness in
traditional autonomous driving systems. Questions of interest
in autonomous driving can be generally categorized into
perception, planning, spatial reasoning, temporal reasoning,
and causal reasoning. Perception questions are designed
to recognize and identify the traffic participants with basic
tasks, such as appearance description, presence, counting,
status, etc. Planning questions serve to make sound decisions
and actions to accomplish the goals based on current traffic
conditions. Spatial reasoning questions aim to ascertain the
absolute and relative positions of objects of interest in 3D
space, including their proximities and distances. Temporal
reasoning questions involve inferring future or past behaviors
and trajectories of objects based on existing video data.
Causal reasoning questions are typically more complex,
analyzing the reasons behind occurrences and generating
anticipated outcomes through logical actions. This sometimes
requires leveraging common sense. Figure 6 illustrates some
question examples covering these types.

Captioning. Captioning is another common task for traffic
scene understanding in autonomous driving. For a given scene,
such as an image, a point cloud, or a specified object within it,
the task involves generating a textual description of its content.
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Unlike the VQA task, which requires questions as input,
captioning focuses more on specific tasks like scene descrip-
tion, importance ranking, action explanation, etc. Therefore,
captioning can be considered a special case of VQA with a
fixed question, often employing the same evaluation metrics
as open-ended VQA.

Evaluation Metrics. In multiple-choice VQA tasks, the
correct answer appears among the options in a multiple-choice
format. In this case, Top-N Accuracy can be used to evaluate
whether the model makes the correct prediction. As described
by Eq. 3, the answer can be considered a successful prediction
if the correct answer is among the top n choices ranked
by the model’s predicted probabilities. The accuracy is then
calculated by dividing the number of successfully predicted
questions by the total number of questions. The choice of N
typically depends on the number of choices and the type of
questions. NuScenes-QA [57] and Talk2BEV [59] adopt Top-1
accuracy as the evaluation metric.

Top-N Accuracy =
#Correct Top-N Predictions

#Total Questions
(3)

In the setting of VQA with open-ended answering format
and captioning, some common metrics are used to eval-
uate the relevance and correctness between the predicted
answers and ground truth, such as BLEU [82], METEOR
[83], ROUGE [84], CIDEr [85], etc. Bilingual Evaluation
Understudy (BLEU) score, in Eq. 4, multiplies the weighted
average of n-gram precision by the Brevity Penalty (BP).
BP acts as a penalty factor for the length of sentences,
encouraging the generated answer’s length to closely match
that of the ground truth answer. The weighted average of N-
Gram measures the similarity of key vocabulary between the
prediction and GT, and N is used to refer to its several variants
BLEU-N.

BLEU = BP · exp

(
N∑

n=1

wn log pn

)
(4)

Each of these metrics has its focus and limitations. There-
fore, current studies usually utilize them in combination to
provide a more comprehensive evaluation of the VQA sys-
tem. To mitigate the semantic meaning deficiency of these
metrics, Reason2Drive [86] proposes an evaluation protocol
to measure the performance of the reasoning chain. Besides,
some language models or LLMs can also be used as a metric
for accessing the similarity between model predictions and
reference answers via proper similarity calculation or prompts,
such as BERTScore [87], GPT-3.5 Score [86], LLaMA score
[2], etc.

D. Language-Guided Navigation

Task Description. In autonomous driving, language-guided
navigation typically refers to the task where vehicles make
reasoned plans and reach specified locations based on
language instructions. Due to the complexity, variability, and
uncertainty of outdoor scenarios, this task is more challenging
than the Language-guided navigation tasks in indoor settings.
It often involves language-guided localization and path

Fig. 6. Example of different types of questions commonly raised in VQA
tasks in autonomous driving. Depending on the settings, the visual input can
be multiple images as shown above, or single cameras, point clouds, and video
streams. The multi-view images and question examples are selected from [59],
[80], [81], [86]. The taxonomy of question types can be slightly different in
each dataset.

planning, where understanding the target location specified
in the instructions is a prerequisite for successful navigation.
Therefore, existing work often leverages the advantages of
VTM-type VLMs to find the corresponding target location
among landmarks in maps.

Evaluation Metrics. A language-guided navigation system
usually concerns the following aspects during the evaluation
process: the ability to successfully complete the navigation
task, the accuracy of target localization based on the given
language prompt, and the deviation between the target location
and its final arrival. Task Completion (TC) is a metric used to
measure the success rate of completing the navigation task,
where reaching the target location or its neighboring node
in the environment can be considered successful navigation.
Regarding measuring localization accuracy, some studies [76]
utilize Recall@K as the metric and calculate the similarity
between the K nearest landmarks of the ground truth position
and the predictions. To assess the deviation between the final
reached location and the target location, metrics like Shortest-
path Distance (SPD) or Absolute Position Error (APE) can be
used to measure the bias. Regarding the planning performance
during the navigation process, some works [75] employ met-
rics such as the Frechet Distance (FD) or normalized Dynamic
Time Warping (nDTW) for evaluation.

E. Conditional Autonomous Driving Data Generation

Task Description. Conditional autonomous driving data
generation, also known as controllable autonomous driving
data generation, allows for the targeted acquisition of photo-
realistic synthetic data. This enhances the diversity of training
data, enabling purposeful augmentation of the database for
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autonomous driving systems. Models for controllable data
generation typically incorporate single or multiple conditions,
such as text prompts, Bird’s Eye View (BEV) masks or
sketches, specific action states, bounding box positions, or HD
maps. The data generated can be classified into single-view or
multiple-view scenarios, encompassing image generation and
video generation.

Evaluation Metrics. Conditional autonomous driving data
generation employs the same evaluation metrics as text-to-
image and text-to-video tasks. Two commonly used metrics
are Fréchet Inception Distance (FID) [88], also known as
Wasserstein-2 distance, and Fréchet Video Distance (FVD)
[89]. As shown in Eq. 5, (µx,Σx) and (µg,Σg) denote
the Gaussian distribution of the image features extracted
from the generated synthetic image and ground truth image,
respectively. The input in FVD is replaced with the fea-
ture distribution obtained from a pre-trained video backbone.
Lower values of FID and FVD indicate smaller distribution
differences between the generated and real data and represent
higher quality of the images or videos. Table II summarizes
the performance of recent studies in conditional autonomous
driving data generation with FID and FVD metrics.

FID = ||µx − µg||2 + Tr(Σx +Σg − 2(ΣxΣg)
1/2) (5)

In addition to FID and FVD, BEVControl [90] also in-
troduces CLIP score as an extra metric for evaluating multi-
view image generation. The CLIP score measures the visual
consistency of generated multiple street views. For the work
based on the nuScenes dataset, metrics such as mAP, NDS,
and mAOE can also be used to analyze the effectiveness of
foreground object conditions. These metrics more explicitly
reflect the model’s compliance with conditions in the context
of autonomous driving scenario-based condition data genera-
tion tasks.

IV. MAINSTREAM METHODS AND TECHNIQUES

An increasing number of initiatives are endeavoring to
implement VLMs across various aspects of AD. This section
summarizes the methods and techniques addressing the main-
stream tasks mentioned in Section III. We present the existing
studies of VLMs within AD consisting of Perception and Un-
derstanding (IV-A), Navigation and Planning (IV-B), Decision-
Making and Control (IV-C), End-to-End Autonomous Driving
(IV-D), and data generation (IV-E). The summarized current
methods are shown in Tab. I.

A. Perception and Understanding

In the perception module of autonomous driving, large
Vision Language Models, especially those pre-trained on
large-scale datasets with image-text-matching approach, like
[77], [93], have facilitated numerous new studies. These
studies [68], [71] leverage the substantial prior knowledge
of pre-trained large VLMs to boost the performance of
perception and understanding and further introduce many
novel tasks in the field.

Object Referring. As formulated in Section III-A, compared
to traditional perception tasks in AD, such as object detection,
tracking, and semantic segmentation, the introduction of
language enables the model to attain a more finely-grained
and comprehensively unconstrained capability to understand
the surrounding environment. Object Referring localizes
the described objects using boxes or masks based on the
language queries. MSSG [64] proposes a multi-modal 3D
single object referring (SOR) task in autonomous driving
scenarios. It trains a multi-modal single-shot grounding
model by fusing the image, LiDAR, and language features
under Bird Eye View (BEV) and predicts the targeted region
directly from the detector without any post-processing.
TransRMOT [69] extends from the SOR task to Multiple-
Object-Referring and Tracking (MOR-T), and constructs
Refer-KITTI benchmark based on the KITTI dataset. Given
a language query, TransRMOT can detect and track an
arbitrary number of referent objects in videos. Similarly,
PromptTrack [70] proposes a language prompt set for the
nuScenes dataset and constructs the NuPrompt benchmark.
Compared to ReferKITTI, NuPrompt inherits nuScenes’
multi-view attributes, making it applicable for multi-view
MOR-T tasks.

Open-Vocabulary 3D Object Detection and Semantic Seg-
mentation. According to the definition in Section III-B, Open-
Vocabulary Perception is a challenging task aiming at iden-
tifying unseen objects with specific categories. Due to the
potent zero-shot transfer and cross-modal mapping capabilities
of large VLMs, object detection and semantic segmentation are
endowed with the ability to perform open-vocabulary detection
and segmentation on unseen samples. OpenScene [71] uti-
lizes 2D-3D projective correspondence to enforce consistency
between 3D point cloud embeddings and the corresponding
fused 2D image features. Essentially, it aligns the 3D point
cloud representation with CLIP’s image-text representation
to acquire zero-shot understanding capabilities for dense 3D
point features. OpenScene is primarily evaluated in indoor
scenarios but also demonstrates satisfactory open vocabu-
lary 3D semantic segmentation (OV-3DSS) capabilities on
nuScenes. Similarly, CLIP2Scene [72] explores how to utilize
CLIP to assist with 3D scene understanding in autonomous
driving. By seeking connections in modality between pixel-
text mapping and pixel-point mapping, CLIP2Scene constructs
point-text pairs and pixel-point-text pairs for the training of
contrastive learning, respectively. The objectiveness is also to
ensure that the 3D point feature and its corresponding language
achieve semantic consistency, thereby facilitating OV-3DSS.
Experiments indicate that using CLIP2Scene as pre-training
greatly outperforms other self-supervised methods.

UP-VL framework [73] first presents an unsupervised
multi-modal auto-labeling pipeline to generate point-level
features and object-level bounding boxes and tracklets for
open-vocabulary class-agnostic 3D detector supervision,
which is further utilized for proposing 3D bounding box at
inference time. Together with the assigned semantic labels
through similarity matching, UP-VL framework realizes
unsupervised open-vocabulary 3D detection and tracking
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Fig. 7. Evaluation of GPT-4V [91] on traffic anomaly scene interpretability (green) and reasoning (yellow). The traffic scenario A is sourced from the A9
dataset [92]. The traffic accident is highlighted in the red rectangle dotted box at the left-top of this figure. In the second row, we demonstrate traffic scenario
B from YouTube, where a car’s door is open while the car is in the middle of the lane. The red dotted boxes show the opened door and the traffic light.

(OV-3DOD-T) of static and moving traffic participants in AD
scenarios.

Language-Guided Retrieval. Language-guided object and
scene retrieval is a widely applied task in autonomous driving
and can be utilized for data selection, corner case retrieval,
and others. Zelda [74] employs the semantic similarity
capabilities of VLMs for Video Retrieval (VR) and tests
its performance in traffic scenes, achieving performance
that surpasses other state-of-the-art video analytics systems.
BEV-CLIP [94] proposes a text-to-bird’s eye view (BEV)
retrieval approach, which utilizes text descriptions to retrieve
corresponding scenes with BEV features. It incorporates
LLMs as the text encoder to generalize its zero-shot
inference ability. The AI City Challenge [119] [120] has been
hosting the Tracked-Vehicle Retrieval by Natural Language
Descriptions as a challenge track. As part of this collective
effort, [95] proposes a multi-granularity retrieval approach
for natural language-based vehicle retrieval. The key concept
is the introduced multi-query retrieval module based on
language augmentation. The idea behind this module is to
leverage multiple imperfect language descriptions to achieve
higher robustness and accuracy. An interesting approach for
solving out-of-distribution input data for vehicle retrieval
has been proposed by [96]. The key contribution of this
work is the introduced domain adaptive training method,
which transfers knowledge from labeled data to unseen
data by generating pseudo labels. MLVR [97] proposes
a multi-modal language vehicle retrieval framework that
employs text and image extractors for feature encoding,
subsequently generating video vector sequences through
a video recognition module. By integrating modules that

combine various vehicle characteristics, MLVR creates
more informative vehicle vectors for matching control and
accomplishes language-guided retrieval.

Driving Scene Understanding. Precise and high-level
driving understanding is critical for ensuring the safety of
fully automated driving and building the basis for reasonable
decision-making. In Fig. 7, we illustrate examples of the
understanding ability of GPT-4V [91] in a traffic accident
scenario and an urban road scene with potential risk. There
are several exploratory works utilizing VLMs to understand
traffic scenes through specific downstream tasks. [63]
attempts to understand traffic scenes by describing images of
the scenes through Image Captioning (IC). The recognition
of anomaly scenes in autonomous driving is also of great
importance. AnomalyCLIP [98] employs the CLIP model for
video anomaly detection. By specifying anomaly categories
and using context optimization [121], it distinguishes between
normal and abnormal samples, enabling the model to identify
anomalous instances. AnomalyCLIP achieves good results in
various datasets, including traffic-scene anomaly detection.
[99] transforms visual information into language descriptions
and then leverages the strong reasoning capabilities of LLMs
to address Semantic Anomaly Detection (SAD).

Visual Scene Reasoning. Another emerging field is traffic
visual scene event understanding, which commonly forms a
Visual Question Answering (VQA) task, as introduced in
Section III-C. To create a fair evaluation and comparison,
NuScenes-QA [57] proposes a QA set based on the nuScenes
dataset and establishes a benchmark for VQA tasks in the au-
tonomous driving scene, providing a foundation for subsequent

https://www.youtube.com/watch?v=CR5x89hZIYg
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TABLE I
OVERVIEW OF LLMS AND VLMS IN AUTONOMOUS DRIVING

TASKS: PD: PEDESTRIAN DETECTION SOR: SINGLE-OBJECT REFERRING MOR-T: MULTI-OBJECT REFERRING AND TRACKING OV-3DSS:
OPEN-VOCABULARY 3D SEMANTIC SEGMENTATION OV-3DOD-T: OPEN-VOCABULARY 3D OBJECT DETECTION AND TRACKING LGR:

LANGUAGE-GUIDED RETRIEVAL IC: IMAGE CAPTIONING AR: ANOMALY RECOGNITION VQA: VISUAL QUESTION ANSWERING 3D-G-C: 3D
GROUNDING AND CAPTIONING LGN: LANGUAGE-GUIDED NAVIGATION MP: MOTION PLANNING TP: TRAJECTORY PREDICTION OL-DM:

OPEN-LOOP DECISION MAKING CL-DM: CLOSED-LOOP DECISION MAKING OL-C: OPEN-LOOP CONTROL OL-P: OPEN-LOOP PLANNING CVG:
CONDITIONAL VIDEO GENERATION CIG: CONDITIONAL IMAGE GENERATION

TYPE: V2T: VISION-TO-TEXT VTM: VISION-TEXT MATCHING VTF: VISION-TEXT FUSION M2T: MULTIMODAL TO TEXT LLM: LARGE LANGUAGE
MODEL

Method Year Tasks Type Contribution

Perception and Understanding

VLPD [67] 2023 PD VTM Propose a vision-language extra-annotation-free method for pedestrian detection.
UMPD [68] 2023 PD VTM Propose a fully unsupervised multi-view pedestrian detector without manual annotations.
MSSG [64] 2023 SOR VTF Incorporate natural language with 3D LiDAR point cloud and images for LiDAR grounding task.
TransRMOT [69] 2023 MOR-T VTM Propose Referring Multi-Object Tracking task, dataset, and benchmark based on KITTI.
PromptTrack [70] 2023 MOR-T VTM Propose Multi-view 3D Referring Multi-Object Tracking dataset based on nuScenes.
OpenScene [71] 2023 OV-3DSS VTM Propose a zero-shot method for extracting 3D dense features from open vocabulary embedding space.
CLIP2Scene [72] 2023 OV-3DSS VTM Distill CLIP knowledge to a 3D network for 3D scene understanding.
UP-VL [73] 2023 OV-3DOD-T VTM Introduce semantic-aware unsupervised detection for objects in any motion state.
Zelda [74] 2023 LGR VTM Introduce a video analytic system using VLMs that delivers semantically diverse, high-quality results.
BEV-CLIP [94] 2024 LGR VTM Present a BEV traffic scene retrieval method using descriptive text as input.
MGNLVR [95] 2022 LGR VTM Introduce a multi-granularity system for natural language-based vehicle retrieval.
SSDA-CLIP [96] 2023 LGR VTM Propose a domain-adaptive CLIP model with semi-supervised training for vehicle retrieval.
MLVR [97] 2023 LGR VTM Propose Language-guided Vehicle Retrieval system for retrieving the trajectory of tracked vehicles.
NIC [63] 2020 IC V2T, VTM Introduce image captioning task to autonomous driving for traffic scene understanding.
AnomalyCLIP [98] 2023 AR VTM Propose the first method for VAR based on LLM models to detect and classify anomalous events.
LLM-AD [99] 2023 AR LLM Propose a framework to detect semantic anomalies leveraging LLMs’ reasoning abilities.
NuScenes-QA [57] 2023 VQA M2T, VTF Introduce visual question-answering task and baseline model in autonomous driving based on nuScenes.
NuScenes-MQA [100] 2023 VQA, IC M2T Introduce a Markup-QA dataset based on NuScenes with baseline model.

Talk2BEV [59] 2023 VQA, OL-DM M2T Augment BEV maps with language to enable general-purpose visuolinguistic reasoning for autonomous
driving scenarios.

LiDAR-LLM [80] 2023 VQA, 3D-G-C LLM Introduce a LLM with LiDAR data as input and perform 3D scene understanding tasks.
Reason2Drive [86] 2023 VQA V2T, VTF Propose a method empowering VLMs to leverage object-level perceptual elements.
TRIVIA [101] 2023 VQA, IC VTF Present a novel approach termed Traffic-domain Video Question Answering with Automatic Captioning.
CMQR [102] 2023 VQA VTM, VTF Propose a causality-aware event-level visual question reasoning framework to achieve robust VQA.

Tem-adapter [103] 2023 VQA VTM Propose an adapter to enable the learning of temporal dynamics and complex semantics by a visual
temporal aligner and a textual semantic aligner.

Navigation and Planning

TttV [104] 2019 LGN M2T, VTF Propose a modular framework to provide accurate waypoints given language instructions.
GtN [75] 2022 LGN M2T, VTM Present a vision language navigation tool to control vehicle movements based on text-driven commands.
ALT-Pilot [76] 2023 LGN M2T, VTM Propose an autonomous navigation system based on language-augmented topometric maps.
GPT-Driver [105] 2023 MP LLM Transform motion planning task into a language modeling problem.
CoverNet-T [66] 2023 TP M2T, VTF Introduce text and image representation for trajectory prediction.

DriveVLM [106] 2024 TP, MP M2T, M2F Propose a pipeline incorporating CoT module for hierarchical planning, and a hybrid system enhancing
spatial understanding.

Decision Making and Control
Advisable-DM [107] 2020 OL-DM M2T, VTF Propose an advisable and explainable model for self-driving systems.

LanguageMPC [108] 2023 OL-DM LLM Devised a chain-of-thought framework for LLMs in driving scenarios that divides decision-making
process into numerous sub-problems.

DaYS [109] 2023 OL-DM, MP LLM Provide a framework to integrate LLMs into autonomous vehicles.

BEVGPT [110] 2023 OL-DM, MP M2T IPropose a generative pre-trained large language model for scenario prediction, decision-making,
and motion planning with BEV images as input.

DwLLMs [111] 2023 OL-C, VSR LLM Propose a model with object-level fusion for Explainable AD.
DiLU [112] 2023 CL-DM LLM Instill knowledge-driven capability into AD systems from the perspective of how humans drive.
SurrealDriver [113] 2023 CL-DM LLM Develop an LLM-based driver agent for complex urban environments.
DLaH [58] 2023 CL-DM M2T, VTF Show the feasibility and decision-making ability of LLM in driving scenarios in simulation.

End-to-End Autonomous Driving

DriveGPT4 [56] 2023 VQA, OL-C M2T, VTF Propose a multimodal model for interpretable autonomous driving with video and question as
input and control signal as output.

ADAPT [62] 2023 VSR, OL-DM V2T, VTF Propose a end-to-end action narration and reasoning framework for self-driving vehicles.
DriveMLM [114] 2023 CL-C M2T, VTF Propose a LLM-based framework enabling closed-loop AD in simulator.

VLP [115] 2024 OL-P, 3D OD-T M2T, VTF Introduce a vision language planning approach to enhance the perception and open-loop
planning performance.

Data Generation
DriveGAN [116] 2021 CVG M2V, VTF Propose an end-to-end controllable differentiable neural driving simulator for scenario re-creation.

GAIA-1 [60] 2023 CVG M2V, VTF Propose a multi-modal generative model to produce realistic driving scenarios with precise
control over ego-vehicle actions and scene attributes.

DriveDreamer [61] 2023 CVG M2V, VTF Introduce the first world model derived from real-world driving scenarios, capable of generating
high-quality driving videos and sound driving policies.

BEVControl [90] 2023 CIG M2V, VTF Present a sketch-based street-view images generative model based on nuScenes.
DrivingDiffusion [117] 2023 CVG M2V, VTF Propose a spatial-temporal consistent diffusion framework to generate layout-guided multi-view videos.
ADriver-I [118] 2023 CVG M2T, M2V Construct as world model using vision-action pairs based on VLMs.

research.

Similarly, NuScenes-MQA [100] proposes a Markup-QA
dataset in which the QAs are enclosed with markups, also

based on the nuScenes dataset. Talk2BEV [59] employs a
BEV-based detection model, dense captioning model, and
text recognition model to construct a ground-truth language-
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enhanced BEV map and evaluate the model’s performance in
visual and spatial understanding based on VQA tasks. LiDAR-
LLM [80] proposes an LLM that takes raw LiDAR data
as input and is able to perform multiple 3D understanding
tasks, including 3D captioning, 3D grounding, and 3D VQA.
With the proposed View-Aware Transformer, LiDAR-LLM
adaptively incorporates LiDAR information as an input feature
of LLM and generates the response together with the input
prompt. Reason2Drive [86] presents a benchmark for explain-
able reasoning in complex driving environments. It divides the
complex decision-making process into perception, prediction,
and reasoning steps and collects question-answer pairs from
nuScenes [81], Waymo [122], and ONCE [123]. It also pro-
poses a framework leveraging object-level information as the
baseline. [124] evaluates the VQA performance specifically
on road sign and traffic signal existence problems based on
BDD100K [125].

In the traffic domain, [101] proposes a weakly supervised
Traffic-domain Video Question Answering with Automatic
Captioning method. The core contribution is the usage
of automatically generated synthetic captions for online
available urban traffic videos. The automatically generated
video-caption pairs are then used for fine-tuning, thus
injecting additional traffic domain knowledge into the trained
model. [102] proposes a Cross-Modal Question Reasoning
framework to identify the temporal causal context for event-
level question reasoning. An attention-based module enables
the learning of temporal causal scenes and question pairs.
[103] introduces Tem-Adapter to minimize the gap between
image and video domains from the temporal aspect by
learning temporal dependencies. It shows great performance
in traffic video question-answering tasks.

Pedestrian Detection. Human-like object confusion and
insufficient border case samples are the inherent challenges in
pedestrian detection, while VTM-based VLMs can generate
free and cheap pseudo labels, which can be utilized to
alleviate these challenges. To this end, VLPD [67] first
proposes a vision-language extra-annotation-free method to
enhance the model’s capability of distinguishing confusing
human-like objects. It employs CLIP to acquire the pixel-wise
explicit semantic contexts and distance pedestrian features
from the features of other categories through contrastive
learning, improving the detection capabilities for broader
cases. UMPD [68] also utilizes the zero-shot semantic classes
from the CLIP and proposes a fully-unsupervised multi-view
Pedestrian Detection approach without manual annotations.

We note that the aforementioned works, including object re-
ferring, open-vocabulary detection, segmentation and tracking,
language-guided retrievals, driving scene understanding, and
visual scene reasoning in AD, are still in the early stages.
Still, we believe these are promising directions and anticipate
an increasing number of interesting works to emerge in the
future.

B. Navigation and Planning

In the field of navigation, with the advancement of VLMs,
especially the proposal of CLIP [77], Language-Guided
Navigation (LGN) task begins to extend from specific
pre-defined location descriptions to free and arbitrary
instructions, which also promotes the development of
Language-Augmented Maps [76].

Language-Guided Navigation. As formulated in Section
III-D, the development of language-guided aviation tasks
greatly benefits from the cross-modality alignment in VTM-
type VLMs. Talk to the Vehicle [65] proposes a waypoint
generator network (WGN) that maps semantic occupancy
and pre-defined natural language encodings (NLE) to local
waypoints. The planning module then takes local waypoints
to predict the trajectory for execution. Ground then Navigate
[75] solves the language-guided navigation tasks with the
help of CLIP. It proposes a pipeline that takes video frames,
historical trajectory context, and language command as input,
and output predicted navigation mask as well as trajectory
at each timestamp. ALT-Pilot [76] enhances OpenStreetMap
(OSM) road networks by incorporating linguistic landmarks,
including street signs, traffic signals, and other prominent
environmental features that aid in localization to substitute
traditional memory and compute expensive HD LiDAR maps.
ALT-Pilot also leverages CLIP to precompute the feature
descriptors for each of these landmarks and match them with
the pixel-wise vision descriptors using cosine similarity at
inference time, which facilitates the correspondence from
language navigation instructions to map locations, thereby
assisting multi-modal localization and navigation.

Prediction and Planning. Some works have also begun to
explore how to leverage LLMs to enhance the performance of
motion planning and trajectory predictions. GPT-driver [105]
reformulates motion planning as a language modeling problem
and transforms the GPT-3.5 model into a motion planner
for autonomous driving, capitalizing on its strong reasoning
and generalization capabilities. CoverNet-T [66] proposes to
train a joint encoder with text-based scene descriptions and
rasterized scene images for trajectory predictions. It shows that
text-based scene representation has complementary strengths
to image encodings, and a joint encoder outperforms its
individual counterparts. DriveVLM [106] introduces a scene
understanding and planning pipeline based on Qwen-VL [13]
with chain-of-thought (CoT) reasoning. It divides the planning
tasks into scene description, scene analysis, and hierarchical
planning and calculates the planning results step by step.
To mitigate the spatial reasoning and heavy computation
limitations of large VLMs, it proposes incorporating traditional
autonomous driving modules, including 3D perception, motion
prediction, and trajectory planning and formulates a hybrid
system.

C. Decision-Making and Control

In the decision-making and control area of autonomous
driving, several works seek to leverage the powerful common
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sense comprehending and reasoning capabilities of LLMs to
assist drivers [107] [109], to emulate and entirely substitute
drivers [58] [108] [111]–[113]. When considering utilizing
LLMs for closed-loop control in AD, most works [58] [109]
[112] [113] introduce the extra memory module to record
driving scenarios, experiences, and other essential driving
information.

Decision Making. LanguageMPC [108] employs LLMs as
a decision-making component to solve complex AD scenar-
ios that require human commonsense understanding. Drive
as You Speak [109] proposes a framework that integrates
LLMs into AD and orchestrates other modules accordingly.
Drivers can directly communicate with the vehicle through
LLMs. The framework includes a memory module to save
past driving scenario experiences in a vector database, which
includes decision cues, reasoning processes, and other valuable
information. LLMs then make decisions based on acquired
experience and common sense. DiLU [112] studies the driving
methods of human drivers and proposes a paradigm that
uses reasoning, memory, and reflection modules to facilitate
interaction between LLMs and the environment. This approach
embeds such knowledge-driven capabilities of human drivers
into the AD system.

BEVGPT [110] proposes a framework that integrates
several autonomous driving tasks, encompassing driving
scenario prediction, decision-making, and motion planning
using a single LLM with BEV representation as a unified
input. DwLLMs [111] encodes traffic participants and
environment into object-level vectors. It introduces a new
paradigm with a two-stage pre-training and fine-tuning
approach, allowing the model to understand driving scenarios
and generate driving actions. SurrealDriver [113] proposes a
human-like AD framework based on LLMs within the CARLA
simulator. Through memory and safety mechanisms, LLMs
can accomplish situation understanding, decision-making, and
action generation. It also learns the driving habits of human
drivers and continuously optimizes the driving skills in the
closed loop. DLaH [58] introduces reasoning, interpretation,
and memory modules to construct an AD system based on
GPT-3.5 [6] and LLaMA-Adapter v2 [126]. It demonstrates
strong capabilities in scenario understanding and addressing
long-tail problems in simulations.

Although most of the existing control and decision-making
work in AD relies solely on LLMs, they can easily get
connected with the perception module utilizing visual-LLMs
connectors [126]–[129], achieving either mid-to-mid or end-
to-end AD. Furthermore, designing a vision-LLMs connector
suitable for AD systems is a promising direction. We en-
courage exploration in this area and believe that a substantial
amount of work in this segment will emerge in the near future.

D. End-to-End Autonomous Driving

According to the definition in [14], the end-to-end
autonomous driving system is a fully differentiable program
that takes raw sensor data as input and produces a plan

Fig. 8. Example of conditional multi-view video generation result from
DrivingDiffusion [117] with layout and text control.

or low-level control actions as output, which aligns well
with the structure of M2T model in VLMs. Due to such
a natural synergy, some studies explore the feasibility
of applying M2T VLMs models to end-to-end AD, as
illustrated in Figure 4. Compared to traditional end-to-end
AD systems, large VLMs-based end-to-end AD systems
possess potent interpretability, trustworthiness, and complex
scene comprehending ability, paving the way for the practical
application and implementation of end-to-end autonomous
driving.

End2End AD System. DriveGPT4 [56] is the pioneering
work leveraging large VLMs for end-to-end AD tasks, which
takes raw sensor data and human questions as input and
outputs predicted control signals and corresponding answers.
It retains LLMs’ powerful zero-shot generation capability and
is able to handle unseen scenarios. ADAPT [62] proposes an
end-to-end AD pipeline based on the transformer model. With
video input, ADAPT continuously outputs control signals,
narration, and reasoning descriptions for actions. Unlike the
DriveGPT4, ADAPT does not incorporate VQA module but
instead transforms interpretable end2end AD into the vision
captioning task. DriveMLM [114] introduces an LLM-based
AD framework, which can plug and play in the existing
closed-loop driving systems. The model takes driving rules,
user commands, and camera or LiDAR information as input,
and generates control signals and corresponding explanations.
DriveMLM shows its effectiveness on closed-loop driving
in Town05Long benchmark [130]. VLP [115] proposes a
vision-language planning framework leveraging LLMs for
end-to-end autonomous driving. The framework incorporates
local and global context features into LLMs with the proposed
agent-centric and self-driving-car-centric learning paradigms.
With the help of LLMs’ powerful zero-shot generalization
ability, VLP shows improved performance in new urban
environments.

The natural fit of M2T-Type VLMs and end-to-end au-
tonomous driving systems has promoted a number of pioneer-
ing studies in the field and demonstrates its feasibility and
superiority. However, due to the inherent limitations of auto-
regressive large VLMs and LLMs, many issues still need to be
considered and addressed, and more discussion can be found
in Section VII.
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TABLE II
PERFORMANCE COMPARISON OF EXISTING CONDITIONED AUTONOMOUS

DRIVING DATA GENERATION MODELS ON NUSCENES VALIDATION
DATASET. MULTI-VIEW AND MULTI-FRAME DENOTE THE TYPE OF

GENERATED VISUAL DATA.

Method Multi-View Multi-Frame FID↓ FVD↓

DriveGAN [116] ✓ 73.4 502.3
BEVGen [140] ✓ 25.54 -
DriveDreamer [61] ✓ 52.6 452.0
DrivingDiffusion [117] ✓ ✓ 15.83 332.0
ADriver-I [118] ✓ 5.5 97.0

E. Data Generation

Conditional autonomous driving data generation task, as
introduced in Section III-E, significantly benefits from the
advancement and success of generative networks [131]–
[137]. The application of conditional generative models in
autonomous driving allows the generation of large-scale high-
quality data, thereby promoting the development of data-driven
autonomous driving. Table II compares current mainstream
methods and shows the performance in this area. Figure
8 shows an example of generated multi-view frames with
different layouts and texts as conditions.

DriveGAN [116] learns the sequences of driving videos and
their corresponding control signals. It can control the vehicle
behaviors in the generated video by disentangling scene
components into action-dependent and action-independent
features. This capability enables high-fidelity, controllable
neural simulations, and AD data generation. BEVControl [90]
takes a sketch-style BEV layout and text prompts as inputs
to generate street-view multi-view images. It introduces
controller and coordinator elements to ensure the geometrical
consistency between the sketch and output and strengthens
appearance consistency across the multi-view images.
This approach facilitates controllable AD scenario sample
generation based on BEV sketch. DrivingDiffusion [117]
generates controllable multi-view videos given 3D layouts
and text prompts based on latent diffusion model (LDM)
[138] and denoising diffusion probabilistic model (DDPM)
[139]. To ensure cross-view and cross-frame consistency, a
consistency attention mechanism and geometric constraints
are introduced to enhance the performance of generated data.

World Models. Some works incorporate the idea of world
models [141] into AD data generation for a more reasonable,
predictable, and structured environment simulation. Drive-
Dreamer [61] is a pioneering world model in AD entirely
learned from real-world driving scenarios, which undergoes
two stages of training. It first comprehends and models
driving scenarios using real-world driving videos, allowing it
to acquire detailed and structured environmental information.
In the second stage, it constructs a driving world model
through a video prediction task, gaining the ability to forecast
future events and interact with the environment. DriveDreamer
generates realistic and controllable driving scenarios, which
can be used for AD model training. GAIA-1 [60] takes video,
action, and text description as inputs, utilizing the powerful

capability of world models to learn structured representation
and understand the environment, encoding the inputs into a
sequence of tokens. It then employs denoising video diffusion
models as the video decoder to achieve highly realistic video.
ADriver-I [118] introduces the interleaved vision-action pair
to fuse the visual and control signal. It uses historical vision-
action pairs and current images to predict the control signal
of the current frame and then generate the next frame image
in an auto-regressive manner.

V. DATASETS

Open-sourced datasets play a fundamental role in promoting
and accelerating the development of autonomous driving areas.
Beyond traditional vision-based datasets, integrating the lan-
guage modality into data offers advantages for driving systems.
This section exhibits and analyzes the datasets foundational
to autonomous driving (V-A) and those integrating language
in autonomous driving systems. The overview of datasets is
presented in Tab. III.

A. Autonomous Driving Datasets

In the autonomous driving domain, datasets serve as one
of the key points for developing safe and efficient perception,
prediction, and planning systems.

Mainstream autonomous driving datasets like KITTI [55],
nuScenes [81], BDD100K [125], ONCE [123], and Waymo
[122] span multiple tasks, such as object detection, tracking,
and segmentation, with various data modalities. Cityscapes
[143] provides precisely annotated image data for object de-
tection and semantic segmentation. In contrast to the versatile
datasets, Caltech Pedestrian Detection [142] offers annotated
images for pedestrian detection within urban traffic scenarios.
Meanwhile, as a subset of [143], CityPersons focuses on
image-based pedestrian detection from varied city environ-
ments. Other task-specific datasets, such as SemanticKITTI
[145], provide labeled LiDAR point clouds for semantic
segmentation. One thousand and one hours [147] records
1,118 hours of self-driving perception data, which provides
trajectory annotations for motion planning tasks. Data given
by CityFlow [146] can be utilized to solve object tracking and
re-identification.

B. Language-Enhanced AD Datasets

The introduction of natural language helps the autonomous
driving system interpret human questions and instructions, and
realize high-level human-vehicle interaction. As autonomous
driving advances, combining linguistic information with vi-
sual data enriches semantic and contextual comprehension.
By facilitating better recognition of the traffic environment
and promoting a deeper understanding of driving scenarios,
natural language assistance enhances the safety and interaction
capabilities of autonomous vehicles.

Prior work [149] provides a potential opportunity to enhance
the capability of the perception system in autonomous vehicles
by introducing language understanding into the detector. For
object tracking tasks, CityFlow-NL [154], Refer-KITTI [69],
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TABLE III
OVERVIEW OF DATASET. SS: SEMANTIC SEGMENTATION OT: OBJECT TRACKING REID: RE-IDENTIFICATION MP: MOTION PLANNING AE: ACTION

EXPLANATION VSR: VISUAL-SPATIAL REASONING VLN: VISUAL-LANGUAGE NAVIGATION H2V-ADVICE: HUMAN-TO-VEHICLE ADVICE SOR:
SINGLE OBJECT REFERRING VR: VEHICLE RETRIEVAL VQA: VISUAL QUESTION ANSWERING DM: DECISION-MAKING IC: IMAGE CAPTIONING IR:

IMPORTANCE RANKING

Dataset Year Tasks Source Datasets Data Modalities
Image Video Point Cloud Text

Autonomous Driving Dataset

Caltech Ped Det [142] 2009 2D OD - ✓ - - -
KITTI [55] 2012 2D/3D OD, SS, OT - ✓ - ✓ -

Cityscapes [143] 2016 2D/3D OD, SS - ✓ - - -
CityPersons [144] 2017 2D OD - ✓ - - -

SemanticKITTI [145] 2019 3D SS - - ✓ - -
CityFlow [146] 2019 OT, ReID - ✓ ✓ - -
nuScenes [81] 2020 2D/3D OD, 2D/3D SS, OT, MP - ✓ ✓ ✓ -

BDD100K [125] 2020 2D OD, 2D SS, OT - ✓ ✓ - -
Waymo [122] 2020 2D/3D OD, 2D SS, OT - ✓ ✓ ✓ -
OTOH [147] 2020 MP - ✓ ✓ - -
ONCE [123] 2021 2D/3D OD - ✓ ✓ ✓ -

Language-Enhanced Autonomous Driving Dataset

BDD-X [148] 2018 AE BDD100K ✓ ✓ - ✓
Cityscapes-Ref [149] 2018 SOR Cityscapes ✓ - - ✓
TOUCHDOWN [150] 2019 VSR, VLN - ✓ - - ✓

LCSD [104] 2019 VLN - ✓ - - ✓
HAD [151] 2019 H2V-Advice - ✓ ✓ - ✓

Talk2Car [152] 2020 SOR nuScenes ✓ ✓ - ✓
BDD-OIA [153] 2020 AE BDD100K ✓ ✓ - ✓

CityFlow-NL [154] 2021 VR, OT CityFlow ✓ ✓ - ✓
CARLA-NAV [75] 2022 VLN - ✓ - - ✓

NuPrompt [70] 2023 MOR-T nuScenes ✓ ✓ - ✓
NuScenes-QA [57] 2023 VQA nuScenes ✓ ✓ ✓ ✓
Markup-QA [100] 2023 VQA nuScenes ✓ ✓ - ✓

Talk2BEV [59] 2023 VQA, OL-DM nuScenes ✓ ✓ - ✓

Reason2Drive [86] 2023 VQA nuScenes
✓ ✓ - ✓Waymo,ONCE

Refer-KITTI [69] 2023 MOR-T KITTI ✓ ✓ - ✓
Driving LLMs [111] 2023 VSR - ✓ - - ✓

DRAMA [155] 2023 IC, VQA - ✓ ✓ - ✓
Rank2Tell [156] 2023 IR,VSR - ✓ ✓ ✓ ✓
SUP-AD [106] 2024 VQA - ✓ ✓ - ✓

and NuPrompt [70] extend [146] [55] [81] with language
prompts, respectively. TOUCHDOWN [150], LCSD [104],
and CARLA-NAV [75] generate language-guided navigation
datasets. Talk2Car [152] is proposed for the single traffic
object referring task. Safe autonomous driving requires reliable
scene understanding. [57] [111] [155] [100] [86] evaluate the
understanding and reasoning capabilities of the autonomous
driving system by providing question-answer pairs. Talk2BEV
[59] focuses on visual-spatial reasoning (VSR). Beyond image
and video data, Rank2Tell [156] takes LiDAR point clouds into
account for multi-modal importance ranking and reasoning.
BDD-X [148] and BDD-OIA [153] offer textual explanations
for improving the explainability of AD algorithms. HAD [151]
proposes a human-to-vehicle advice dataset for developing
advisable autonomous driving models.

VI. DISCUSSION

Based on the aforementioned categorization, analysis, and
summary of existing studies, in this section, we deeply discuss
benefits, advantages, and several notable emerging topics
related to applying vision language models in autonomous
driving, including the advantages of large VLMs in AD,
Autonomous Driving Foundation Model, Multi-Modality
Adaptation, Public Data Availability and Formatting, and
Cooperative Driving System with VLMs.

Advantages of large VLMs in AD. Autonomous driving
has long faced a series of challenges, including issues with
action explainability, high-level decision-making, generaliza-
tion to complex and extreme scenarios, and human-vehicle
interaction. The emergence of LLMs and large VLMs offers
new potential solutions to all these problems. Large VLMs,
in particular, provide comprehensive benefits for autonomous
driving, enhancing and expanding the capabilities of classic
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Fig. 9. An overview of statistics on the distribution of autonomous driving
language-enhanced datasets in table III. The visual question-answering type
has the highest percentage.

AD modules, such as perception, navigation, planning, and
control, and also offer a fresh perspective on the end-to-end
autonomous driving paradigm.

Specifically, as mentioned in IV-A, large VLMs leverage
the outstanding zero-shot generalization capabilities to
enhance the recognition abilities in corner cases and
unknown objects. By harnessing the deep fusion of scene
and textual information, large VLMs provide plausible
open-ended QA sessions regarding driving-related scenarios,
facilitating explainable autonomous driving and human-
vehicle interaction. Furthermore, as stated in section IV-B
and IV-D, large VLMs promote the performance of language-
guided localizing, navigation, and planning tasks with the
ability to align cross-modality features and comprehend in-
depth instructions. Its advanced high-level reasoning abilities,
along with an understanding of common sense and traffic
rules, enable the potential to perform high-level decision-
making and control tasks according to section IV-C. Lastly,
as noted in section IV-E, large VLMs facilitate the generation
of realistic, controllable, high-quality synthetic autonomous
driving data with comprehensive and implicit modeling of
the environment. In summary, large VLMs have introduced
new perspectives and opportunities for autonomous driving.
Existing studies have conducted feasibility verification in
various aspects, and many areas are worth further exploration.

Autonomous Driving Foundation Model. Existing
foundation models—including vision foundation models
[157]–[159], language foundation models [2]–[4], and multi-
modal foundation models [7]–[9]—have set the stage for
the feasibility of Autonomous Driving Foundation Models
(ADFMs). We formulate ADFMs as models pre-trained
on vast and diverse datasets, excelling in interpretability,
reasoning, forecasting, and introspection, and effective
in various autonomous driving tasks, such as perception,
understanding, planning, control, and decision-making. Some
studies have made preliminary attempts [56] [60] [105] [108],
whereas how to adapt existing foundation models to ADFMs,
and align the objectiveness of autonomous driving remains a
relatively uncharted domain.

Multi-Modality Adaptation. As mentioned in IV-C, current
approaches utilizing LLMs for motion planning, control,
and decision-making often transform sensor data into text
formulation directly, either through existing perception
algorithms or by direct extraction from the simulator. While
this modular approach simplifies experiments, it can lead
to the loss of context and environmental information and
is heavily dependent on the performance of the perception
algorithms. In light of this, exploring the establishment of
vision-language connections through VTM or VTF or a hybrid
of both, specifically for autonomous driving scenarios, as
alternatives to simplistic manual reformulations, is a direction
worth pursuing. Some available modality connectors, such
as LLAMA-Aapter [126], [127] and Q-Former [160], can be
used as preliminaries.

Public Data Availability and Formatting. Although there
are already many off-the-shelf large-scale autonomous driving
datasets [81] [122] available, as mentioned in Section V, they
are not suitable or optimal for the direct adaptation of LLMs
in AD. For example, how to generate instruction tuning
datasets and design instruction formats based on AD datasets
for ADFM adaptations remains barely investigated. Besides,
a large-scale image-text traffic-specific pairs dataset can
also be of great help for the development of AD, especially
for approaches relying on VTM pre-training models in
object detection, semantic segmentation, language-guided
navigation, and language-guided retrieval.

Cooperative Driving System with VLMs. Recent studies
[161]–[163] demonstrate the advantages and prospects of the
cooperative driving system (CDS) as a promising technique
for next-generation automated vehicles. Cooperative driving
system shares information through vehicle-to-vehicle (V2V)
[164], [165] or vehicle-to-intelligent infrastructure (V2I) [21]
communication to enlarge the perceptive range, alert potential
hazards, and optimize the traffic flow. As mentioned in Section
IV-D, the M2T-type VLM is a natural match for end-to-end
autonomous driving, and the vehicle then serves as an intelli-
gent autonomous agent. In this case, CDS can be regarded as
a VLM-based collaborative multi-agent system.

Integrating large VLMs into CDS brings benefits in terms of
cooperative perception, cooperative decision-making, and user
experience. With the zero-shot traffic environmental perception
and understanding ability of large VLMs, CDS can recognize
open-vocabulary unseen objects and understand novel corner
cases, which further enhances the cooperative perception ca-
pability. Besides, CDS can leverage the high-level reasoning
ability of large VLMs for cooperative multi-vehicle planning
and decision-making. By communicating with other vehicles
and infrastructures, all the VLM-based intelligent vehicles
can theoretically reach a better planning solution. In addition,
with the advantage of large VLMs in interpretability and
human-vehicle interaction, leveraging large VLMs in CDS
also improves the user traveling experience. The passenger can
understand the behavior of other vehicles and the surrounding
traffic environment more intuitively and clearly.
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VII. CHALLENGES

Despite the many benefits that large vision language
models bring to autonomous driving and their potential to
alleviate current problems, there are still some challenges in
applying the technology effectively to real-world autonomous
driving systems. In this section, we outline the remaining and
potential future challenges, present some feasible solutions,
and provide insights for further research.

Computation Demands and Deployment Latency. Real-
time processing and limited computational resources pose
significant challenges for on-vehicle model deployment in
autonomous driving. Current large VLMs typically contain
billion-scale parameters, making both fine-tuning and in-
ference highly resource-intensive and failing to meet real-
time requirements. Several existing techniques can allevi-
ate these problems. Parameter-Efficient Fine-Tuning (PEFT)
[166]–[168] reduces the number of trainable parameters while
maintaining satisfactory model performance, thereby mini-
mizing resource consumption for fine-tuning. Besides, un-
like general LLMs, the knowledge required for autonomous
driving is often specialized and domain-specific, and much
of the knowledge contained within LLMs is redundant for
AD. Hence, employing knowledge distillation [169] [170] to
train a smaller, more tailored model suitable for autonomous
driving presents a feasible approach. Other common model
compression techniques in deep learning, e.g., quantization
[171] [172] and pruning, are also applicable in this context.

In addition, it is important to consider the deployment
architecture of VLMs in automated vehicles for real-
world applicability to meet the computation and latency
requirements. On-vehicle deployment benefits from low
latency and reduces the risk of privacy leakage with local data
storage, but it requires more computational capacity and costs
more to produce, update, and maintain. Cloud deployments
provide powerful centralized computing capabilities but carry
risks of latency, privacy, and network dependency. In fact,
a hybrid deployment of large VLMs in AD, leveraging the
advantages of the vehicle side and the cloud side separately, is
an ideal solution. Critical real-time decisions can be deployed
on the vehicle side, whereas data analytics and model updates,
which require more computational resources and have fewer
speed requirements, can be deployed on the cloud. Currently,
both the software architecture and the hardware requirements
for the application of large VLMs to automated vehicles are
still open questions.

Temporal Scene Understanding. Scene understanding in
autonomous driving typically requires temporal information
from video to continuously perceive and comprehend the
dynamics and causality of the driving environment and traffic
participants. Merely using image-level VLMs is insufficient
for the demands. For instance, it’s impossible to determine
the specific cause of a car accident from a single image; see
Fig. 7. However, how to process temporal sensor data for
driving scenarios remains an issue that requires exploration.
Based on the existing work, one possible direction is to

train a video-language model, e.g., [56] as an initial attempt,
with all existing video-language adapters [173] [174] being
potentially applicable in this regard. Another possible route
involves converting video data into a paradigm that can
be processed by image-language models [103], integrating
temporal adapter layers, and fine-tuning accordingly by
necessity, thereby enhancing the model’s understanding of
spatial-temporal information in the traffic environment.

Ethical and Societal Concern in Driving Safety. Since
large language models are usually pre-trained with large
amounts of unfiltered, low-cost data, they can sometimes
generate toxic, biased, harmful content that may conflict
with human values. Besides, the hallucination phenomenon
of auto-regressive large language models [175] also poses
serious challenges to practical applications. It brings potential
societal concerns regarding model safety and reliability,
which necessitates further alignment tuning. Hence, during
the development of autonomous driving foundation models,
it’s also essential to align the control strategy, decision-
making, and response mechanisms with certain standards to
ensure adherence to stable, safe, and sound driving values. In
addition, some ethical issues also arise, such as the attribution
of responsibility in the event of traffic accidents, which
requires clear delineation in terms of policy. As potential
solutions towards safe and trustworthy driving, existing
techniques in LLMs alignment tuning, such as reinforcement
learning from human feedback (RLHF) [176], DPO [177],
and supervised alignment tuning, can be used to align the
controlling behavior and strategy to a reliable driver. These
techniques are worth trying in this domain.

Data Privacy and Security. Training large vision language
models for autonomous driving not only requires large-scale
data from the internet but also some sensitive data that
may involve user information, such as user age, driving
behavior, road conditions, etc. As a data-driven technology,
this valuable data is vital in the journey of achieving fully
automated driving. However, how, which, and where this
sensitive data can be collected, used, and stored brings
many concerns and necessitates further discussion. More
regulations should be in place to protect users’ privacy, while
boosting the development of this field in the meantime.
Technically, privacy-preserving machine learning [178], [179]
and federated learning [180], [181] can be possible solutions
to alleviate this issue. In addition, the adoption of large
VLMs as the core decision-making and planning system in
autonomous driving brings a series of security concerns.
Security attacks against vehicle system vulnerabilities or
adversarial attacks [182] on VLM models can lead to vehicle
system manipulation or decision misjudgment. To this end,
more research on vehicle adversarial attacks and the security
of vehicle system architecture with large VLMs is highly
essential for further investigation.
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VIII. CONCLUSION

This survey provides a comprehensive overview of the
background, mainstream visual language tasks and metrics,
current advancements, potential applications, main challenges,
and future trajectories for large VLMs in autonomous driving.
The paper classifies the existing studies in this domain into
Multimodal-to-Text, Multimodal-to-Vision, and Vision-to-Text
based on VLM’s modality types, and into Vision-Text-Fusion
and Vision-Text-Matching from the viewpoint of VLMs’
inter-modality connection. It provides exhaustive reviews and
analyses of existing VLM applications in various areas of
autonomous driving, including perception and understanding,
navigation and planning, decision-making and control, end-to-
end autonomous driving, and data generation. It summarizes
notable datasets available in this field up to the present date
and illustrates the advantages of introducing large VLMs into
the field. Drawing upon current studies, this work expounds
on existing and future challenges encompassing computation
demands and latency, temporal scene understanding, ethical
and societal concerns in driving safety, and data privacy and
security. It also offers a view of some potential solutions and
possible directions for future exploration. The aim is to draw
interest and attention within the research community to this
area and facilitate more meaningful investigations.
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