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Abstract

We introduce WearVQA, the first benchmark specifically designed to evaluate1

the Visual Question Answering (VQA) capabilities of multi-modal AI assistant on2

wearable devices like smart glasses. Unlike prior benchmarks that focus on high-3

quality, third-person imagery, WearVQA reflects the unique challenges of ego-4

centric interaction—where visual inputs may be occluded, poorly lit, unzoomed,5

or blurry, and questions are grounded in realistic wearable use cases. The bench-6

mark comprises 2,520 carefully curated image-question-answer triplets, spanning7

7 diverse image domains including both text-centric and general scenes, 10 cogni-8

tive task types ranging from basic recognition to various forms of reasoning, and 69

common wearables-specific image quality issues. All questions are designed to be10

answerable using only the visual input and common senses. WearVQA is paired11

with a rigorous LLM-as-a-judge evaluation framework with 96% labeling accu-12

racy. Open-source and proprietary multi-modal LLMs achieved a QA accuracy13

as low as 24–52% on WearVQA, with substantial drops on lower-quality images14

and reasoning-heavy tasks. These observations position WearVQA as a compre-15

hensive and challenging benchmark for guiding technicial advancement towards16

robust, real-world multi-modal wearables AI systems.17

1 Introduction18

Imagine a shopper at a liquor store picking up a bottle of Rosé and asking which dishes it pairs19

with. Picture a DIY enthusiast kneeling under the kitchen sink, asking how to use a basin wrench20

to loosen the nut behind the faucet. Envision someone at a lunch table, holding a receipt and asking21

how much to leave as a tip.22

As wearable devices move closer to mainstream adoption, they offer new opportunities to meet23

users’ real-world needs as illustrated above. However, the egocentric perspective introduces unique24

challenges. The bottle might be obscured by the brim of a hat, the space under the sink might be25

poorly lit, and the receipt’s numbers might be too small to read clearly–egocentric images often26

suffer from lower quality than the well-lit, carefully framed shots taken by smartphones. Moreover,27

users tend to ask questions as if the assistant shares their viewpoint, such as “how to fix this?” when28

multiple objects are visible, or “should I use the tool on that corner to loosen the nut?”29

1∗First author with equal contribution.
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(a) Reasoning (Text) (b) Recognition (Text) (c) Math

(d) Reasoning (Image) (e) Recognition (Image) (f) Activity Recognition

(g) How to/Purpose (h) Counting (i) Spatial Reasoning (j) Next-state Prediction

Figure 1: Example image-question-answer triples across 10 visual cognitive task types in the
WearVQA benchmark.

Existing VQA benchmarks like VQA v2 [8] and OK-VQA [12] use high-quality images with clear30

subjects, while egocentric benchmarks such as VizWiz [9] and EgoVQA [7] capture first-person31

perspectives but are complexity-limited, or focus on videos. Recent benchmarks focus on spe-32

cific capabilities: MMBench [10] for fine-grained abilities, MMMU [17] for expert reasoning,33

MMQA [14] for cross-modal information, and MathVista [11] for mathematical reasoning. This34

disconnect underscores the need for a dedicated VQA benchmark based on egocentric imagery with35

diverse reasoning requirements, including sequential and causal reasoning to evaluate and guide36

the development of state-of-the-art models in more realistic, everyday scenarios.37

In this paper, we introduce WearVQA, which we plan to open source and build leaderboard soon. To38

the best of our knowledge, WearVQA is the first benchmark specifically designed for visual question39

answering in the context of wearable devices. WearVQA comprises 2,520 image-question-answer40

triples that reflect practical scenarios encountered by users of wearable devices (see examples in41

Figure 1). Compared to existing VQA benchmarks, WearVQA offers several distinctive features.42

1. Egocentric imagery: All images in WearVQA are captured from a first-person per-43

specitive, simulating the visual input typical of wearables devices. The image set includes44

six types of media quality issues common in such contexts—unzoomed, occluded, rotated,45

cut off, blurred, and low light. Notably, 54% of the images exhibit at least one of these is-46

sues (see Figure 2). In addition, 42% of the images feature hand-holding or finger-pointing,47

further emphasizing their egocentric nature.48

2. Egocentric questions: Every question in the benchmark is designed to be answerable us-49

ing only the image and common-sense, and is egocentric to reflect the type of queries a50

wearables assistant might receive. The questions span ten diverse cognitive tasks, ranging51

from basic visual recognition (e.g., “What am I looking at?”), to complex tasks such as52

reasoning (“Is this assembly step correct based on this manual?”), mathematical calcula-53

tion (“What is the total price after a 20% discount?”), and spatial inference (“What is the54

curvature of this road?”), as illustrated in Figure 1.55

3. Comprehensive and insightful: The 2,520 instances span across seven distinct image56

domains, ten question categories, and six image quality issues. Instances are carefully57

collected to achieve reasonable sizes of slices across each dimension, ensuring statistically58

significant metric readings.59

2



Table 1: Comparing our benchmark to existing single-image based multimodal benchmarks in the
literature.

Benchmark Egocentric Low-Quality Domain Question Reasoning Dataset Size Source
View Images Diversity Diversity Complexity (QA Pairs)

VQA [6] × × partial × Basic 265K COCO/abstract
VQA v2 [8] × × partial × Basic 1.4M+ COCO dataset
OK-VQA [12] × × partial partial Moderate† 14,000+ Curated COCO
MMBench [10] × × ✓ partial Moderate‡ 2,974 Diverse public sources
MMQA [14] × × ✓ ✓ Moderate¶ 29,918 Wikipedia images
MMMU [17] × × ✓ ✓ Advanced§ 11,500 Academic materials
MMVet [16] × × ✓ ✓ Advanced§ 200 Diverse web images
VizWiz [9] ✓ ✓ ✓ partial Moderate 45,000 VizWiz mobile app
WearVQA ✓ ✓ ✓ ✓ Complex∗ 2,520 Consumer wearables∗∗

†Knowledge integration ‡Attribute, relation & logic reasoning §Domain expertise reasoning
¶Cross-modal integration ∗Multi-step, sequential & causal reasoning

4. Forward-looking: To make sure the benchmark remains a meaningful challenge for the re-60

search community, we filtered out questions that current SOTA models consistently answer61

correctly. Moreover, 60% of the dataset consists of reasoning-based questions, aligned with62

advanced yet practical use cases expected in real-world wearable scenarios.63

5. Reliable metrics: We carefully curate questions to be unambiguous, each with a single64

correct and concise answer. To enable scalable evaluation, we integrate an LLM-as-a-65

judge evaluation framework that scores responses based on factual correctness, relevance,66

completeness and conciseness. We demonstrate that this evaluation setup—using GPT-67

4o—achieves an accuracy of 96% in assessing answer quality.68

In this paper, we present the WearVQA benchmark in detail, including the dataset construction69

(Section 2) and the evaluation methodology (Section 3). We use the benchmark to evaluate state-of-70

the-art Multi-Modal Large Language Models (MM-LLMs) (Section 4). Results show that question-71

answering accuracy on WearVQA ranges from 23% to 52%, and drops by 5-16% on images affected72

by quality issues. Our analysis further highlights key challenges, such as image quality degrada-73

tions, in particular lack of zoom and occlusions, and specific question types, such as mathematical74

reasoning, object counting, and spatial inference, pointing to clear directions for future model im-75

provements.76

1.1 Related work77

Recent multimodal benchmarks have advanced question-answering capabilities but fall short for78

wearable context. Table 1 compares our benchmark with existing multimodal benchmarks. The79

original VQA dataset [6] introduced the task of answering questions about images but used relatively80

simple queries on clean images. Traditional VQA benchmarks such as VQA v2 [8] have advanced81

multimodal reasoning but use high-quality images with clear subjects. Knowledge-based VQA82

benchmarks like OK-VQA [12] incorporate external knowledge but still rely on curated imagery.83

Recent comprehensive benchmarks such as MMMU [17] and MMQA [14] feature diverse domains84

and questions but utilize well-framed imagery from curated sources. MMVet [16] evaluates model85

versatility across diverse tasks with varying visual complexities but includes only partially degraded86

images and lacks the egocentric perspective crucial for wearable applications. MMBench [10] offers87

fine-grained evaluation across multiple ability dimensions but lacks complex reasoning types.88

While existing benchmarks excel in specific dimensions, WearVQA uniquely combines visual chal-89

lenges with multi-step reasoning requirements. These features make our benchmark a robust testbed90

for evaluating how multimodal systems handle real-world challenges close to typical deployment91

scenarios in wearable computing applications.92

2 Data Collection93

2.1 Problem definition94

The WearVQA benchmark is designed to evaluate AI capabilities in understanding what are in95

the viewpoint of the user and answering the user’s questions. Formally, the WearVQA (Wearables96
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(a) Blurred (b) Cutoff (c) Low light (d) Unmagnified (e) Occluded (f) Rotated

Figure 2: WearVQA contains egocentric images, where 54% images contain at least one of six
quality issues common for wearables scenarios.

Visual Question-Answering) problem takes an egocentric image and an egocentric visual question97

as input, and outputs an answer based on the image. The WearVQA benchmark contains a set of98

image-question-answer triples, where the answer provides the ground truth for the question.99

Egocentric images: An egocentric image is captured by a wearable device such as smart glasses100

and AI pins, from first-person perspective, simulating the viewpoint of the wearer. Our benchmark101

contains 7 image domains popular for wearables use cases, including text/documents, food/drinks,102

landmarks/travel, shopping/products, gardening/plants, animals/pets, and hobbies/activities. Ego-103

centric images are characterized by several core defining aspects: (1) images often have wide angles104

and small main entities, (2) lower resolution, and (3) poor image quality, as listed below and illus-105

trated in Figure 2.106

• Blurred: Images that exhibit a lack of clarity and sharpness, leading to indistinct and107

unfocused visual elements. Blurred images are prevalent in egocentric scenarios due to the108

natural movements, and activities like walking, running, or gesturing which lead to blurred109

images.110

• Cut-off: Images that exhibit incomplete framing, with portions of the subject matter trun-111

cated. In egocentric scenarios this occurs because the perspective is tied to the body, leading112

to unintentional framing.113

• Low light: Images captured under insufficient lighting conditions, leading to diminished114

visibility and color accuracy. Egocentric wearables are often used in diverse environments,115

including low-light settings, which can adversely affect image quality.116

• Unmagnified: Images that suffer from a lack of sufficient magnification or zoom, resulting117

in inadequate detail resolution. Egocentric images often have fixed focal lengths and wide-118

angles that capture a broad field of view, resulting in images that lack detail when subjects119

are at a distance.120

• Occluded: Images where the primary object is partially obscured by intervening objects121

or body parts, such as hands or hair, due to the natural interferences common in egocentric122

captures.123

• Rotated: Images presented with an incorrect orientation, disrupting the natural alignment.124

This misalignment is a result of orientation changing with the wearer’s head or body move-125

ments, especially during dynamic activities.126

Egocentric visual questions: An egocentric visual question takes a first-person perspective and127

asks questions regarding what is in the image. For example, a question can be “how to use the tool128

on my left?” or “what type of flower am I holding?”.129

To make the benchmark focused, we include questions that satisfy the following four criteria. 1)130

Image-based: the question has to be answered with the image; for example, “who wrote this book?”131

instead of “who wrote Harry Potter?”; 2) No external-source needed: the question can be answered132

with the image and common sense, thus does not need external knowledge; for example, “what is the133

price on the label?” instead of “is the product cheaper on Amazon?”; 3) Short-form: the question134

can be answered with concise responses; for example, “what is this stuff animal?” instead of “write135
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a poem about this stuff animal”; 4) Unambiguous: the question has a single correct answer; for136

example, “where is the dog relative to TV?” instead of “where is the dog?”137

We consider 10 types of questions (considering text and images separately) to test a diverse set of138

understanding and reasoning capabilities. The question types are designed to be representative of139

wearables use cases, with a good coverage of deep reasoning tasks. We show an example of each140

type in Figure 1.141

• (Text/Image) Recognition: Questions that require identifying and recognizing texts or142

objects.143

• (Text/Image) Reasoning: Questions that require logical reasoning or deduction based on144

commonsense knowledge, beyond simple recognition.145

• (Text) Math: Questions that require math calculations or numerical reasoning.146

• (Image) Activity recognition: Questions that require identifying or understanding the ac-147

tions or activities being performed by individuals or groups in a given context.148

• (Image) How-to/purpose: Questions that ask for explanations on how to perform a task,149

or the purpose of a tool or an action.150

• (Image) Counting: Questions that require counting the number of objects in an image.151

• (Image) Spatial reasoning: Questions that involve understanding and interpreting spatial152

relationships between objects or within an environment.153

• (Image) Next-state prediction: Questions that involve forecasting the subsequent state of154

an object or scenario based on current information.155

2.2 Data collection156

Image collection: We captured egocentric images using RayBan Meta smart glasses1. We curated157

the image set in a structured manner, involving two key steps. (1) We instructed a group of annotators158

to capture images and videos from daily life, focusing on scenarios plausible for interaction with159

wearable devices. We also instructed annotators to include images with quality issues, such as poor160

lighting and occlusion, to simulate real-world conditions. (2) We sampled frames from the captured161

videos, such that we enrich the image set with a diverse set of visual inputs like motion blurriness.162

These two steps resulted in a collection of approximately 4,000 images.163

Question-answer collection: For each question type, we decided the number of questions needed164

to ensure statistical significance. We instructed our annotators to write egocentric questions that165

are image-based, no external-source needed, short-form, and unambiguous. For each question, we166

instructed our annotators to write the ground truth answers in short sentences.167

Finally, we removed questions where all main models discussed in Section 4 provided correct an-168

swers, to ensure a challenging benchmark. In this way we downsized to 2,520 question-answer169

pairs. We randomly split them into a public test set of 1,500 questions and private test set of 1,000170

questions.171

2.3 Data statistics172

We created a benchmark of 2,520 image-question-answer instances, randomly split into 1,500 for a173

public test set and 1,000 for a private test set. The instances covers 7 domains, a total of 10 different174

question types, and 6 types of image quality issues. Figure 3 shows the distributions of questions175

along the different dimensions, and Table 2 gives details regarding types and domains. The images176

are of different resolutions, with ∼2.1K of resolution around 720 x 1280, and ∼413 of around 3024177

x 4032, where the former represent typical size of images that can be fairly easily transferred to the178

server through wifi.179

We have a few highlights. First, 54% of images have at least one type of quality issues, consistent180

with our observations in real production scenarios. Second, 48% of images have hand-holding or181

finger-pointing, highlighting uniqueness of egocentric images. Third, 60% of questions require182

1https://www.meta.com/ai-glasses/
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Figure 3: Instances are mostly uniformly distributed across different domains, question types, and
image quality issues in WearVQA.

Table 2: Distribution of question types across visual domains in WearVQA.

Type Image Text TotalAnimals/
Pets

Food/
Drinks

Gardening/
Plants

Hobbies/
Activities

Landmark/
Travel

Shopping/
Product

Text/
Documents

Recognition 71 81 53 39 64 54 230 592
Activity Recognition 49 33 24 124 20 10 n/a 260
How-To Purpose 32 44 31 62 33 92 n/a 294
Object Counting 37 58 42 34 63 70 n/a 304
Spatial Reasoning 44 49 55 28 62 42 n/a 280
Reasoning 53 48 44 39 46 55 220 505
Next-state Prediction 4 7 6 24 17 7 n/a 65
Math n/a n/a n/a n/a n/a n/a 220 220
Domain Total 290 320 255 350 305 330 670 2520

various kinds of reasoning, such as counting, spatial reasoning, general reasoning, and inferential183

reasoning. Finally, each slice contains at least 220 instances thus guaranteeing a margin of error184

below 5.7% with 90% confidence, with the only exception of Next-state Prediction, which is unusual185

in real scenarios.186

3 Evaluation of models187

We measure the accuracy of VQA systems, which calculates the percentage of answers that are188

correct. Detailed prompt can be found in Appendix A.2. We illustrated using the first example189

question “What is the word above pizza?” in Figure 1. A correct response needs to meet all of the190

following five criteria.191

• Factual correctness: The response must be factually accurate and free from hallucinations.192

“The word is marinara” gives a wrong answer.193

• Relevance: The response must be relevant to the question. “The book is red” is irrelevant.194

• Completeness: The response should directly address and fully answer the question. “Sorry,195

I can’t help with that.” is incomplete.196

• Egocentric: The response should be phrased in an egocentric way. For example, “”The197

image shows the word Strombolli” is not egocentric.198

• Conciseness: The response should be brief and avoid unnecessary information; for exam-199

ple, “Hello, the word is Strombolli, written in small black text in Times New Roman font.”200

To investigate the performance of the LLM judge, we generated human annotations on 10% of the201

model responses. The LLM Judge demonstrates an accuracy of 96% in deciding answer correctness.202

In terms of identifying incorrect answers, its precision (percentage of real errors out of identified203

errors) is 98.2%. recall (percentage of identified errors out of real errors) is 95.5%, resulting with a204

F1-score of 96.8%. We thus can trust the LLM judge in benchmarking.205

A manual audit revealed that approximately 1.2% of the dataset entries contained minor inaccura-206

cies, primarily in attribute labeling.207
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Table 3: Model QA Accuracy (in percentage) on WearVQA.

License Type Model QA Accuracy High Quality
Images

Low Quality
Images

Open Source

Phi-4-mini-instruct (3.8B) 23.9 26.9 21.3 (-5.6)
Molmo-72B-0924 25.7 29.7 22.2 (-7.5)
Pixtral-12B-2409 25.8 29.5 22.7 (-6.8)
Llama-3.2v-90B-Vision 37.7 41.6 33.8 (-7.8)
Llama-4-Scout-17B-16E-Instruct 41.5 45.6 38.0 (-7.6)
Llama-4-Maverick-17B-128E-Instruct 42.4 45.9 39.3 (-6.6)
Qwen2.5-VL-72B-Instruct 45.1 51.1 39.9 (-11.2)

Proprietary
Claude-3.7-sonnet (175B) 33.9 42.6 26.4 (-16.2)
Gemini-1.5-Pro (200B) 45.4 50.4 41.0 (-9.4)
GPT-4o (200B) 51.5 58.5 45.5 (-13.0)

4 Benchmarking208

In this section, we conduct a systematic evaluation of state-of-the-art MM-LLMs on the WearVQA209

Benchmark to assess the capabilities and limitations of each model in handling the unique challenges210

posed by the wearables contexts. We answer two questions in this evaluation.211

• Q1: Does the WearVQA benchmark have the right level of difficulty?212

• Q2: Where do SOTA MM-LLMs fall short in answering wearables VQA questions?213

4.1 Experiment setup214

We evaluated a diverse set of MM-LLM models, across proprietary and open-source models, on the215

public test set.216

• Proprietary Models: GPT-4o (175B), Gemini-1.5-Pro (200B), Claude-3.7-sonnet (175B)217

• Open-Source Models: Qwen2.5-VL-72B-Instruct [15], Llama-4-Maverick-17B-128E-218

Instruct [2], Llama-4-Scout-17B-16E-Instruct [3], Llama-3.2v-90B-Vision [1], Phi-4-mini-219

instruct (3.8B) [13], Molmo-72B-0924 [4], Pixtral-12B-2409 [5]220

Experiments were conducted on NVIDIA H100-SXM5-80GB GPUs with varying configurations221

depending on model size and computational requirements. We evaluated smaller models (Phi-4 and222

Pixtral) on a single H100 GPU, and mid-sized models (Qwen2.5 and Molmo) on 4 H100 GPUs. We223

evaluated Llama-4-Scout and Llama-4-Maverick on 8 and 16 H100 GPUs respectively. For propri-224

etary models (GPT-4o, Gemini, Claude-3.7), we conducted evaluations through their respective API225

services.226

4.2 Overall model performance227

We observe that the quality of the models ranges from 23% to 52%, showing that the WearVQA228

benchmark exposes challenges in addressing wearables VQA needs (Q1). Among all models, GPT-229

4o stands out as the top performer with an accuracy of 52% 2, followed by Gemini-1.5-Pro with an230

accuracy of 45%. Among open-sourced models, Qwen-2.5-VL is ranked first with an accuracy of231

45%, followed by Llama-4-Maverick with an accuracy of 42%.232

On images with quality issues, in general we observe similar rankings. Phi-4, Pixtral-12B, Llama-233

4-Maverick are among the models with the smallest quality drop (2.5-4%), showing the robustness234

against deteriorated image quality.235

4.3 Comparison on different dimensions236

We next chose the top-4 models and show their quality on different dimensions, including domains,237

question types, image quality issues, and image resolutions.238

2GPT-4.1 achieved an accuracy of 53%, though evaluation across other dimensions was not conducted.

7



Animals/Pets
Food/Drinks

Gardening/Plants

Hobbies/Activities

Landmark/Travel

Shopping/Product

Text/Documents
0

10

20

30

40

50

Ac
cu

ra
cy

 (%
)

(a) Model Performance by domains

Math

Activity Recognition

How-to/Purpose

Recognition (Image)

Reasoning (Image)

Next State Prediction
Counting

Spatial Reasoning

Reasoning (Text)

Recognition (Text)
0

10

20

30

40

50

60

70

Ac
cu

ra
cy

 (%
)

(b) Model Performance by question type

Blurred
Cut off

Levelling
Low light

Unzoomed
Occluded

0

10

20

30

40

50

60

Ac
cu

ra
cy

 (%
)

(c) Model Performance on Images with quality issues

GPT-4o Gemini-1.5-Pro Llama-4-Maverick Qwen2.5-VL

Figure 4: Performance of top-4 models across different dimensions, highlighting difficult user sce-
narios, and strengths and weaknesses of each model.

Quality vs. domains: Figure 4a shows performance of the models for different domains, and239

Table 6 in Appendix A.1 gives details for all models. We observe similar accuracy ranges across240

domains, whereas Animals/pets in general is the hardest domain, followed by text and shopping.241

The benchmark helps identify different strengths of different models: for example, GPT-4o domi-242

nates in domains like animals, food, gardening, and hobbies, but do not show major advantages in243

landmark, shopping, or texts; as another example, Llama-4-Maverick performs strong on gardening244

and landmarks/travel.245

Quality vs. question types: Figure 4b shows performance of the models for different question246

types, and Table 7 in Appendix A.1 gives details for all models. The quality diversity is more247

pronounced along the dimension of question types. We observe much lower quality for Object248

counting (38% top-1), Math (40% top-1), and Spatial Reasoning (41% top-1), but much higher249

quality on How-to questions (69% top-1), Image general reasoning (59% top-1), Image recognition250

(58% top-1), and Text Reasoning (58% top-1). While GPT-4o is the top-1 for the majority of the251

question types, Llama-4-Maverick stands out in Math, and also performs well in Object counting252

and Spatial reasoning.253

Quality vs. images quality issues: The benchmark incorporates 1,341 images with at least one254

quality issue, providing valuable insights into model robustness under challenging conditions. Fig-255

ure 4c shows performance of the models with different quality issues, and Table 5 in Appendix A.1256

gives details for all models. Among all quality issues, small images when unzoomed stands as the257

biggest challenge (35% top-1), since it is harder for recognition, especially for small texts. Occlu-258

sion presents another big challenge (42% top-1). Surprisingly, Low-light conditions exhibit minimal259

impact on QA quality, with models demonstrating superior performance (58% top-1); we hypothesis260

that this is because, in low light, the primary subject is more prominent with focused illumination,261

whereas other distracting elements are obscured by darkness.262

Quality vs. image resolution: Finally, we focus on a subset of 413 images with high resolution263

(mostly 3024 x 4023), and experiment with two settings: low-resolution setting (960 x 1280) and264

mid-resolution setting (1536 x 2048). Table 4 compares the performance of top-4 models on the265

two resolution settings. Interestingly, we do not find clear patterns: 1) the performance drops on266

lower-resolution setting for Llama-4 and Gemini-1.5, but increases for Qwen2.5 and GPT-4o; 2) the267
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Table 4: QA accuracy (in percentages) of top-4 models on images of different resolutions. There is
no clear pattern on how lower-resolution would impact VQA quality.

Model Overall Text/Documentations Visual Domains
Low-res Mid-res Low-res Mid-res Low-res Mid-res

Llama-4-Maverick 28.8 32.7 (+3.9) 30.9 34.8 (+3.9) 27.2 31.1 (+3.9)
Qwen2.5-VL 38.0 36.1 ( -1.9) 39.9 33.2 ( -6.7) 36.6 38.3 (+1.7)
Gemini-1.5-Pro 34.9 42.4 (+7.5) 25.3 36.0 (+10.7) 42.1 47.2 (+5.1)
GPT-4o 43.8 41.7 ( -2.1) 32.6 30.9 ( -1.5) 52.3 49.8 ( -2.5)

variations are bigger on text images than visual images for Qwen2.5 and Gemini-1.5, but similar for268

Llama-4 and GPT-4o; 3) on low-resolution images where text understanding intuitively is be more269

challenging, the performance drops significantly for Gemini-1.5 and GPT-4o compared to visual270

images, but increases slightly for Llama-4 and Qwen2.5. We suspect the performance highly rely271

on distribution of image resolutions in the training data used by different models.272

4.4 Summary273

To summarize, the evaluation along various dimensions reveals several performance gaps that war-274

rant attention (Q2). 1) For object counting and mathematical reasoning tasks, there remains a need275

for more precise object localization and enumeration techniques. 2) Models also face challenges276

in spatial reasoning tasks, which demand a nuanced understanding of spatial relationships within277

images, highlighting the need for more sophisticated spatial awareness and reasoning capabilities.278

3) For low-quality is images, particularly those that are unzoomed, or occluded, there is a marked279

performance decline compared to high-quality images. 4) Text and document understanding on280

low-resolution images can be challenging for certain models, and is worth tuning.281

5 Limitations282

One major limitation of the benchmark is the constraint of no external-source needed. A large283

portion of voice questions requires external information, and thus research on RAG (Retrieval-284

Augmented Generation) abounds. RAG for multi-model contexts (MM-RAG) has received sig-285

nificantly less attention [18], and needs a benchmark to guide its development. Another significant286

limitation of the benchmark lies in its exclusive focus on English-language queries, which poten-287

tially limits the benchmark’s ability to evaluate models in diverse linguistic environments. Finally,288

the benchmark’s reliance on static image-based design fails to adequately capture the temporal dy-289

namics inherent in real-world scenarios, such as motion blur and fluctuating lighting conditions over290

time, as well as video reasoning capabilities.291

6 Conclusion292

The WearVQA Benchmark establishes a comprehensive and rigorous evaluation framework for293

multi-modal AI in the context of wearable technology, addressing significant gaps in existing bench-294

marks. By offering a diverse dataset of egocentric images and challenging question-answer pairs295

across various image classes, question types, and image-quality categories, the benchmark enables296

precise assessment of model robustness under real-world constraints. Our evaluation highlights297

the strengths of state-of-the-art multi-modal language models, such as GPT-4o, while also reveal-298

ing persistent challenges in areas like spatial reasoning, counting, and handling occlusions. As299

we move forward, we plan to expand the benchmark to include multilingual support and dynamic300

video sequences, ensuring that WearVQA remains at the forefront of wearable AI research, adapts301

to emerging challenges, and evolves to meet new research needs.302

7 Ethics Statement303

Data collection and release were subject to Meta’s internal privacy review and approval process.304
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Bystander privacy in data collection All images in the dataset were collected by paid participants305

who signed a data-collection agreement which specifies that the data may only be captured within306

approved locations. To protect privacy, all bystanders were irreversibly blurred using pixelation-307

based methods (not Gaussian filters, which can be reversible).308

Sensitive data removal All images were reviewed to remove those containing potentially sensitive309

information, including but not limited to content related to child abuse, hate speech, dangerous310

organizations, mental health, or political affiliations.311

Demographic distribution of data collectors Collectors were U.S. residents with diverse demo-312

graphics as shown in Figure 5.313

Female

53.00%

Male

47.00%

(a) Gender

White

48.98%

Black or
African
American

20.41%

Hispanic

13.27%

East Asian

9.18%

Southeast
Asian

4.08%
South Asian

4.08%

(b) Ethnicity

Urban

53.00%

Suburban

38.00%

Rural

9.00%

(c) Geographic

<$50K
41.32%

$50K-100K32.23%

$100K+

26.45%

(d) Household income

Figure 5: Demographic distribution of data collectors

Limitations and intended use This dataset is intended strictly for research purposes and bench-314

marking. It should not be used for model training or to infer personal attributes or identify individ-315

uals. We request that all derivative works properly cite this dataset and adhere to ethical standards316

regarding privacy and data protection.317
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A Appendix376

A.1 Model Performance on various dimensions377

Table 5: Percentage of Errors on Images with Quality Issues across Models

Model At least
one issue Blurred Cut off Rotated Low light Unzoomed Occluded

Claude-3.7-sonnet 26.4 22.5 30.6 24.7 32.1 18.7 22.7
Gemini-1.5-Pro 41.0 39.0 43.0 43.4 49.5 34.7 35.2
GPT-4o 45.5 46.3 50.2 43.1 58.5 30.9 41.8
Llama-3.2v 33.8 32.0 37.4 34.1 42.9 25.3 30.5
Llama-4-Maverick 39.3 39.0 46.0 38.8 43.9 29.6 36.6
Llama-4-Scout 38.0 38.5 44.9 36.3 41.0 30.9 34.1
Qwen2.5-VL 39.9 41.6 44.2 39.4 47.2 33.9 34.1
Molmo 22.2 19.9 26.8 19.7 31.1 13.7 20.8
Pixtral 22.7 23.8 28.3 18.8 34.4 14.9 21.3
Phi-4 21.3 19.1 24.5 21.3 28.3 13.7 19.9

Table 6: Performance comparison across different models and domains (in percentages).
Model Animals/

Pets
Food/

Drinks
Gardening/

Plants
Hobbies/
Activities

Landmark/
Travel

Shopping/
Product

Text/
Documents

Claude-3.7-sonnet 30.0 36.3 39.2 36.3 36.4 33.9 30.0
Gemini-1.5-Pro 41.4 48.1 44.7 48.3 46.9 47.6 42.8
GPT-4o 49.3 56.3 53.7 56.9 51.5 50.3 47.1
Llama-3.2v 35.5 40.6 34.9 37.4 38.7 37.9 36.9
Llama-4-Maverick 34.5 44.7 45.5 39.1 46.9 43.9 42.5
Llama-4-Scout 31.7 47.8 40.8 39.7 45.3 44.6 40.8
Qwen2.5-VL 40.0 43.1 48.2 46.3 45.9 44.9 46.3
Pixtral 26.6 25.6 30.2 25.4 31.5 27.0 20.9
Phi-4 20.0 29.4 27.5 21.7 25.6 25.2 21.4
Molmo 25.9 27.2 23.1 30.3 28.5 28.5 20.8

Table 7: Performance comparison across different question types and models (in percentages).
Model Activity

Recognition
How-to/
Purpose

Recognition
(Image)

Reasoning
(Image) Math Next State

Prediction Counting Spatial
Reasoning

Reasoning
(Text)

Recognition
(Text)

Claude-3.7-sonnet 35.8 56.5 34.8 40.7 23.5 23.1 17.1 30.4 34.1 31.7
Gemini-1.5-Pro 48.1 61.9 51.4 48.4 28.0 44.6 35.2 32.1 51.4 47.4
GPT-4o 53.1 69.4 57.2 59.0 30.5 49.2 38.5 41.4 57.7 51.3
Llama-3.2v 37.7 44.6 41.2 39.7 28.0 20.0 30.3 35.7 39.6 42.2
Llama-4-Maverick 36.9 51.7 44.8 44.6 40.0 38.5 37.5 38.6 43.6 43.5
Llama-4-Scout 36.5 53.4 42.8 42.1 36.0 41.5 36.5 38.6 44.6 41.3
Qwen2.5-VL 40.4 55.8 49.5 49.8 34.5 49.2 33.9 36.4 51.4 51.7
Pixtral 19.6 41.8 25.4 30.9 14.5 16.9 23.7 26.1 29.1 18.7
Phi-4 18.5 25.9 30.4 22.8 9.5 16.9 31.3 19.3 25.9 27.4
Molmo 26.9 41.2 27.9 30.2 15.0 15.4 17.1 24.3 27.3 19.6

A.2 Evaluation Prompt378

The following prompt was used for all evaluations:379

You are a multimodal assistant , designed to380

objectively evaluate the answer to381

image -related questions. Given the image and382

the question "{ query}", please assess the383

response: "{ response }" against the ground384

truth: "{gt}". Your evaluation should be based385

on the following criteria:386

- Relevance: Does the response make sense in the387

context of the image and the question? If the388

response is incoherent , irrelevant , or fails to389

answer the question (e.g., "I don ’t know", "I390
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can ’t help you with that"), assign a grade of391

false.392

- Correctness: Is the response accurate compared393

to both the image and the ground truth? Note394

that the response doesn ’t need to contain all395

the information in the ground truth , but it396

must correctly answer the question. For textual397

information in the image , only evaluate if the398

response recognizes the text correctly , without399

judging its validity.400

- Ego -centric: The response should be phrased in401

an ego -centric way. This means that the model402

should not regard the image as an image but as403

a person ’s point of view. For example , if the404

image shows a cat , the correct response would405

be "There is a cat" instead of "The image has a406

cat". If the format is incorrect , assign a407

grade of false.408

- Conciseness: Does the response contain anything409

not directly related to the question? It is410

okay for the response to elaborate in detail as411

long as the response is answering the question.412

But if the response contains irrelevant413

information such as greetings and side -tracks ,414

assign a grade of false.415

Evaluation Guidelines:416

- Assign a grade of true if the response meets all417

the above criteria.418

- Assign a grade of false if any of the above419

criteria are not met.420

- Provide a detailed explanation for your grade ,421

going over the above criteria one -by-one.422

Required Response Format:423

Please respond with a JSON object in the following424

format: {"grade ": [true or false], "reason ":425

[brief explanation ]}426

Note: Only include the required JSON object in427

your response.428

13



B NeurIPS Paper Checklist429

1. Claims: [Yes] Our claims in the abstract and introduction accurately reflect our contribu-430

tions as demonstrated in Section 4.431

2. Limitations: [Yes] We discuss the limitations of our approach in Section 5.432

3. Theory, Assumptions and Proofs: [NA] Our paper is empirical and doesn’t include theo-433

retical results.434

4. Experimental Result Reproducibility: [Yes] Dataset will be available on a leaderboard435

soon.436

5. Open Access to Data and Code: [Yes] Dataset will be available on a leaderboard soon.437

6. Experimental Setting/Details: [Yes] All evaluation details are in Section 3.438

7. Experiment Statistical Significance: [Yes] We report standard deviations across 5 runs in439

Table 3.440

8. Experiments Compute Resource: [Yes] Compute resources are detailed in Section 4.1.441

9. Code Of Ethics: [Yes] Our research conforms to the NeurIPS Code of Ethics.442

10. Broader Impacts: [Yes] Potential societal impacts are discussed in Section 5.2.443
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