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ABSTRACT

Continual Learning (CL) is an emerging machine learning paradigm that aims
to learn from a continuous stream of tasks without forgetting knowledge learned
from the previous tasks. To avoid performance decrease caused by forgetting, prior
studies exploit episodic memory (EM), which stores a subset of the past observed
samples while learning from new non-i.i.d. data. Despite the promising results,
since CL is often assumed to execute on mobile or IoT devices, the EM size is
bounded by the small hardware memory capacity and makes it infeasible to meet
the accuracy requirements for real-world applications. Specifically, all prior CL
methods discard samples overflowed from the EM and can never retrieve them back
for subsequent training steps, incurring loss of information that would exacerbate
catastrophic forgetting. We explore a novel hierarchical EM management strategy
to address the forgetting issue. In particular, in mobile and IoT devices, real-time
data can be stored not just in high-speed RAMs but in internal storage devices
as well, which offer significantly larger capacity than the RAMs. Based on this
insight, we propose to exploit the abundant storage to preserve past experiences
and alleviate the forgetting by allowing CL to efficiently migrate samples between
memory and storage without being interfered by the slow access speed of the
storage. We call it Carousel Memory (CarM). As CarM is complementary to
existing CL methods, we conduct extensive evaluations of our method with seven
popular CL methods and show that CarM significantly improves the accuracy of
the methods across different settings by large margins in final average accuracy (up
to 28.4%) while retaining the same training efficiency.

1 INTRODUCTION

With the rising demand for realistic on-device machine learning, recent years have witnessed a novel
learning paradigm, namely continual learning (CL), for training neural networks (NN) with a stream
of non-i.i.d. data. In such a paradigm, the neural network is incrementally learned with insertions of
new tasks (e.g., a set of classes) (Rebutffi et al., [2017). The NN model is expected to continuously
learn new knowledge from new tasks over time while retaining previously learned knowledge, which
is a closer representation of how intelligent systems operate in the real world. In this learning setup,
the knowledge should be acquired not only from the new data timely but also in a computationally
efficient manner. In this regard, CL is suitable for learning on mobile and IoT devices (Hayes et al.|
2020; Wang et al.,[2019)).

However, CL faces significant challenges from the notorious catastrophic forgetting problem—
knowledge learned in the past fading away as the NN model continues to learn new tasks (McCloskey
& Neal, [1989). Among many prior approaches to addressing this issue, episodic memory (EM) is
one of the most effective approaches (Buzzega et al.| [2020; |(Chaudhry et al., 2019a;b} |Lopez-Paz
& Ranzatol 2017; |Prabhu et al., |2020). EM is an in-memory buffer that stores old samples and
replays them periodically while training models with new samples. EM needs to have a sufficiently
large capacity to achieve a desired accuracy, and such capacity in need may vary significantly since
incoming data may contain a varying number of tasks and classes at different time slots and geo-
locations (Bang et al., [2021)). However, in practice, the size of EM is often quite small, bounded by
limited on-device memory capacity. The limited EM size makes it difficult to store a large number of
samples or scale up to a large number of tasks, preventing CL models from achieving high accuracy
as training moves forward.
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To address the forgetting problem, we introduce a hierarchical EM method, which significantly
enhances the effectiveness of episodic memory. Our method is motivated by the fact that modern
mobile and IoT devices are commonly equipped with a deep memory hierarchy including small
memory with fast access (50-150 ns) and large storage with slow access (25-250 us), which
is typically orders of magnitude larger than the memory. Provided by these different hardware
characteristics, the memory is an ideal place to access samples at high speed during training, promising
short training time. In contrast, the storage is an ideal place to store a significantly large number of
old samples and use them for greatly improving model accuracy. The design goal of our scheme,
Carousel Memory or CarM, is to combine the best of both worlds to improve the episodic memory
capacity by leveraging on-device storage but without significantly prolonging traditional memory-
based CL approaches.

CarM stores as many observed samples as possible so long as it does not exceed a given storage
capacity (rather than discarding those overflowed from EM as done in existing methods) and updates
the in-memory EM while the model is still learning with samples already in EM. One key research
question is how to manage samples across EM and storage for both system efficiency and model
accuracy. Here we propose a hierarchical memory-aware data swapping, an online process that
dynamically replaces a subset of in-memory samples used for model training with other samples
stored in storage, with an optimization goal in two aspects. (1) System efficiency. Prior single-level
memory-only training approaches promise timely model updates even in the face of real-time data
that arrives with high throughput. Therefore, we expect drawing old samples from slow storage does
not incur significant I/O overhead that affects the overall system efficiency, especially for mobile
and IoT devices. (2) Model accuracy. CarM significantly increases the effective EM size, mitigating
forgetting issues by avoiding important information from overflowing due to limited memory capacity.
As a result, we expect our approach also improves the model accuracy by exploiting data samples
preserved in the storage more effectively for training. To fulfill the competing goals, we design
CarM from two different perspectives: swapping mechanism (Section and swapping policy
(Section[3.2). The swapping mechanism of CarM ensures that the slow speed of accessing the storage
does not become a bottleneck of continual model training by carefully hiding sample swapping
latency through asynchrony. Moreover, we propose various swapping policies to decide which and
when to swap samples and incorporate them into a single component, namely, gate function. The
gate function allows for fewer swapping samples, making CarM to march with low I/O bandwidth
storage which is common for mobile and IoT devices.

One major benefit of CarM is that it is largely complementary to existing episodic memory-based CL
methods. By exploiting the memory hierarchy, we show that CarM helps boost the accuracy of many
existing methods by up to 28.4% for Rainbow Memory (RM) (Bang et al.,2021) in Tiny-ImageNet
dataset (Section4.T) and even allows them to retain their accuracy with much smaller EM sizes.

With CarM as a strong baseline for episodic memory-based CL methods, some well-known algo-
rithmic optimizations may need to be revisited to ensure that they are not actually at odds with data
swapping. For example, we observe that iCaRL (Rebuffi et al.|, [2017), BiC (Wu et al.} 2019), and
DER++ (Buzzega et al.,[2020), which strongly depend on knowledge distillation for old tasks, can
deliver higher accuracy with CarM by limiting the weight coefficient on the distillation loss as a small
value in calculating training loss. With CarM, such weight coefficient does not indeed necessarily
be high or managed complicatedly as done in prior work, because we could now leverage a large
amount of data in storage (with ground truth) to facilitate training performance.

2 RELATED WORK

Class incremental learning. The performance of CL algorithms heavily depends on scenarios
and setups, as summarized by Van de Ven et al. (van de Ven & Tolias, [2018). Among them, we
are particularly interested in class-incremental learning (CIL), where task IDs are not given during
inference (Gepperth & Hammer, 2016). Many prior proposals are broadly divided into two categories,
rehearsal-based and regularization-based. In rehearsal-based approaches, episodic memory stores a
few samples of old tasks to replay in the future (Bang et al.| 2021} (Castro et al., 2018} [Chaudhry et al.,
2018}, [Rebuffi et al.,2017). On the contrary, regularization-based approaches exploit the information
of old tasks implicitly retained in the model parameters, without storing samples representing old
tasks (Kirkpatrick et al.|[2017; [Zenke et al., 2017 Liu et al., 2018;|Li & Hoiem, |[2017; Lee et al.,|2017;
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Mallya et al.,|2018)). As rehearsal-based approaches generally have shown the better performance
in CIL (Prabhu et al.,[2020), we aim to alleviate current drawbacks of the approaches (i.e., limited
memory space) by incorporating data management across the memory-storage hierarchy.

The CIL setup usually assumes that the tasks contain disjoint set of classes (Rebuffi et al., 2017}
Castro et al.|, [2018; |Gepperth & Hammer, 2016)). More recent studies introduce methods to learn from
the blurry stream of tasks, where some samples across the tasks overlap in terms of class ID (Aljundi
et al., 2019; [Prabhu et al.| |2020). Moreover, prior works can be classified as either offline (Wu et al.|
2019; Rebuffi et al.,[2017; |Chaudhry et al., 2018};|Castro et al.,|2018)), which allows a buffer to store
incoming samples for the current task, or online (Fini et al.| [2020; |Aljundi et al.| [2019; Jin et al.|
2020)), which has no such buffer: a few works consider both (Prabhu et al., [2020). Both online and
offline methods can take advantage of CarM as our work focuses on improving episodic memory
with a storage device.

Episodic memory management. There are numerous episodic memory management strategies
proposed in the literature (Parisi et al.}[2018)) such as herding selection (Welling} |2009), discriminative
sampling (Liu et al.| [2020)), entropy-based sampling (Chaudhry et al., 2018) and diversity-based
sampling (Kang et al.|[2020; Bang et al.,[2021). A number of works have been proposed to compose
the episodic memory with representative and discriminative samples. Liu et al. propose a strategy
to store samples representing the mean and boundary of each class distribution (Liu et al., [2020).
Borsos et al. propose a coreset generation method using cardinality-constrained bi-level optimiza-
tion (Borsos et al., [2020). Cong et al. propose a GAN-based memory aiming to perturb styles of
remembered samples for incremental learning (Cong et al., [2020). Bang e al. propose a strategy to
promote the diversity of samples in the episodic memory (Bang et al.,|2021)). These recent works
improve the quality of the samples stored in the memory at the expense of excessive computation or
difficulty (Borsos et al., 2020) involved in training a generation model for perturbation (Cong et al.,
2020; Borsos et al.| 2020). Interestingly, most of strategies show marginal accuracy improvements
over the uniform random sampling despite the computational complexity (Chaudhry et al., 2018}
Castro et al.,|2018; Rebuffi et al.,2017). Other than sampling, there are works to generate samples
of past tasks (Shin et al.l 2017} Seff et al.l [2017; Wu et al., 2018} Hu et al., 2019). Unlike these
works addressing the sampling efficiency, we focus on the systematically efficient method to manage
samples across the system memory hierarchy.

Memory over-commitment in NN training. Prior work studies using storage or slow memory
(e.g., host memory) as an extension of fast memory (e.g., GPU memory) to increase memory capacity
for NN training (Rhu et al.| 2016; [Wang et al., 2018} Hildebrand et al.,|2020; |[Huang et al., 2020; |Peng
et al.}2020; Jin et al., 2018 Ren et al., 2021). However, most of these works target at optimizing the
conventional offline learning scenarios by swapping optimizer states, activations, or model weights
between the fast memory and slow memory (or storage), whereas we focus on swapping samples in
between episodic memory and storage to tackle the forgetting problem in the context of continual
learning. In more general context, memory-storage caching has been studied to reduce memory and
energy consumption for various applications (Ananthanarayanan et al., 2012} (Oh et al., 2012} Zaharia
et al.,[2010), which is orthogonal to our work.

3 PROPOSED METHOD: CAROUSEL MEMORY

We describe how data swapping in CarM extends the current workflow of episodic memory (EM) in
Figure[l]} For ease of illustration, we assume that the input stream data is organized by consecutive
tasks but CL learners do not necessarily rely on boundaries between tasks to perform training and up-
date EM. There are three common stages involved in traditional EM methods, which proceed in order:
data incoming, training, and EM updating. This workflow corresponds to many existing methods
including TinyER (Chaudhry et al.,|2019b), CBRS (Chrysakis & Moens, [2020), iCaRL (Rebutffi et al.,
2017), BiC (Wu et al.| 2019), and DER++ (Buzzega et al.,|2020). Then, we add two additional key
stages for data swapping: storage updating and storage sample retrieving.

* Data incoming °: The episodic memory maintains a subset of samples from previous tasks
{T1,...,T;—1}. When samples for a new task T; arrive, they are first enqueued into a stream buffer
and later exercised for training. Different CL algorithms require different amounts of samples to be
enqueued for training. The task-level learning relies on task boundaries, waiting until all 7;’s samples
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Figure 1: Architecture and execution stages of the proposed Carousel Memory. Swap worker replaces
in-memory samples used for training with other samples stored in storage by leveraging gate function.

appear (Rebuffi et al., 2017; Wu et al.,[2019). On the contrary, the batch-level learning initiates the
training stage as soon as a batch of T;’s samples in a pre-defined size is available (Chaudhry et al.,
2019b; ?;|Chrysakis & Moens)}, [2020).

* Training @P: The training combines old samples in EM with new samples in a stream buffer to
compose a training bundle. The CL learner organizes the bundle into one or more mini-batches, where
each mini-batch is a mixture of old and new samples. The mini-batch size and the ratio between the
two types of samples within a mini-batch are configured by the learning algorithm. Typically, several
mini-batches are constructed in the task-level learning. Learners may go over multiple passes given a
bundle, trading off computation cost for accuracy.

* EM updating @: Once the training stage is completed, samples in the stream buffer are no longer
new and represent a past experience, requiring EM to be updated with these samples. EM may have
enough space to store all of them, but if it does not, the CL method applies a sampling strategy like
reservoir sampling (Vitter, |1985) and greedy-balancing sampling (Prabhu et al., |2020) to select a
subset of samples from EM as well as from the stream buffer to keep in EM. All prior works “discard”
the samples which are not chosen to be kept in EM.

* Storage updating o: CarM flushes the stream data onto the storage before cleaning up the stream
buffer for the next data incoming step. No loss of information occurs if the free space available in the
storage is large enough for the stream data. However, if the storage is filled due to lack of capacity,
we end up having victim samples to remove from the storage. In this case, we randomly choose
samples to evict for each class while keeping the in-storage data class-balanced.

* Storage sample retrieving e: With the large number of samples maintained in the storage, data
swapping replaces in-memory samples with in-storage samples during training to exercise abundant
information preserved in the storage regarding past experiences. CarM collects various useful signals
for each in-memory sample used in the training stage and determines whether to replace that sample
or not. This decision is made by our generic gating function that selects a subset of the samples for
replacement with effectively little runtime cost.

Since old samples for training are drawn directly from E'M and a large pool of samples is always
kept in the storage F'S, the training phase is forced to have a boundary of sample selection restricted
by the size of E M. The continual learning with data swapping that optimizes model parameters 6 for
old and new samples x (and corresponding labels y) can hence be formulated as follows:

argmin Z Ez.yy~psur [L(f(x,0),y)], where (z,y) € EM. (D
task id=1

3.1 MINIMIZING DELAY TO CONTINUAL MODEL TRAINING
The primary objective in our proposed design is hiding performance interference caused by the data

swapping so that CarM incurs low latency during training. To that end, we propose two techniques
that encompass in-storage sample retrieval and EM updating stages.
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Asynchronous sample retrieval. Similar to the
syne &' _’g_' _>®_’ " conventional learning practice, CarM maintains fetch
workers performing data decoding and augmentation.
Async w - Training Time As shown in Figure[I] CarM has an additional swap
Reduction worker dedicated to deciding in-memory samples to
evict and issuing I/O requests to bring new samples
from storage into memory. In the CL workflow, the
data retrieval stage R has dependency on the training
stage T since training triggers the replacement of an
in-memory sample when it is used as training input.
To illustrate, we assume that the system has a single fetch worker to pre-process the training input
bundle and creates N mini-batch from the bundle — this pre-processing is incurred every time a
sample is fetched for training. The swap worker identifies samples in EM to be replaced from
mini-batch 7 training (7°) and then issues I/O requests to retrieve other samples from storage (R?). If
we want to allow the next mini-batch training to exercise EM completely refreshed with the replaced
samples, executions of 7% and R’ by definition must be serialized such that we have a sequence
of T — RY — TY — RS — TY — R}, as shown in Figure [2| (Sync). However, committing to
such strict serialized executions slows down training speed significantly, e.g., the second mini-batch
training 7% can start only after finishing up 7% — R%, which takes much longer time than 77 with no
retrieval of storage data as done in the traditional EM design. To prevent this performance degradation,
CarM adopts asynchronous sample retrieval that runs the retrieval step in parallel with the subsequent
training steps. By the asynchronous method, we keep the minimum possible dependency as shown
in Figure 2 (Async), with an arbitrary R? not necessarily happened before T}, ;. Apparently, this
design choice poses a delay on applying in-storage samples to EM, making it possible for the next
training steps to access some samples undergoing replacement. However, we found such accesses do
not frequently occur, and the delay does not nullify the benefit that comes from data swapping.

Figure 2: Training time reduction with async
sample retrieval.

In addition, when the swap worker retrieves in-storage samples and writes on memory, it may
interfere with fetch workers that attempt to read samples from it for pre-processing. To mitigate
such interference, CarM could opt for EM partitioning to parallelize read/write operations over
independent partitions. With EM partitioning, only those operations that access the same partition
need coordination, achieving concurrency against operations that access other partitions.

3.2 DATA SWAPPING POLICY BY A GATE FUNCTION

The gate function in Figure[I]is a core component in CarM for adjusting I/O traffic. The gate, as
guided by its decision logic, allows us to select a certain portion of samples to swap out from those
EM samples drawn in the training stage. Having this control knob is of big practical importance as
the maximum sustainable I/O traffic differs considerably among devices due to their in-use storage
mediums with different characteristics (e.g., high-bandwidth flash drive vs low-bandwidth magnetic
drive). At the same time, the gate is required to be effective with such partial data swapping in terms
of accuracy in the subsequent training steps.

To facilitate this, we propose a sample scoring method that ranks the samples in the same mini-batch
so that the training algorithm can decide at which point along the continuum of the ranks we can
separate samples to swap from other samples to keep further in memory.

Score-based replacement. The score quantifies the relative importance of a trained sample to keep
in EM with respect to other samples in the same mini-batch. Intuitively, a higher score means that
the sample is in a higher rank, so is better “not” to be replaced if we need to reduce I/O traffic and
vice versa. To this end, we define the gate function o; for i" sample, z;, as o; = 1(s(x;) > 7),
where s(x;) is a scoring function and 7 is a scoring threshold, with both s(z;) and 7 between 0
and 1. The threshold is determined by the proportion of the samples that we want to replace from
the EM with samples in storage with the consideration of computational efficiency. It allows data
swapping to match with I/O bandwidth available on the storage medium, and prevents the system
from over-subscribing the bandwidth leading to I/O back-pressure and increased queueing time or
under-subscribing the bandwidth leaving storage data exploited less opportunistically.

Policies. We design several swapping policies driven by the sample scoring method in the context of
CL with data swapping for the first time. Specifically, we propose the following three policies:
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(1) Random selects random samples to replace from EM. Its scoring function assigns O to the 7
proportion of the samples randomly selected from a mini-batch while assigning 1 to the other samples.

(2) Entropy collects two useful signals for each sample produced during training: prediction cor-
rectness and the associated entropy. This policy prefers to replace the samples that are correctly
predicted because these samples may not be much beneficial to improve the model in the near future.
Furthermore, in this group of samples, if any specific sample has a lower entropy value than the other
samples, the prediction confidence is relatively stronger, making it a better candidate for replacement.
By contrast, for the samples that are incorrectly predicted, this policy prefers to “not” replace the
samples that exhibit lower entropy, i.e., incorrect prediction with stronger confidence, since they may
take longer to be predicted correctly. Thus, the scoring function s(x;) with a model f(-) is defined as:

1

7 W) H(f(@))) + (1 = g(2:)) (U — H(f(2:)))], 2

s(w;) =

where g(z;) = 1(f(z;) = v:), H(-) is an entropy function, and U is the maximum entropy value.

(3) Dynamic combines Random and Entropy to perform the first half of training passes given a bundle
with Random and the next half of the passes with Entropy. This policy is motivated by curriculum
learning (Bengio et al.,[2009)), which gradually focuses on training harder samples as time elapses.

It is indeed possible to come up with a number of replacement policies, for which this paper introduces
a few concrete examples. Regardless, designing the gate logic with more effective replacement
policies is a promising research direction that we want to further explore in CarM.

4 EXPERIMENTS

As CarM is broadly applicable to a variety of EM-based CL methods, we compare the performance
with and without CarM in the methods of their own setups. We select seven methods as shown in
Table[T] to cover several aspects discussed in Section [3|such as bundle boundary of learning (i.e.,
task-level vs batch-level) and number of passes taken per bundle. We discuss detailed reproducible
settings in Section[5] For evaluation, we implement CarM in PyTorch 1.7.1 as a working prototype.

Datasets and metrics. Datasets include CIFAR subset—CIFAR10 (C10) and CIFAR100 (C100)—
, ImageNet subset—ImageNet-100 (I100), Mini-ImageNet (100 classes) (MI100), and Tiny-
ImageNet (200 classes) (TI200)—, and ImageNet-1000. We use two popular metrics, the final
accuracy and the final forgetting (Chaudhry et al., [2018) averaged over classes, to reflect the perfor-
mance of continual learning. Except for ImageNet-1000 that represents a significantly large-scale
training, the results are averaged over five runs while each method assigns an equal of classes to each
task. We also measure training speed measured from the time the training stage receives a bundle to
the time it completes training the bundle.

Baselines and architectures. On top of each CL method, we vary the amount of data swapping to
study the effectiveness of CarM in detail. Unless otherwise stated, CarM-N means that our swap
worker is configured to replace N% of EM samples drawn by the training stage. All experiments are
based on either ResNet or DenseNet neural networks, with all using the SGD optimizer as suggested
by the original works, and use the entropy-based data swapping policy (i.e., Entropy) by default.

4.1 RESULTS

We compare existing methods with two CarM versions, CarM-50 that performs partial swapping for
a half of the data and CarM-100 that performs full swapping. Table[I|presents the performance in
terms of the top-1 accuracy (Ace.) and the forgetting score (Fgt.), except for ER, iCarL, and BiC that
measure the top-5 accuracy for the ImageNet subset as done in the original works.

First, CarM-100 improves the accuracy remarkably over almost all of the methods under consideration,
advancing the state-of-the-art performances for CIFAR and ImageNet datasets. The results clearly
show the effectiveness of using the storage device in large capacity to allow CL to exploit abundant
information of the previous tasks. Among the seven methods, CarM-100 delivers relatively larger
accuracy gains for BiC (Wu et al., [2019), GDumb (Prabhu et al., [2020), DER++ (Buzzega et al.,
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Table 1: Accuracy and Forgetting of EM methods with and without proposed designs of CarM-50
(50% swapping) and CarM-100 (100% swapping). For each method, the two parenthesises show EM
sizes and datasets used for the CIFAR subset and the ImageNet subset. For the ImageNet-1000, all
methods use the EM size of 20000 and runs once due to significant training time. (1) higher is better,
(J) lower is better. Please refer to the ‘datasets and metrics’ paragraph for dataset name abbreviations.

Method ER iCaRL TinyER BiC GDumb DER++ RM

Metric  (EM Sizes)  (2000/2000)  (2000/2000) (300/500) (2000/2000)  (500/4500) (500/500) (500/4500)
(Datasets)  (C100/1100)  (CI100/I100)  (CIOO/MII00)  (C100/1100)  (CI0/TI200)  (CI0/TI200)  (C10/TI200)

Original 3366042 47.042025 54112252 4862037 47294054 72174111 52154142
3 A (D) CarM-50 54004049 48394041 59994212 62404040 5264164  90.05+038  66.66+0.75
£ CarM-100  54.93+046  49.48+£0.53  61.83+£2.50  63.07+048  53.72+1.06  90.58£0.30  67.812+0.51
& Original 57.60+£0.54 22384030 1604291  2021+£0.65 2214083  2445+181  23.03+2.86
53
S Pt carMss0 32132072 17.184053 1194113 13402086 20924163 3384022 9.6320.40
CarM-100 32284055 16.73£0.65 944196  12.16+0.69 21.18+149 2782055  11.03:228
Original 65.62£148  79.95+1.12  5691£232  8305+£0.66 4225044  1938k141  21.84:£0.54
2 A (D CarM-50 82214043 79.154040  65.43+£2.83  $8.03+039 55671021 4774084  45.49+0.32
a CarM-100 83561036 8015107  68.700.59  87.63+034 56114047 4512139  46.70+0.16
3
Z Original 55304028  17.104068 15304229 1581034  11.06:£075 66832093  16.8940.51
cn
g Fet()  CarM-50 40124055 14654027  7.64+4.08 7961058 9474023  20.69£152  9.43:+0.39
= CarM-100 39254029  14.28+£0.20  9.76:£2.48 8274028  8.01£184 2381168  8.81+0.21
Original 4047 56.69 46.41 77.04 38.14 12.11 24.08
g A CarM-50 4264 55.72 48.93 80.66 48.86 35.90 43.69
= CarM-100 44.21 55.45 50.30 80.84 49.56 36.89 44.36
L
%, Original 70.67 39.41 1037 21.38 3156 5478 12.3
<
E Fet ) carM-50 65.60 40.37 8.79 18.81 25.12 2431 731
CarM-100 64.79 39.02 720 18.30 23.86 2177 7.16

2020), and RM (Bang et al.| 2021) that take multi-passes on each training input. We believe that
as long as old samples in EM are exercised more frequently for a new bundle to train (i.e., new
samples plus old samples), data swapping can subsequently bring in more diverse samples from
storage to take advantage of them. Regardless, although TinyER (Chaudhry et al. 2019b) is designed
to take a single pass over new samples and thus exercise EM less aggressively, as applied with our
techniques, it improves the accuracy by 7.72%, 11.79%, and 3.89% for CIFAR-100, Mini-ImageNet,
and ImageNet-1000, respectively.

In comparison to CarM-100, CarM-50 obtains slightly lower accuracy across the models. We argue
that such a small sacrifice in accuracy is indeed worthwhile when storage I/O bandwidth is the
primary constraint. In CarM-50, with 50% lower I/O traffic caused by data swapping, the accuracy
as compared to CarM-100 diminishes only by 1%, 0.6%, and 0.7% on average for CIFAR subset,
ImageNet subset, and ImageNet-1000, respectively, providing an ability to trade-off small accuracy
loss for substantial I/O traffic reduction. Similarly to the accuracy, our data swapping approaches
considerably reduce forgetting scores over the majority of the original methods. Perhaps, one method
that shows less promising results in Table |I| would be iCaRL (Rebutffi et al., |2017), where CarM
makes the accuracy occasionally worse.

From the in-depth investigation of iCaRL in Appendix[A.4.T| we observe that using data swapping
and knowledge distillation at the same time cannot not deliver great accuracy. That is, as knowledge
distillation may not be much compatible with data swapping, we revisit distillation-based CL methods
(i.e., iCaRL, BiC, and DER++) when they are used along with data swapping in detail.

Knowledge distillation on CarM. Note that the ways to distill the knowledge of old data in iCaRL,
BiC, and DER++ are all different (see Appendix [A.4.1)). Briefly speaking, in calculating loss for
old data, iCaRL uses only soft labels obtained from an old classifier, whereas BiC and DER++
use both hard labels (i.e., ground truth) as well as soft labels. To investigate the effect of using
these two types of loss, we first modify the loss function of iCaRL similarly to that of BiC, i.e.,
a x soft label loss 4+ (1 — a) x hard label loss, and then show accuracy over varying « values for
all three distillation-based methods in Figure[3] For each method, we also include accuracy when
increases incrementally over time as done in BiC.

The results show that distillation-based methods with CarM significantly improve accuracy when
the « is very small. For iCaRL, compared to oo = 1.0 (i.e., no hard label loss as iCaRL does), we
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Table 2: Comparison of accuracy for data swapping policies for CarM-50 on ImageNet subset.

Method ER iCaRL TinyER BiC GDumb DER++ RM

Random 82.07+£0.28  79.31+0.30  65.04+£2.75  87.81+£0.87  55.57£0.28  47.374+0.91 45.46+0.46
Entropy 8221+£0.43  79.15+0.40  65.43+2.83  88.03+0.93  55.67+0.21  47.74+0.84  45.49+0.32
Dynamic  82.94+0.43  79.144+0.31 65.041+2.75  87.794+0.88  55.51+£0.74  47.53£2.09  45.8010.25
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Figure 3: Accuracy of distillation-based methods with CarM-50 on ImageNet subset while varying
coefficient («) values on the distillation loss in calculating training loss.

obtain 5.4 higher accuracy when ae = 0.0 (i.e., no distillation) and 5.7 higher accuracy when o = 0.1,
which is the best result. Similarly, for BiC and DER++ with CarM, we found that the coefficient « to
be applied on the soft label loss does not necessarily be high (i.e., iCaRL) or managed complicatedly
(i.e., BiC) to achieve higher accuracy. Please refer to Figure [6] for the CIFAR subset results.

Our best interpretation for the reason behind is as follows. The key assumption of knowledge
distillation is that once the model is trained with a new task, the knowledge newly learned is supposed
to generalize the task well and can be effectively transferable to subsequent task training. However,
if the model is not sufficiently generalized for old tasks, using distillation losses extensively might
be adverse—Data swapping attempts to correct decision boundaries driven by abundant in-storage
samples to further generalize old tasks, but interfered by the knowledge distilled by the old models.

Comparison for data swapping policies. We compare the performance of the three data swapping
policies proposed in Section [3.2]under CarM-50. As shown in Table 2] both Entropy and Dynamic
outperform Random by 0.16% on average for ImageNet subset (see Table [T0] for CIFAR subset).
We highlight that our major contribution for gating mechanism is computational efficiency while
matching with I/O bandwidth available on the storage medium, and the primary objective of exploring
data swapping policies is establishing a good baseline for the gating mechanism. In this regard, we
found that all three policies can serve as good baselines.

Impact on training speed. Delay optimization techniques in Section [3.1] are intended to incur
insignificant delay on training. To confirm this, we examine how training speed in CarM-50 changes
over the original memory-only methods, measured as the percentage of wall-clock time (i.e., actual
time taken) increase as applied with asynchronous (Async) vs synchronous sample retrieval (Sync).
To consider the most challenging scenario, we make data entered into the stream buffer at a rate
enough to keep training always busy with new mini-batches. As shown in Table [3] regardless of
EM methods, the asynchronous version of CarM does not dramatically affect training speeds for
both CIFAR and ImageNet subsets. By contrast, the synchronous version slows down training time
up to 71.6% for CIFAR subset and 62.0% for ImageNet subset. Regardless of the version in use,
in-memory samples undergoing data swapping are rarely drawn in the subsequent training steps
since the size of an episodic memory size is typically much larger than the size of a training batch.
Therefore, no difference in accuracy is observed between the two version.

4.2 ABLATION STUDY

We present an ablation study using four methods (TinyER, BiC, DER++, and RM) that represent the
state-of-the-art in each type of EM methodologies, using the CIFAR subset.

Size of EM. To confirm performance benefits over using different memory sizes, we empirically
evaluate CarM-50 over varying EM sizes and show the average accuracy in Figure @fa). In all
cases, CarM-50 outperforms the existing methods, with BiC, DER++, and RM having relatively
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Table 3: Training speed with data swapping for CarM-50. (+) training time increases, (-) training time
decreases. Each field includes the results as a pair for the CIFAR subset and the ImageNet subset.

Method ER iCaRL TinyER BiC GDumb DER++ RM
Async +0.7%/+2.9% +0.5%/-2.7% +3.3%/+5.5% -0.3%/+1.7% +3.3%/+0.1% +0.3%/+2.4% +2.3%/-0.9%
Sync +30.2%/+21.3%  +70.5%/+62.0%  +11.3%/+10.7%  +20.0%/+33.8%  +52.1%/+7.6%  +71.6%/+38.8%  +25.9%/+2.6%
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Figure 4: Accuracy over varying (a) EM sizes, (b) data swapping ratios, and (c) storage capacities,
and for (d) learning 50 tasks. For (a), larger and smaller EMs are chosen by referring to Table m

higher accuracy increases. Moreover, we observe that data swapping delivers better accuracy over
conventional memory-only approaches using much smaller memory. For example, CarM-50 with
DER++ on EM size 300 shows higher accuracy than pure DER++ on EM size 1000, and CarM-50
with TinyER on EM size 300 shows higher accuracy than pure TinyEM on EM size 500. Therefore,
it turns out that data swapping could help reduce the EM size without hurting the accuracy of existing
methods in both the multi-pass method and single-pass method.

Data swapping ratio. We present results with different swapping ratios to show that our gate model
indeed brings out meaningful benefits over using different I/O bandwidths. To that end, Figure {b)
shows the change in accuracy when our gating policy decreases the swapping ratio down to 20%
(CarM-20) or increases it up to 80% (CarM-80). Obviously, at CarM-80 in high swapping ratio, the
accuracy across the four EM methods gets very close to the accuracy obtained in full swapping. A
surprising result is that even at CarM-20 in 20% data swapping, the accuracy is very comparable to
when we allow higher data swapping ratios. The results indicate that our method would be effective
even when applied to the system with low-bandwidth storage.

Size of storage. As local storage cannot store all the past data, the system must discard some old
samples once the storage is fully occupied. Figure @) shows accuracy degradation in CarM-50 when
storage capacity is limited to 1.5-10x of the EM size. The results show that data swapping improves
performance over traditional approaches even with using 50% larger capacity for the storage.

Large number of tasks. One pressing issue on CL is learning a large number of tasks as it
is required to keep the knowledge learned in the remote past. To evaluate this aspect, we split
CIFAR-100 (100 classes) into 50 tasks and run with the four methods. As Figure Ekd) shows, CarM
significantly outperforms the baselines, showing the potential for long-term continual model training.

5 CONCLUSION

We alleviate catastrophic forgetting by integrating traditional episodic memory-based continual
learning methods with device-internal data storage, named CarM. We design data swapping strategies
to improve model accuracy by dynamically utilizing a large amount of the past data available in the
storage. Our swapping mechanism addresses the cumbersome performance hurdle incurred by slow
storage access, and hence continual model training is not dramatically affected by data transfers
between memory and storage. We show the effectiveness of CarM using seven well-known methods
on standard datasets, over varying memory sizes, storage sizes, and data swapping ratios.
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REPRODUCIBILITY STATEMENT

We take the reproducibility of the research very seriously. Appendix hence includes detailed informa-
tion necessary for reproducing all the experiments performed in this work, as follows:

* Appendix [A.T|describes the implementation details of building CarM.

* Appendix[A.2] specifies dataset information used in the experiments (e.g., the number of tasks and
the number of classes per task).

* Appendix [A.3|provides experimental details (e.g., metrics and hyper-parameters).

* Appendix [A.3.4]presents detailed specification of machines (e.g., GPU model) used in the experi-
ments.

Our source code is available atlhhttps://anonymous.4open.science/r/CarM, where we
include running environments and configuration files for all the experiments that make it possible to
reproduce the results reported in this paper with minimal effort.

ETHICS STATEMENT

All continual learning (CL) methods including the proposed one would adapt and extend the already
trained Al model to recognize better with the streamed data. The CL methods will expedite the
deployment of Al systems to help humans by its versatility of adapting to a new environment out of
the factory or research labs. As all CL methods, however, would suffer from adversarial streamed
data as well as data bias, which may cause ethnic, gender or biased gender issues, the proposed
method would not be an exception. Although the proposed method has no intention to allow such
problematic cases, the method may be exposed to such threats. Relentless efforts should be made to
develop mechanisms to prevent such usage cases in order to make the continuously updating machine
learning models safer and enjoyable to be used by humans.
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A APPENDIX

A.1 IMPLEMENTATION DETAILS

First, we describe implementation details about the two components of the proposed method: swap
worker and episodic memory. Then, we describe the details about PyTorch integration of our
implementation for ease of use.

Swap worker. CarM implements the swap worker through multiprocessing (pyt) in popular Python
standard library so that data swapping is running in parallel with PyTorch’s default fetch workers
dedicated to data decoding and augmentation. The swap worker uses asyncio (asy) to asynchronously
load samples from storage to memory, effectively overlapping high-latency I/O operations with
other CarM-related operations, such as image decoding, sample replacement on EM, and entropy
calculation. The swap worker issues multiple data swapping requests without spinning on or being
blocked by I/O. As a result, it is sufficient to have only one swap worker for CarM in the system.

Episodic memory. There are various ways to implement EM to be shared between fetch work-
ers and the swap worker. The current system favors flexibility over performance, so we opt for
implementing EM as a shared object provided by Manager (man)) in the Python standard library
(multiprocessing.managers), which is based on message passing in the server-client semantics. In
terms of flexibility, the Manager does not require the clients (i.e., fetch workers and swap workers) to
define the exact data layout in the EM address space or coordinate for potential memory resizing to
accommodate raw samples of different sizes (e.g., image resolutions). Hence, it is sufficient for the
client workers to perform reads and writes on EM using indexes on the EM samples. An alternative yet
obviously higher-performance implementation would be using multiprocessing.shared_memory (sha)),
which enables direct reads and writes on EM by exposing a common region of memory to the
processes. Despite good performance, this method is less flexible as all processes should be aware
of the data layout in a designated EM address range precisely at runtime, thus requiring additional
coordination for sample lookups and EM resizing. As our system evolves, we ultimately want to
combine the best of both methods to promise both flexibility and performance.

A.2 DATASETS

Each baseline is evaluated on its own dataset used in the original work. The first rows of Table 4]
and Table 5| show datasets used in the CIFAR subset and the ImageNet subset, respectively, for all
baselines. ImageNet-100 is a ImageNet ILSVRC2012 subset used in iCaRL, which contains images
in the same resolution as those in the original ImageNet ILSVRC2012. Other datasets used as the
ImageNet subset have smaller image resolution than the original one (e.g., 64 x 64 for Tiny-ImageNet,
84 x84 for Mini-ImageNet). In addition, we trained all baselines on ImageNet-1000 to verify the
effectiveness of CarM on a large-scale dataset. We note that only ER, iCaRL, and BiC have been
compared using the ImageNet-1000 dataset in the literature (Wu et al.l 2019).

Datasets are split as done in the original work. The second and third rows of Table 4] and Table[3]
show the detailed information on the splitting strategy. For all baselines, the ImageNet-1000 dataset
is split into 10 tasks, each with 100 classes. Note that all datasets are non-blurry, meaning that each
task consists of its own set of classes and samples belonging to a previous task never appear in the
next tasks. Since the experimental results are highly sensitive to the class order in the continuous
tasks to train, we follow the same class order used in the original works.

A.3 EXPERIMENTAL DETAILS
We present the effectiveness of the proposed CarM using seven CL methods of their own setups. This

section discusses detailed settings for each method so that the results are reproducible by our source
code. We first describe the metrics used for the evaluations.

A.3.1 METRICS

Final accuracy. Final accuracy is an average accuracy over all classes observed after the last task
training is done.
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Table 4: Dataset formation of CIFAR subset.

ER iCaRL TinyER BiC GDumb DER++ RM
Dataset CIFAR-100 CIFAR-100 CIFAR-100 CIFAR-100 CIFAR-10 CIFAR-10 CIFAR-10
# of Tasks 10 10 20 10 5 5 5
# of Classes per Task 10 10 5 10 2 2 2

Table 5: Dataset formation of ImageNet subset.

ER iCaRL TinyER BiC GDumb DER++ RM
Dataset ImageNet-100 ImageNet-100 Mini-ImageNet ImageNet-100 Tiny-ImageNet Tiny-ImageNet Tiny-ImageNet
# of Tasks 10 10 20 10 10 10 10
# of Classes per Task 10 10 5 10 20 20 20

Final forgetting. Forgetting indicates how much each task has been forgotten while training new
tasks (Chaudhry et al.| |[2018]). Forgetting for a task is calculated by comparing the best accuracy
observed over task insertions to the final accuracy of the task when training is over. Final forgetting
is an average forgetting across all tasks when training is over.

A.3.2 BASELINE DETAILS

* ER (Ratcliff} |1990) combines all samples in the current stream buffer and the current EM,
and passes them over to the model as a training set, i.e., training bundle. There is no
algorithmic optimization applied to the model itself. We manage EM as a ring buffer that
assigns EM space equally over all classes observed so far. We use the same hyper-parameters
and loss function (binary cross-entropy loss) as used in iCaRL.

* iCaRL (Rebuffi et al.,2017) uses three algorithmic optimizations: distillation loss, herding,
and nearest-mean-of-exemplar classification. To transfer the information of old tasks, iCaRL
leverages the distillation loss using logits obtained from the most recently trained model for
old classes: this loss information is considered as the ground truth for old classes. Herding
is its own EM management method, which populates the samples whose feature vectors are
the closest to the average feature vector overall stream data for each class. iCaRL allocates
EM space equally overall observed classes.

* TinyER (Chaudhry et al.,2019b) explores four EM management strategies named reservoir,
ring buffer, k-means, and mean of features. We adopt the reservoir in the experiments
because it shows overall the highest performance in the original paper. Similar to ER,
TinyER retrieves old samples from EM without other optimizations on the model itself.
TinyER is batch-level learning and focuses on an extremely online setup that takes a single
pass for every streamed batch.

e BiC (Wu et al.,[2019) runs bias correction on the last layer of the neural network, structured
as fully connected layer, to mitigate data imbalance problem between old samples and new
samples. The data imbalance is an inherent problem due to the limited size of EM, and it
gets worse as we have a larger number of consecutive classes to train. Similar to iCaRL,
BiC opts for distillation loss, but its entire loss function is a mixture of distillation loss and
cross-entropy loss that is directly calculated from some reserved samples for old classes.

e GDumb (Prabhu et al.,[2020) is a simple rehearsal-based method that uses only the memory
to train the model. The memory management is done via greedy balanced sampling, where
GDumb tries to keep each class balanced by evicting data categorized into the majority class
out of EM. Unlike other methods, the model is trained from scratch for inference and then
discarded every time the memory is updated. GDumb uses cosine annealing learning-rate
scheduler and cross-entropy loss for gradient descend.

* DER++ (Buzzega et al.,|2020) is one of rehearsal-based methods with knowledge distillation.
Unlike other methods, this approach retains logits (along with samples) in EM for knowledge
distillation. For knowledge distillation, DER++ calculates euclidean distance between the
logits stored in EM and the logits generated by the current network. To enable data swapping
on DER++, we store the logits in the storage along with samples.

* RM (Bang et al., [2021) uses the same backbone as GDumb, but it improves memory update
policy and training method over GDumb. For memory management, RM calculates the
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uncertainty of each sample and tries to fill the memory with samples in a wide spectrum that
ranges from robust samples with low uncertainity to fragile samples with high uncertainity
while keeping the classes balanced. In addition, data augmentation (DA) is proposed to
advance the original RM implementation. We use RM without DA to apply data swapping
in our work, but we include some results of RM with DA in Section[A.4.4]

Reproduction. We use reported numbers from the original paper for DER++ on Tiny-
ImageNet (Buzzega et al.|[2020). For iCaRL, we believe we faithfully implement its details, but could
not reach the accuracy reported in the paper. As far as we know, there is no PyTorch source code
that reproduces iCaRL on both CIFAR-100 and ImageNet-100 datasets. In our implementation for
iCaRL, we refer to a PyTorch version written by the PodNet authors (Douillard et al.| [2020)) as they
achieve the most comparable results. We use the results obtained from the referred version rather
than the reported results, because compared to the reported accuracy, the obtained accuracy is nearly
the same for CIFAR-100 and higher for ImageNet-100.

Table 6: Hyper-parameters of Table 1 in the main paper for CIFAR subset.

ER iCaRL TinyER BiC GDumb DER++ RM
Learning Level Task Task Batch Task Task Task Task
Model ResNet32 ResNet32 ReducedResNetl8 ResNet32 ResNetl8 ResNetl8 ResNetl8
# Passes per Bundle 70 70 1 250 256 50 256
EM Size 2000 2000 300 2000 500 500 500
Batch Size 128 128 10 128 16 32 16
Learning Rate 2.0 2.0 0.1 0.1 0.05 0.03 0.05
Weight Decay le-5 le-5 0 2e-4 le-6 0 le-6
TI/CI CI CI TI CI CI CI CI

Table 7: Hyper-parameters of Table 1 in the main paper for ImageNet subset.

ER iCaRL TinyER BiC GDumb DER++ RM
Learning Level Task Task Batch Task Task Task Task
Model ResNetl8 ResNetl8 ResNetl8 ResNetl8 DenseNetl00 ResNetl8 DenseNet100
# Passes per Bundle 60 60 1 100 128 100 128
EM Size 2000 2000 500 2000 4500 500 4500
Batch Size 128 128 10 256 16 32 16
Learning Rate 2.0 2.0 0.1 0.1 0.05 0.03 0.05
Weight Decay le-5 le-5 0 le-4 le-6 0 le-6
TI/CI CI CI TI CI TI CI CI

Table 8: Hyper-parameters of Table 1 in the main paper for ImageNet-1000.

ER iCaRL TinyER BiC GDumb DER++ RM
Learning Level Task Task Batch Task Task Task Task
Model ResNetl8 ResNetl8 ResNetl8 ResNetl8 DenseNetl00 ResNetl8 DenseNet100
# Passes per Bundle 60 140 1 100 128 100 128
EM Size 20000 20000 20000 20000 20000 20000 20000
Batch Size 128 128 32 256 16 16 16
Learning Rate 2.0 2.0 0.1 0.1 0.05 0.03 0.05
Weight Decay le-5 le-5 0 le-4 le-6 0 le-6
TI/CI CI CI TI CI TI CI CI

A.3.3 HYPER-PARAMETERS

We follow hyper-parameters presented in the original works: we did not perform hyper-parameter
search for the baselines. Table[6] Table[7] and Table [§] present all the details on the hyper-parameters.

Although DER++ updates EM in batch-level and does not consider task boundary, for a larger dataset
than MNIST, the original paper chooses to takes multiple passes per bundle. So, we deem DER++
to be a task-level learning method as long as we use CIFAR-100 and Tiny ImageNet as its training
dataset. Here, TI and CI denote task-incremental learning and class-incremental learning, respectively.
TI is an easy and simplified scenario, where the task ID is given at both training and inference. In
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TI setting, the model can classify the input among the classes that belong to the provided task ID.
On the contrary, CI is the setting where the task ID is unknown during inference, which is a more
realistic case than TI.

A.3.4 DETAILED SPECIFICATION OF MACHINES

Our experiments are performed on machines with HW specification as presented in Table[9] These
machines are also used in measuring the impact on training speed with data swapping.

Table 9: Machine Specfication.

Machine Specs
CPU  Intel(R) Xeon(R) Gold 6226 CPU @ 2.70 GHz x 2
GPU NVIDIA Geforce RTX 2080Ti (11 GB) x 4
RAM 128 GB, 2666 MHz
SSD Intel SSD D3 Series 480 GB
HDD Western Digital Ultrastar DC HC310 4 TB

A.4 ADDITIONAL RESULTS

A.4.1 DISTILLATION ANALYSIS

Effectiveness of features of iCaRL on CarM. We explore iCaRL by measuring accuracy for all
possible 32 combinations based on its algorithmic features, i.e., knowledge distillation (D), herding
(H), and nearest-mean-of-exemplars (N), along with our CarM-100 (F) or CarM-50 (P). In Figure E],
we show eight combinations that are sufficient to support the three interesting findings. First, data
swapping without distillation (orange bars) outperforms the other combinations including pure iCaRL
(blue and green bars). Second, for combinations with distillation, applying data swapping does not
deliver great accuracy (D/H/N vs the other two in blue bars). Finally, data swapping does not seem

to necessitate sophisticated algorithmic features (F&H vs D/H/N), inferring a model simplification
potential for episodic memory.
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Figure 5: Accuracy of eight combinations driven by algorithmic features in iCaRL and CarM.

Knowledge distillation on CarM. Figure[6|show accuracy for CIFAR subset while varying « values
ina x soft label loss + (1 — «) x hard label loss for iCaRL, BiC, and DER++. We can make the
same conclusions as discussed in the ‘Knowledge distillation on CarM’ paragraph of Section [4.1]

Below, we describe how each distillation-based method can be transformed into the presented model
for loss calculation.

The original loss function of iCaRL (Rebulffi et al.| 2017) is defined as:

t

ﬁicarl(xi) = _[Z{(Sy:yi log gy(:cl) + 5'976:’41‘ log(l - gy(xz))}

o1 3)
+> {q?log gy(x;) + (1 — q) log(1 — g, (:))}]

y=1

17



Under review as a conference paper at ICLR 2022

where ¢! is the output of the old model, g, (x;) is the output of the current model, {1,2, ..,
a set of old classes and {s, ..., ¢} is the set of new classes.

s—1}is

For distillation, it uses a soft target from the previous model for old classes of all current training
set. As a result, training the current model heavily relies on the performance of the previous model.
Especially, when data that belongs to old classes replays, since the target of loss is only soft output
from the previous model, it is likely that the similar soft output from the old model is repeatedly
distilled without the correct hard label. Due to such aggressive distillation, iCaRL cannot take an
advantage of CarM of data swapping, which enables to replay and train abundant old data, hindering
positive decision boundary corrections. That is, the wrongly predicted samples from the old model
will be predicted wrongly also in the future even if they are replayed several times by CarM. BiC
and DER++ use distillation loss, however, unlike iCaRL, they provide a loss term of which target
for old classes is ground truth, the correct hard label. As result, BiC and DER++ could get higher
accuracies with CarM. To evaluate Figure [3|and Figure[6] we modified the loss function of iCaRL,
adding another binary cross entropy that uses ground truth as a target, which is referred to hard label
loss, as following:

t
(I-a Z{5y —y; 108 gy (@) + Oy, log(1 — gy(z:))}  (4)

£modified (xz) = a‘cicarl (mz

BiC and DER++ already have its own hard label loss, we did not modify loss function. Note that
when « is set to 1.0 in BiC, since it is unable to train any new data, which is unrealistic situation, we
excluded the result of o = 1.0.
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Figure 6: Accuracy of distillation-based methods with CarM-50 on CIFAR subset while varying
coefficient («v) values on the distillation loss in calculating training loss.

Table 10: Comparison of accuracy for data swapping policies for CarM-50 on CIFAR subset.

Method ER iCaRL TinyER BiC GDumb DER++ RM

Random  54.0840.50 48274051  59.64+191  62.534+0.25 52.39+1.80 89.8240.11  66.91+0.81

Entropy  54.004049 48394041  59.9942.12  62.40+£040 52.64+1.64  90.05+0.38  66.66+0.78

Dynamic  54.16£0.37 48394057  59.624£0.93 62324024 52924209 89.92+0.22  66.61+0.73
A.4.2 INCREMENTAL ACCURACY OF TABLE 1 IN THE MAIN PAPER

Incremental accuracy. We here report incremental accuracy as an additional performance metric.
Incremental accuracy is a set of average accuracy over classes observed so far after training each task.

Figure [T1] and Figure [TT] show the incremental accuracy of Table 1 in the main paper. We also
mark the accuracy from original paper of iCaRL on CIFAR-100, iCaRL on ImageNet-100, BiC on
ImageNet-100 and DER++ on Tiny-ImageNet. In general, the more tasks (classes) come, the larger
gap of accuracy between original and CarM. This implies that running on CarM could better mitigate
the catastrophic forgetting for long-term training.
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A.4.3 ABLATION STUDY ON ER, ICARL, AND GDUMB

We report the results for an ablation study on ER, iCaRL, and GDumb, which were not presented
in the main paper. Figure [7]shows accuracy over varying EM sizes, Figure [§|shows accuracy over
varying swapping ratios, Figure [0] shows accuracy over varying storage capacity, and Figure [I0]
shows accuracy with learning 50 tasks. In general, we found the similar observations as discussed in
Section

;\3100 4 Original
-~ CarM ~ o
o )} ~N o<
g © 3 oBiem 23 Z3ia? 0g 48
© 0N o an 9 SO0 i4dg S
5 50 oY m ) < <, v, < , 7
S GIAAAA AN DY
: \AMAAARNZNY
ol a4 4N 4N 48 4N 45 4
1000 2000 3000{1000 2000 3000 300 500 1000
ER iCaRL GDumb
Episodic Memory Size
Figure 7: Accuracy over varying EM sizes.
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ing data swapping ratios. ing storage capacities. learning 50 tasks.

A.4.4 RESULTS OF RM WITH DATA AUGMENTATION

We implement RM with data augmentation and show the results in Table[IT|using CIFAR-10 dataset.
Both CarM and CarM-50 improves accuracy significantly over the baseline method.

Table 11: Accuracy improvement of using CarM w.r.t. RM with Data Augmentation on CIFAR-10.

Original CarM-50 CarM-100

Final Accuracy  68.07£1.57 84.07+0.83 84.854+0.42
Final Forgetting 15.09+1.72  5.12+0.89  4.36+0.95

A.4.5 CARM ON EMBEDDED DEVICE

We evaluate CarM using a NVIDIA Jetson TX2 to show its efficacy when running on a representative
embedded Al computing device. Table [I2] shows all baselines with CarM-50 and CarM-100 on
CIFAR subset. We see accuracy improvements with CarM as similarly observed in the main paper.

A.5 DISCUSSIONS

We have taken early steps towards leveraging both memory and storage to overcome the forgetting
problem in CL while preserving the same training efficiency, which we find to be effective for the
hardware we tested. However, as the characteristics between the memory and storage may vary
significantly, the storage access latency may still become a significant bottleneck unless carefully
exploited. Ideally, given the specs of a hardware configuration (e.g., computation, memory, and
available I/O bandwidth), the swapping mechanism could decide an optimal policy to increase the
memory capacity without adding additional latency. We leave this as an area of future work, which
would make CarM more robust and resilient to variations in different hardware settings.
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Figure 11: Incremental accuracy on CIFAR subset.
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Figure 12: Incremental accuracy on ImageNet subset.
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Table 12: CarM using a NVIDIA Jetson TX2

Method ER iCaRL  TinyER BiC GDumb  DER++ RM

Original 33.87 46.54 55.18 49.44 47.41 71.79 51.87
CarM-50 53.80 48.29 58.45 62.30 52.68 89.98 67.11
CarM-100  55.38 49.11 59.79 63.21 5291 90.28 67.24
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