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Abstract

Due to the excellent capacities of large lan-001
guage models (LLMs), it becomes feasible to002
develop LLM-based agents for reliable user003
simulation. Considering the scarcity and limit004
(e.g., privacy issues) of real user data, in this005
paper, we conduct large-scale user simulation006
for web search scenario to improve the analysis007
and modeling of user search behavior. Spe-008
cially, we propose BASES, a novel user simu-009
lation framework with LLM-based agents, de-010
signed to facilitate comprehensive simulations011
of web search user behaviors. Our simulation012
framework can generate unique user profiles013
at scale, which subsequently leads to diverse014
search behaviors. To demonstrate the effec-015
tiveness of BASES, we conduct evaluation ex-016
periments based on two human benchmarks017
in both Chinese and English, demonstrating018
that BASES can effectively simulate large-scale019
human-like search behaviors. To further accom-020
modate the research on web search, we develop021
WARRIORS, a new large-scale dataset encom-022
passing web search user behaviors, including023
both Chinese and English versions, which can024
greatly bolster research in the field of informa-025
tion retrieval.026

1 Introduction027

Web search is a typical information-seeking sce-028

nario, where a user issues a query, retrieves the web029

pages from the search engine, and subsequently030

selects and browses through the pages of inter-031

est. The core to the success of search systems032

lies in the accurate understanding and modeling033

of user behavior. Thus, by analyzing large-scale034

user behavior under web search scenarios, we can035

enhance the understanding of user’s information036

needs, thereby facilitating the development of more037

effective search systems (Bennett et al., 2012; Zhou038

et al., 2021; Chen et al., 2021). However, existing039

research works typically rely on real-user experi-040

ments (Carterette et al., 2014), which can be costly041

to scale up. Moreover, concerns regarding the qual- 042

ity and integrity of collected user data emerge as 043

notable impediments, potentially undermining the 044

precision of the analysis (Sugiyama et al., 2004). 045

For example, web search users usually do not main- 046

tain a user profile, or the profile is incomplete or 047

noisy. In addition, these experiments encompass 048

ethical considerations, such as user privacy issues. 049

As a result, user behavior simulation emerges as 050

a promising direction to facilitate user behavior 051

analysis and modeling (Jiang et al., 2012). 052

Recent years have witnessed the unprecedented 053

success of large language models (LLMs) (Zhao 054

et al., 2023). With superb model capabilities, 055

LLMs are capable of comprehending complex in- 056

structions and executing actions as autonomous 057

agents (Xi et al., 2023; Wang et al., 2023a). Prior 058

studies have explored LLM-based agents in vari- 059

ous fields, such as recommender systems (Wang 060

et al., 2023b) and dialogue systems (Chan et al., 061

2023). In contrast with prior studies, we focus on 062

a quintessential user interaction scenario of web 063

search and utilize LLM-based agents to simulate 064

web search user behaviors. Despite that this idea 065

is intuitive, there exist several major challenges to 066

simulate the behaviors of web search users. Firstly, 067

each user is an independent individual, it is difficult 068

to ensure that each user has a unique and reasonable 069

profile, particularly at a large scale. Secondly, pre- 070

dicting web search user behaviors with precision 071

and personalization is challenging. 072

To address these issues, we propose a novel 073

framework BASES for large-scale weB seArch 074

uSEr Simulation with LLM-based agents. First, we 075

design user profile attributes tailored to the char- 076

acteristics of web search users with reference to 077

the related study (Brusilovsky et al., 2007). Each 078

user profile encapsulates two basic categories of 079

attribute types, static and dynamic, and a total of 080

eight attribute types are allocated within the two 081

categories. To construct unique profiles for large- 082
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scale simulated users, we propose a synergistic083

synthesis method, which predefines a comprehen-084

sive range of potential attribute values combining085

manual definition with the cooperation of GPT-4,086

ensuring both efficiency and diversity for user pro-087

file generation. Subsequently, LLM-based agents088

tailored with distinct user profiles are employed089

to conduct user simulations through the proposed090

query and click behavior prompting strategies in091

the search engine, thereby generating precise and092

personalized user behaviors.093

To verify the effectiveness of the BASES frame-094

work, we first show the high anthropomorphism in095

search behaviors of the LLM-based agents by quan-096

titative analysis, and conduct the manual evaluation097

on the simulated behavior data to demonstrate the098

personalization degree. Following these founda-099

tional assessments, we adopt BASES within both100

Chinese and English scenarios on two typical in-101

formation retrieval (IR) tasks, including session102

search and click prediction. We find that models103

trained by user behavior data generated by BASES104

achieve improvements of up to 13% in NDCG@1105

compared to other behavior datasets trained mod-106

els, while utilizing less than one percent or one107

thousandth of their training data volume. Moreover,108

BASES also shows the considerable potential in the109

adaption of low-resource scenarios, bring up to 7%110

improvements in NDCG@1 with multiple adapting111

strategies. Finally, to accommodate the progres-112

sively envolving search patterns of users, we sys-113

tematically collect the simulated data and construct114

a new dataset WARRIORS of Web seARch useR115

behavIORS with 100,000 users’ search sessions116

for both Chinese and English versions. The key117

contributions are summarized as follows:118

• We propose BASES, a novel web search user119

behavior simulation framework based on LLM-120

based agents, which is able to construct exten-121

sive and diverse user profiles and precisely per-122

form user behaviors in web search scenarios.123

• Extensive experiments on the proposed BASES124

framework across various IR tasks demonstrate125

that BASES significantly enhances the perfor-126

mance of IR models, and perform effectively in127

low-resource scenarios.128

• We systematically collect and organize the large-129

scale simulated web search user behaviors, and130

release a new dataset WARRIORS, encompass-131

ing web search behaviors in both Chinese and132

English versions.133
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Figure 1: The profile structure for web search user sim-
ulation with a user sample.

2 Large-scale User Simulation for Web 134

Search 135

In this section, we propose a novel framework for 136

large-scale user Simulation in Web Search scenar- 137

ios based on LLM-based agents, called BASES, 138

with specially designed user profile construction 139

strategies and tailored simulation process. We also 140

discuss the superiority and feasibility of the simu- 141

lation framework by evaluating the human-agent 142

consistency. 143

2.1 User Profile Construction 144

In this part, we detail the process of user profile 145

construction, including user profile structure, con- 146

struction methods for user profiles, and the defini- 147

tion of attribute values. 148

2.1.1 User Profile Structure 149

To effectively simulate the search behaviors of web 150

users, it is crucial to establish diverse and detailed 151

user profiles tailored to web search scenarios. The 152

profile should encompass various attributes that 153

exert varying degrees of influence on search be- 154

haviors. For example, a younger user may exhibit 155

a preference for searching and clicking on more 156

trendy topics. Drawing on insights from prior re- 157

search work (Brusilovsky et al., 2007; Liang, 2011), 158

as shown in Figure 1, we design a profile structure 159

of web search users, comprised of eight distinct 160

attributes, including age, gender, education, career, 161

personality, interest, location, and wealth, which 162

are further categorized into static attributes and dy- 163

namic attributes. Static attributes are inherent to 164

the user and tend to remain constant over time (e.g., 165

gender), while dynamic attributes reflect transient 166

and external aspects and subject to change (e.g., 167
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interest). It is essential for each simulated web168

search user to possess a unique profile, thereby en-169

abling the simulation of a diverse range of search170

behaviors. Note that user profile designing is a171

classic and ongoing research topic in the commu-172

nity (Sugiyama et al., 2004; Heidari et al., 2020),173

while the core focus of our study is to demonstrate174

that LLM agents can be good web search user simu-175

lators. We consider the optimization of user profile176

settings as future work.177

2.1.2 User Profile Construction Methods178

To construct diverse and authentic user profiles, a179

basic method is involving human participants in180

filling out profile attributes. Despite its flexibility,181

it is inefficient and limited by the human annotator.182

Another intuitive method is utilizing LLMs such183

as GPT-4 (OpenAI, 2023) with instructions to au-184

tomatically generate user profiles, but it is hard to185

ensure diversity.186

To this end, we propose two profile construc-187

tion methods: Real Data based Generation ana-188

lyzes real user data with LLMs to generate the189

user profile. This method requires large scale of190

real user data and may be affected by the data qual-191

ity. Synergistic Synthesis scientifically predefines192

attribute values through a collaborative effort in-193

volving human and GPT-4. These predefined at-194

tribute values are then randomly sampled based195

on various strategies, such as distribution patterns196

and logical coherence. Given the requirement to197

simulate web search users at a large scale, where198

both efficiency and diversity are important in pro-199

file construction, we adopt synergistic synthesis as200

the primary profile construction method.201

With synergistic synthesis for user profile con-202

struction, we employ three principles for predefin-203

ing attribute value candidates and sampling: (1)204

For attributes with easily-defined and uniformly-205

distributed candidate values (e.g., gender), we man-206

ually define each attribute value and conduct ran-207

dom sampling. (2) For attributes with unclear value208

candidates and even distribution (e.g., interest), we209

employ a coarse-to-fine sampling approach. First,210

we categorize attributes into various coarse-grained211

categories, subsequently integrating GPT-4 for the212

generation of fine-grained attribute values with213

manual adjustment within each category. (3) For214

attributes exhibiting non-uniform distribution of215

value candidates (e.g., location), we consult perti-216

nent literature to define potential attribute values,217

sampling them in accordance with their distribu-218

tion. In addition, we meticulously identify and 219

address the irrational aspects in profiles, including 220

age-career contradictions, age-education contradic- 221

tions, and career-education contradictions. 222

2.1.3 Attribute Value Definition 223

Here, we detail the specific definition and sampling 224

methods employed in each attribute. 225

Age: In consideration of the authentic demograph- 226

ics of web search users, we implement random 227

selections of user ages ranging from 6 to 90. 228

Gender: We implement random sampling to select 229

user gender, including male and female. 230

Personality: We initially delineate the coarse- 231

grained personality categories referring to the five- 232

factor model (McCrae and John, 1992), including 233

openness, conscientiousness, extraversion, agree- 234

ableness, and neuroticism. Subsequently, we define 235

the fine-grained personality values with the col- 236

laboration of human and GPT-4 in each category. 237

Finally, we obtain 128 personality values. 238

Education: Current statistics regarding the global 239

population’s educational levels are somewhat in- 240

complete. Nevertheless, we refer to the reports 241

from the UNESCO Institute for Statistics (UN- 242

ESCO, 2023) and the World Bank (the World Bank, 243

2023) to approximately estimate the distribution of 244

different educational levels of users. 245

Career: Referring to ISIC1 from the United Na- 246

tions, we initially delineate twenty coarse-grained 247

career categories such as “Financial and insurance 248

activities”, student category and Non-working at- 249

tribute are also included. Subsequently, we define 250

the fine-grained career values with the collabora- 251

tion of human and GPT-4 in each category. Finally, 252

we obtain 2,743 attribute values in career. 253

Interest: Collaborating with GPT-4, we initially 254

delineates eleven coarse-grained interest categories 255

such as “Sports and outdoor activities”. Subse- 256

quently, we define the fine-grained interest values 257

with the collaboration of human and GPT-4 within 258

each coarse-grained category. Finally, we obtain 259

1,618 attribute values in interest. 260

Location: We consult global demographic data2 261

in 2023 to identify the top 1,000 cities ranked by 262

population in English setting, serving as candidate 263

locations. For the Chinese setting, we use cities in 264

China with populations as candidates (Ning, 2021). 265

1https://unstats.un.org/unsd/classifications/
Econ/isic

2https://worldpopulationreview.com/
world-cities
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Then, we randomly sample cities weighted accord-266

ing to the population distribution of the cities.267

Wealth: We categorize users into three distinct268

wealth status groups: low income, middle income,269

and high income. Referring to the existing stud-270

ies (Kochhar, 2021), we randomly sample each271

wealth category weighted by corresponding approx-272

imate population proportion.273

2.2 Web Search User Simulation274

Based on the aforementioned profile construction275

method, we employ LLM-based agents in search276

engine environments to conduct large-scale user277

behavior simulation for web search.278

2.2.1 Simulation Essentials279

In our BASES framework, the agents for user sim-280

ulation are required to be aware of their current281

state in the search scenario, plan to proactively282

formulate search queries, assimilate information283

returned by search engines, and selectively click284

web pages that match their interests. Additionally,285

the agents need to reflect whether their information286

needs have been satisfied based on the retrieved287

information, to decide whether new queries are288

warranted for further searches.289

Although existing studies have successfully uti-290

lized LLM-based agents for simulating and ful-291

filling particular tasks under different environ-292

ments (Park et al., 2023; Wang et al., 2023b) , the293

capacity of LLM-based agents to accurately mimic294

real users in web search scenarios remains unclear.295

We evaluated the consistency of behavioral patterns296

between agents and real users within the search en-297

gine, focusing on fundamental search actions, to298

prove the feasibility of web search user simula-299

tion. We find that LLM-based agents show about300

90% accuracies for query behaviors consistency301

and click behaviors consistency. The details of the302

assessment can be found in Appendix A.303

2.2.2 Simulation Process304

Behavior Patterns. We employ the web search305

user profiles constructed using synergistic syn-306

thesis described in Section 2.1.1, each user pro-307

file corresponding to an LLM-based agent for308

user simulation. We utilize the ChatGPT with309

GPT-3.5-Turbo-1106 version as the LLM to im-310

plement the web user agents. These agents, acting311

on behalf of their respective users, engage in multi-312

round interactions in search sessions with search313

engines. We define three types of actions: search,314

click, and finish. In each round, an agent first gener- 315

ates a query based on its user profile and historical 316

behaviors, which is then submitted to the search 317

engine and the search engine returns relevant web 318

pages from the internet. Subsequently, the agent 319

selects web pages of interest to click on, based on 320

its profile, historical behavior, the current query, 321

and the returned web pages. At the end of each 322

round, the agent automatically decide whether to 323

continue with another round or to finish the current 324

search session. 325

Behavior Prompting Strategies. An intuitive 326

idea for simulating user behavior with LLM-based 327

agents, similar to ReAct (Yao et al., 2023), in- 328

volves defining all possible actions within one in- 329

struction template, planning the overall steps before 330

task execution, or thinking progressively during the 331

task execution. We make such an attempt in the 332

web search scenario and find that predefining all 333

possible actions within one instruction is not ben- 334

eficial for the agents to effectively mimic human 335

user behavior. This issue is primarily manifested 336

in the arbitrary click behaviors of the agents. 337

Consequently, we propose two instruction strate- 338

gies to prompt agents to execute precise actions, 339

including query behavior prompting and click be- 340

havior prompting. Query behavior prompting is 341

tailored to enable the agents to generate queries 342

for web search based on their user profiles and his- 343

torical behaviors. Considering the search pattern 344

of real users, we limit the queries to be concise, 345

primarily focusing on keyword keyphrases. The 346

decision to finish or continue the session is also 347

integrated, since the search action is the first ac- 348

tion of each round. If the agent opts to continue 349

the session, it performs a search action to start a 350

new round, otherwise, it executes a finish action. 351

Click behavior prompting is designed to guide the 352

agent in selecting web pages to view from search 353

engine results, considering its user profile, current 354

query, and historical behaviors. We fully consider 355

real web search scenarios, providing agents with 356

the top ten web pages returned by search engines. 357

When clicking, the agent primarily rely on the web 358

page titles, and not only select the webpage IDs but 359

also to provide explanations for their choices, so as 360

to prevent arbitrary clicks. 361

For various prompting strategies, we design spe- 362

cific templates to ensure the outputs of agents are 363

stable and controllable. The full instruction tem- 364

plates are reported in Appendix C. Finally, each 365
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user exhibits sequential behaviors (i.e., a search366

session) within the web search scenario. We show367

an example of our simulated search user behaviors368

in Appendix D.369

2.3 Discussion370

With BASES framework, it is feasible to simulate371

highly personalized and diverse search behaviors372

via LLM-based agents. We propose a profile con-373

struction method that is capable of effortlessly gen-374

erating large scale distinct user profiles. Through375

meticulously constructed user profiles, BASES can376

efficiently and effectively produce the behaviors377

for these users through two behavior prompting378

strategies, and the behaviors generated by BASES379

can reflect user biases through the discrepancy be-380

tween different user profiles. It greatly benefits381

the application scenarios where real user data is382

limited or difficult to collect. Moreover, given the383

controllability of the simulated web search users,384

our BASES framework can flexibly incorporate385

various constraints to meet the further demands of386

specific tasks, such as conducting long search ses-387

sions, formulating queries in unique formats, and388

supporting distinct rules for clicks, among others.389

Personalization is critical in web search behavior390

simulation, its absence can lead to homogenization391

in user behaviors, hindering subsequent tasks. We392

manually assess the personalization in the simu-393

lated user behaviors of BASES, and find that even394

users with extremely similar profiles exhibited sig-395

nificantly inconsistent behavior patterns. The de-396

tails can be found in Appendix B.397

3 Effectiveness Verification398

In this section, we investigate the effectiveness of399

our proposed BASES framework on classical infor-400

mation retrieval (IR) tasks using evaluation bench-401

marks constructed with real user data.402

3.1 Web Search User Simulation for IR tasks403

3.1.1 Setups404

Task Formulation. In general, the BASES frame-405

work can be applied to various IR tasks, among406

which we consider two classical IR tasks: ses-407

sion search and click prediction. Session search408

leverages the rich contextual information (such as409

queries {qi}n−1
i=1 and click history {di}n−1

i=1 ) from410

earlier rounds of a user’s session to aid document411

ranking for the subsequent search query qn. It aims412

to enhance the learning of user preferences, thereby413

predicting the document dn most aligned with the 414

user’s intent from candidate documents {djn}kj=1. 415

The task of click prediction aims to predict the doc- 416

uments most relevant to the current search query q 417

from the search results {dj}kj=1. 418

Evaluation Model. We employ a BERT-based 419

ranking model for evaluation on one NVIDIA 420

GeForce RTX 3090, training up to 3 epochs with 421

a batchsize of 128 and a learning rate of 5e-6. For 422

the session search task, the model’s input is the 423

concatenation of historical user behavior sequence 424

{qi, di, ..., qn−1, dn−1}, the current query qn, and 425

the candidate document djn. The output of the 426

model is a relevance score between the document 427

djn and the current query with behavior history. For 428

the click prediction task, the model’s input is the 429

concatenation of query q and candidate document 430

dj , with the output being the relevance score be- 431

tween the query q and the candidate document dj . 432

Evaluation Metrics. The evaluation metrics 433

utilized in our study include Mean reciprocal 434

rank (MRR) and Normalized Discounted cumula- 435

tive gain (NDCG). MRR quantifies search accuracy 436

by averaging the reciprocal ranks of the first rele- 437

vant result across queries. NDCG assesses ranking 438

quality by comparing the weighted relevance of 439

all results to an ideal order, we use NDCG@1 and 440

NDCG@3 for evaluation. 441

3.1.2 Evaluation on Real User Behavior 442

Benchmarks 443

To show the efficacy of BASES, we employ it to 444

generate behavior data of simulated web search 445

users in both Chinese and English settings and train 446

user behavior models. We collect search behaviors 447

from real users and construct benchmarks on two 448

classic IR tasks for evaluation. 449

Evaluation Benchmark. In the Chinese setting, 450

we randomly sampled 100 anonymous sessions 451

from recent search logs obtained via Baidu Search, 452

with each session encompassing the user’s his- 453

torical queries, search results, and click records. 454

Since recent English user search behavior data is 455

not available, we develop an English benchmark 456

through the collaboration of GPT-4 and humans. 457

Initially, we instruct GPT-4 to produce query se- 458

quences similar to those generated by real users and 459

obtain a collection of 100 diverse query sequences. 460

Human annotators are then involved in clicking one 461

of the search results considering history behavior 462
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Tasks Methods #Session Chinese Benchmark English Benchmark

(#Click) MRR NDCG@1 NDCG@3 MRR NDCG@1 NDCG@3

Session

BM25 - 45.16 27.20 41.39 33.06 14.43 25.39

Search

BERT (TREC-Session) 1,257 - - - 32.85 13.11 25.89
BERT (AOL) 219,748 - - - 35.59 16.07 29.54
BERT (Tiangong-ST) 143,155 43.28 22.59 38.91 - - -
BERT (BASES) 1,000 51.78 35.56 47.98 39.59 19.02 34.22
BERT (BASES) 10,000 53.52 35.98 50.72 40.86 20.33 35.50

Click

BM25 - 42.71 21.34 39.96 31.35 11.80 23.88

Prediction

BERT (TREC-Session) 1,654 - - - 32.32 12.13 25.89
UBM (AOL) 614,651 - - - 24.28 10.03 19.69
BERT (AOL) 614,651 - - - 33.71 15.41 26.94
BERT (Tiangong-ST) 318,823 41.29 21.34 36.28 - - -
BERT (MS MARCO) 502,193 - - - 34.99 16.07 27.49
BERT (ORCAS) 88,689,558 - - - 36.73 16.12 30.82
BERT (BASES) 2,880/2,920 46.24 27.20 42.39 36.74 16.07 30.37
BERT (BASES) 28,511/28,802 49.11 30.13 45.92 38.97 18.69 32.13

Table 1: Results of methods trained on different datasets in real user benchmarks across two IR tasks.

and current query to construct the search sessions.463

Baselines. Since the our primary objective is to464

demonstrate the effectiveness of our simulated be-465

havior data, the comparisons focus on assessing466

the performance of models trained on our sim-467

ulation data versus various existing datasets, all468

under the same model backbone, on real-world469

test sets. For comparison, we select three widely470

adopted session search datasets for model training,471

including TREC-Session (Carterette et al., 2014)472

and AOL (Verbeek and Slob, 2006) for the En-473

glish benchmark, and Tiangong-ST (Chen et al.,474

2019) for the Chinese benchmark. We also ap-475

ply above datasets for click prediction task, and476

adopt ORCAS (Craswell et al., 2020) and MS477

MARCO (Nguyen et al., 2016) as click prediction478

datasets. We train BERT-based ranking models (as479

described in Section 3.1.1) on the three datasets480

respectively. In addition, we also adopt a classic481

click model UBM (Dupret and Piwowarski, 2008)482

for comprehensive comparison.483

Results and Analysis. Table 1 reports the results of484

various methods on benchmarks constructed with485

real user behaviors. We observe that the models486

trained using user behavior data constructed by487

BASES significantly outperform the baselines in488

both session search and click prediction tasks, even489

with a small amount of training data. We also find490

that BERT-based click model trained with ORCAS491

achieves the best performance among all baselines492

with more than 88 million training data, while we493

achieve comparable performance using only over494

2,000 simulation data, with additional improve-495

Training Data #Session MRR NDCG@1 NDCG@3

Origin 800 60.89 40.65 53.03

Ori. + Desc. 1600 65.28 47.97 57.27
Ori. + Behav. 1600 65.20 46.34 57.44
Ori. + Synth. 1800 62.80 45.53 52.86
Ori. + Synth. 2300 62.37 43.09 54.27
Ori. + Synth. 2800 63.85 46.34 55.00

Table 2: Results of BASES-augmented methods on
TREC-Session. Origin (Ori.) denotes the training data
of TREC-Session. Desc., Behav., and Synth. denote
the training data constructed by BASES with profiles
generated by descriptions and user behaviors in TREC-
Session, and synergistic synthesis, respectively.

ments observed upon further increasing the data 496

volume. The results prove that BASES can accu- 497

rately simulate web search users performing search 498

processes in search engines like real users, and 499

the simulation data significantly enhances the per- 500

formance of information retrieval models. More- 501

over, we find that the classic lexical model BM25 502

shows considerable competitiveness, surpassing 503

some semantic models trained on web search be- 504

havior datasets, and the traditional click model 505

shows lower performance comparing to the BERT- 506

based model with the same training set. Further- 507

more, as the performance of search engines has 508

improved in recent years, which are able to handle 509

more complex queries, the query formats made by 510

web search users are gradually influenced, leading 511

to discrepancies from the query formats in previous 512

datasets. Therefore, our simulation methodology is 513

of significant importance for generating behaviors 514

that align with contemporary human search habits. 515
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3.2 Adaptation on Low-resource Scenarios516

Acquiring large-scale real user behavior data517

presents significant challenges. In this section, we518

apply BASES framework to improve the perfor-519

mance of low-resource web search scenarios.520

Experimental Setup. We consider TREC-Session521

for experiments. Since it is annotated by human522

participants, the overall volume of data is not sub-523

stantial, which is a typical low-resource web search524

scenario. In this scenario, we apply our BASES525

framework to generate augmented data on the ses-526

sion search task. We construct user profiles for sim-527

ulation using methods in Section 2.1.2. The user528

profile are generated with ChatGPT using real data529

based generation by employing descriptions (Desc.)530

or user behaviors (Behav.) in the dataset, and us-531

ing the method of synergistic synthesis (Synth.)532

without referring to the dataset. We also conduct533

experiments with various scales of profiles gener-534

ated by Synth.. Subsequently, we utilize the three535

kinds of profiles to simulate augmented user be-536

haviors for training. We use the same BERT-based537

ranking models for each settings.538

Results and Analysis. Table 2 presents the results539

on TREC-Session employing various augmenta-540

tion methods with BASES. It can be observed that541

all the methods with augmented data can yield542

improvements over the baseline established by543

training on the original TREC-Session training set.544

This demonstrates the effectiveness of the BASES545

framework to address the data scarcity issue in low-546

resource web search scenarios, thereby augment-547

ing the original behavioral data to secure improved548

performance. Furthermore, augmentations with549

Synth. achieve improvements, with the degree of550

improvement exhibiting an ascending trend in cor-551

relation with the amount of augmented data. This552

phenomenon emphasizes the ability of BASES to553

bring substantial benefits in low-resource scenarios554

without necessitating dataset-specific information.555

4 The WARRIORS Dataset556

Previous experiments verified the effectiveness of557

the BASES framework. To this end, we construct558

WARRIORS, a large-scale simulation dataset of559

Web seARch useR behavIORS based on BASES.560

4.1 Existing Issues561

For web search tasks, it is crucial to construct562

high-quality user behavior datasets. In the liter-563

Dataset Statics Chinese English
#user 100,000 100,000

#avg. query per user 2.85 2.88
#avg. click per query 1 1
#avg. click position 2.6 4.1

Search engine Google Search
Time Feb., 2024

Table 3: Statistics of the WORRIORS dataset.

ature, several datasets have been proposed and con- 564

tribute significantly to the advancement of the field. 565

However, these datasets come with certain limita- 566

tions. For instance, the AOL dataset (Pass et al., 567

2006) is 18 years old now, where many URLs are 568

no longer accessible. TREC-Session (Carterette 569

et al., 2014) is constrained by crowdsourced experi- 570

ments, lacking large-scale records of user behavior. 571

Tiangong-ST (Chen et al., 2019) is a large-scale 572

web search behavior dataset in Chinese, defining 573

session boundaries based on natural pauses of 30 574

minutes in user activity, which may introduce er- 575

rors in session demarcation. 576

Furthermore, web search user behaviors are 577

highly affected by the underlying algorithms of 578

search engines. As the performance of search en- 579

gines has gradually improved, the characteristics 580

reflected in user behaviors within search engines 581

have also evolved. For example, in the era of search 582

engines reliant on keyword matching, users typi- 583

cally conducted searches using a single word or 584

very short phrases. However, in recent years, with 585

the rapid development of semantic search technolo- 586

gies (Zhao et al., 2024), user queries have shifted 587

towards longer phrases and even sentences, as these 588

approaches enable more efficient retrieval of the 589

desired information. This shift implies that histori- 590

cal datasets of web search user behaviors may no 591

longer reflect current user behaviors, presenting 592

challenges for applying these datasets to enhance 593

contemporary web search experiences. 594

Given the capability of BASES, it can be natu- 595

rally used to construct a new dataset of web search 596

behaviors using the data generated by the anthro- 597

pomorphic users simulated by LLM-based agents. 598

4.2 Construction of WARRIORS 599

The construction of the WARRIORS dataset fol- 600

lows the BASES framework with LLM-based 601

agents introduced in Section 2. The WARRIORS 602

dataset is comprised of two versions: WARRIORS- 603

Chinese and WARRIORS-English. For both ver- 604

sions, we use Google Search as the search engine. 605
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Tasks Methods
WARRIORS-Chinese WARRIORS-English

MRR NDCG@1 NDCG@3 MRR NDCG@1 NDCG@3

Session Search

BM25 31.15 12.15 23.56 31.98 11.94 25.11
BERT (TREC-Session) - - - 33.33 13.78 26.60
BERT (AOL) - - - 34.85 14.70 28.24
BERT (Tiangong-ST) 34.40 13.91 27.88 - - -
BERT (WARRIORS) 59.40 39.73 58.97 46.96 27.29 43.32
COCA (WARRIORS) 59.11 39.20 58.99 47.07 27.78 43.39

Click Prediction

BM25 30.44 11.62 23.09 32.10 12.12 25.20
BERT (TREC-Session) - - - 34.03 13.93 27.62
BERT (AOL) - - - 31.94 11.84 24.79
BERT (Tiangong-ST) 34.85 15.57 28.31 - - -
BERT (ORCAS) - - - 36.74 16.12 30.82
BERT (WARRIORS) 57.49 38.01 56.73 46.68 27.00 43.20

Table 4: Evaluation of several baselines on WARRIORS-Chinese and WARRIORS-English.

The user profiles of the two versions are indepen-606

dently generated, without overlapping users.607

In search engines, the user behavior is character-608

ized by the search session. Each user session en-609

compasses multiple interaction rounds, each com-610

prising a query, search results from the query, and611

clicked web pages from search results. The search612

results include the top ten web pages returned by613

the search engine, each web page with its URL,614

title, and snippet. Appropriate constraints are in-615

creased on the instructions for LLM agents, such as616

limiting the number of interaction rounds to avoid617

extremely long sessions. The entire dataset is fur-618

ther divided into training set, validation set, and test619

set. Given the substantial volume of the dataset,620

the specific allocation was 98% for the training set,621

with the validation and test sets each receiving 1%.622

Table 3 shows the details of the dataset.623

4.3 Dataset Application624

Experiment Setup. WARRIORS can be easily ap-625

plied to a variety of IR tasks, such as session search,626

click prediction, query suggestion, and so on. Here,627

we implement and evaluate several baselines on628

session search and click prediction tasks with both629

WARRIORS-Chinese and WARRIORS-English.630

For each task, we apply two representative models,631

a lexical matching model BM25 (Lin et al., 2021)632

and a BERT-based (Devlin et al., 2019) semantic633

ranking model. Furthermore, we report the results634

of a BERT-based ranking model trained using exist-635

ing web search user behavior datasets (Chen et al.,636

2019; Carterette et al., 2014) for reference.637

Results and Analysis. Table 4 reports the re-638

sults of the baselines on WARRIORS-Chinese and639

WARRIORS-English. we find that the BERT-based 640

models trained on our dataset achieve the best per- 641

formance on both session search and click predic- 642

tion tasks, surpassing BM25 and models trained 643

on existing datasets in both Chinese and English 644

settings. The results demonstrate the capacity of 645

our dataset to assess various models and IR tasks. 646

It can be seen that WARRIORS provides an ideal 647

foundation for enhanced IR models within web 648

search scenarios, containing near-real user interac- 649

tion behaviors and the latest web search results. 650

5 Conclusion 651

In this study, we introduced BASES, a new frame- 652

work designed for the simulation of large-scale 653

web search user behaviors with LLM-based agents. 654

We designed specific strategies to construct large- 655

scale user profiles, which can subsequently lead 656

to human-like search behavior data in our frame- 657

work. Through extensive experiments, we not only 658

demonstrated the effectiveness of BASES in simu- 659

lating authentic and diverse user behaviors, but also 660

highlighted its potential in improving information 661

retrieval tasks, especially in low-resource scenar- 662

ios. Furthermore, to facilitate the related research, 663

we develop the WARRIORS dataset, available in 664

both Chinese and English versions, which com- 665

prises a large collection of simulated web search 666

user behavior data by BASES. We believe that this 667

work can provide new perspectives to investigate 668

the search behaviors of web users, thereby con- 669

tributing to the advancement of search technolo- 670

gies and user experience optimization. For future 671

work, we will enrich the behavior types of simu- 672

lated users, and also consider applying the BASES 673

framework to other fields like sociology analysis. 674
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Ethical Considerations675

Given the limitations and privacy concerns associ-676

ated with real user data, we introduce BASES, a677

framework for simulating large-scale web search678

user behaviors using LLM-based agents. BASES679

demonstrates promising potential in enhancing680

information retrieval tasks, especially in low-681

resource scenarios. This approach not only respects682

user privacy but also opens up new avenues for re-683

search in this domain, contributing positively to the684

advancement of information retrieval technologies.685

As we move forward, we are committed to ensur-686

ing that our simulation practices uphold the ethical687

standards and contribute constructively to the field.688

Limitations689

Our user simulation methodology exhibits highly690

realistic simulated behaviors and good application691

performance. However, due to the complexity of692

human, the user profiles we constructed do not693

comprehensively encapsulate all human character-694

istics. Although minor, this fact also harbors the695

potential to influence search behaviors of users. In696

the future, we will continue to explore schemes for697

simulating web search users, aiming to align simu-698

lated behaviors as closely as possible with those of699

real users.700
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A Simulation Consistency Evaluation884

To demonstrate the feasibility of web search user885

simulation, we assess the consistency between the886

behavioral patterns exhibited by LLM agents and887

those of real-world users within the search engine.888

A.1 Settings889

Profile Generation. We conduct the experiment on890

TREC Session (Carterette et al., 2014), a human-891

annotated session search dataset encompassing user892

sessions of query-search-click behaviors, aimed at893

fulfilling informational needs of given task descrip-894

tions. Due to the limited volume of the dataset,895

we use ChatGPT as LLM-based agents to conduct896

real data based profile generation method in Sec-897

tion 2.1.2 with existing task descriptions.898

Evaluation Tasks. Given the impracticality of899

evaluating the consistency of entire behavioral se-900

quences, we deconstruct them and assess the con-901

sistency from two distinct behaviors: query and902

click. The query behavior evaluation including903

query generation and query rewriting. Query gener-904

ation entails assessing the consistency between the905

initial queries generated by LLM agents, and those906

produced by humans. Query rewriting involves907

evaluating LLM agents’ capabilities in formulat-908

ing the subsequent query based on prior behaviors,909

ensuring it aligns with the human-rewritten query.910

The click behavior evaluation focuses on the accu-911

racy of click behaviors. It evaluates the consistency912

of LLM agents’ selections in search results based913

on historical behaviors with those of humans.914

Evaluation Metrics. We use two metrics to eval-915

uate query behaviors: term overlap rate and GPT-916

4-based evaluation. The term overlap rate quanti-917

fies the extent of shared subject keywords between918

paired queries. This is determined by identifying919

common words after removing stop words, since920

shared terminology indicates thematic similarity921

and a consistent search intent. Despite its simplic-922

ity and efficacy, term overlap rate has limitations in923

overlooking synonymous terms and varying mor-924

phological forms. GPT-4-based evaluation is an925

supplement, which assesses the consistency of the926

query generated by the LLM agent with the human-927

query’s search intent and its adherence to the user928

profile. To evaluate click behaviors, we utilize top-929

1 accuracy to measure the proportion of instances930

where the LLM agent’s clicked web page corre-931

spond to the same click of the human.932

A.2 Results and Analysis 933

For query generation, the term overlap rate between 934

queries generated by LLM agents and those pro- 935

duced by humans is found to be 90.8%, accompa- 936

nied by the GPT-4 evaluation of 99%. For query 937

rewriting, rewritten queries from LLM agents show 938

a term overlap of 82.5% with human-rewritten 939

queries, accompanied by the GPT-4 evaluation of 940

98.8%. The findings suggest that the LLM agents 941

are capable of generating queries that align closely 942

with human search objectives, both in scenarios 943

involving and lacking historical interactions. Re- 944

garding the click prediction, the top-1 accuracy of 945

the LLM agents’ clicks mirroring human clicks 946

is 51%. Although this value seems not so high, 947

but in the industry, achieving such a top 1 accu- 948

racy is considered high, as many search services 949

struggle to reach above 20% top 1 accuracy with 950

their click models. Moreover, given the stringent 951

nature of this metric, we manually review cases 952

where the LLM agents do not precisely match the 953

web pages clicked by humans. We find that in over 954

90% of these cases, the web pages clicked by the 955

LLM agents have minor discrepancy with those 956

of humans and consistent with user profiles. This 957

indicates that click behavior is influenced by the 958

homogenization of search results and individual 959

bias in human participants, and fundamentally, the 960

LLM agent’s click behavior aligns well with human 961

patterns. 962

Overall, across both dimensions of query and 963

click, LLM agents demonstrate a high degree of 964

consistency with human behaviors, thereby ensur- 965

ing the viability of user simulation. 966

B Personalization Evaluation 967

Whether user behaviors are personalized is a criti- 968

cal evaluation factor in user simulation, especially 969

when simulating large-scale web search users. If 970

the simulation lacks personalization, it can lead 971

to homogenization in the behavior of simulated 972

users, meaning similar users are likely to perform 973

the same search actions, which is detrimental to 974

subsequent tasks. 975

Therefore, we focus on assessing the personal- 976

ization in the simulated user behaviors of BASES 977

framework. We construct a series of simulated user 978

pairs, which demonstrate high similarity across 979

multiple attributes in their profiles. For each pair 980

of similar users, we manually analyze the behav- 981

ior data generated by our BASES framework, the 982
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User Profile Query Sequence

"Career": "Performance Poet", "Age": 64, "Gender": "Fe-
male", "Education": "No formal education", "Location":
"Delhi, India", "Wealth": "Middle income", "Personality":
"Amiable", "Interest": "Ethnic cuisine cooking"

Indian vegetarian recipes, traditional Indian curry recipes,
Indian street food recipes.

"Career": "Performance Poet", "Age": 64, "Gender": "Fe-
male", "Education": "No formal education", "Location":
"Delhi, India", "Wealth": "Middle income", "Personality":
"Sociable", "Interest": "Ethnic cuisine cooking"

cooking clubs or groups in Delhi, Traditional Indian
cooking classes in Delhi, Indian cooking festivals.

Table 5: An example of how slight modifications in the user profile can lead to changes in user search behavior.

Cohen’s Kappa of human participants is 0.9. We983

find that even users with extremely similar profiles984

(differing in only 1 or 2 attributes) exhibited signifi-985

cantly inconsistent behavior patterns, Table 5 gives986

an example, it can be observed that the two user987

profiles differ in only personality attribute, yet re-988

sult in distinctly different simulated user behaviors.989

The evaluation result proves that the user behaviors990

simulated with BASES framework possess a sig-991

nificant degree of personalization. Furthermore, it992

also demonstrate that BASES framework provides993

deep insights into the complexity and diversity of994

user behavior patterns.995

C Prompt Design996

To prompt agents for executing precise actions, we997

devise two instruction strategies, including query998

behavior prompting and click behavior prompting,999

the specific prompt templates are shown in Table 61000

for English setting and Table 7 for Chinese setting.1001

D Simulated Search User Behavior1002

Example1003

We show an example of the simulated search user1004

behavior.1005
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Query Behavior Prompting

You are a search engine user with your own profile. Your task is to interact with search engines {max_exceeds_times}
times. You have two types of operations to perform:
- Search[query]: When the current round has not reached {max_exceeds_times} times, please raise the next question
based on your profile and web browsing history. Your query should be an entity phrase that has a similar topic to an
attribute in your user profile. The query must be concise and clear. For example, Search[bollywood growth], Search[hjunk
food trax], Search[pseudocyesis information], Search[location of port arthur].
- Finish[finish], When the current round exceeds {max_exceeds_times} times, you need to end your interaction with
search engines. For example, Finish [Finish]

** Your Profile ** {profile}

** Web browsing (click) history ** {scratchpad}

** Your action **

Click Behavior Prompting

You are a search engine user with your own profile. Your task is to click on the most relevant page.
In this interaction, you raised the question of **query**. You have received several webpage titles returned by the search
engine.
Now, based on your profile, web browsing history, and the relevance between the query and the titles, please choose the
most relevant webpage to click on. Please note that you can only output one number from 1 to 10 to represent the title
you are about to click on, and cannot output any other content

** Your Profile **
{profile}

** Web browsing (click) history **
{scratchpad}

** Query **
{query}

** Titles **
{titles}

** Your click **

Table 6: Various prompting strategies with query behavior prompting and click behavior prompting in English.
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Query Behavior Prompting

您是一位带有自己档案的搜索引擎用户。您的任务是与搜索引擎互动{max_exceeds_times}次。您有两种操作
可以执行：
- Search[查询]：在当前轮次未达到{max_exceeds_times}次时，请同时参考网页浏览历史和档案提出下一个查
询。你需要考虑的是：1、在参考网页浏览历史时，查询的主题不能过多偏离历史中的交互内容，保持主题
的连贯性；2、在参考档案时，查询的主题要和档案中的某属性相关，但要有发散思维，不要限制在这些具
体属性上，尤其注意查询不要过多的涉及地名。
最后，您的查询应该是一个实体短语，保持简洁明了。这里有一些该操作的例子，如Search[优酷客户端下
载], Search[无敌铁桥三], Search[蜡笔小新], Search[百度云网盘资源]。
- Finish[finish]：在当前轮次超过{max_exceeds_times}次时，您需要结束与搜索引擎的互动。例
如，Finish[finish]。

**您的档案**
{profile}

**网页浏览（点击）历史**
{scratchpad}

**您的操作**

Click Behavior Prompting

您是一位带有自己档案的搜索引擎用户。您的任务是点击最相关的页面。
在这次互动中，您提出了**query**的查询。您已经收到了搜索引擎返回的几个网页标题。
现在，请根据您的档案、网页浏览历史以及查询和标题之间的相关性，选择最相关的网页进行点击（语义相
关或者是词语相似度高）。请注意，请首先输出你选择该title的理由，然后输出一个**数字**（1到10）来代
表您即将点击的标题，例如我会选择Title x: xxxx,因为xxx。

**您的档案**
{profile}

**网页浏览（点击）历史**
{scratchpad}

**查询**
{query}

**标题**
{titles}

**您的点击**

Table 7: Various prompting strategies with query behavior prompting and click behavior prompting in Chinese.
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User behavior data example:

{
"session": 3,

"profile": {"Career": "Pricing Actuary", "Age": 22, "Gender": "Female", "Education": "Master",
"Location": "Barcelona, Spain", "Wealth": "Low income", "Personality": "Cooperative",
"Interest": "English Garden Design"}},

"interaction": [
{
"step": 1,
"action": {"type": "Search", "key": "pricing actuary job opportunities in Barcelona"},
"observation": [{"title": "Actuarial Jobs in Barcelona | ProActuary", "snippet": "POPULAR
JOBS. Actuary Jobs (1896) Management Jobs (715) Actuarial Analyst Jobs (514)...", "url":

"https://proactuary.com/barcelona"}, . . . ],
"click": ["2"]
},
{
"step": 2,
"action": {"type": "Search", "key": "actuarial pricing training courses in Barcelona"},
"observation": [{"title": "Training Courses in Barcelona, Spain - Oxford Management Centre",

"snippet": "Our carefully curated training courses in Barcelona cater to...", "url":
"https://oxford-management.com/training-venue/barcelona"}, . . . ],

"click": ["1"]
},
. . .

]
}

Table 8: An example of search user behavior data generated by BASES in json format.
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