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ABSTRACT

Momentum-based gradients are critical for optimizing advanced machine learn-
ing models, as they not only accelerate convergence but also help gradient-based
optimizers overcome stationary points. While most state-of-the-art momentum
techniques rely on lower-power gradients, such as the squared first-order gradi-
ent, there has been limited exploration into the potential of higher-power gradi-
ents—those raised to powers greater than two, such as the third-power first-order
gradient. In this work, we introduce the concept of high-order momentum, where
momentum is constructed using higher-power gradients, with a specific focus on
the third-power first-order gradient as a representative example. Our research of-
fers both theoretical and empirical evidence of the benefits of this novel approach.
From a theoretical standpoint, we demonstrate that incorporating third-power gra-
dients into momentum can improve the convergence bounds of gradient-based op-
timizers for both convex and smooth nonconvex problems. To validate these find-
ings, we conducted extensive empirical experiments across convex, smooth non-
convex, and nonsmooth nonconvex optimization tasks. The results consistently
showcase that high-order momentum outperforms traditional momentum-based
optimizers, providing superior performance and more efficient optimization.

1 INTRODUCTION

Optimization problems in machine learning are commonly tackled using gradient-based optimizers,
which rely on either full gradients—computed from the entire dataset—or stochastic gradients, de-
rived from mini-batches. While full gradients guarantee eventual convergence, stochastic gradients
offer enhanced computational efficiency (Hazan et al.|[2007; Nemirovski et al., 2009; |Rakhlin et al.,
2011). Over the past decade, research has shown that combining full gradients, stochastic gradients,
noisy stimuli, batch strategies, sampling, and momentum techniques in gradient-based optimizers
can lead to favorable convergence, expected accuracy, and improved robustness (Shalev-Shwartz &
Zhang} |2013;|Zhang et al.|[2012; Johnson & Zhang|, |2013}; [Defazio et al., 2014;|Arjevani & Shamir,
2015; Lin et al., 20155 |Allen-Zhul [2017; Haji & Abdulazeez, 2021).

Momentum, one of the most influential techniques, is widely used in gradient-based optimizers to
further improve performance (Liu et al.,2020;|Loizou & Richtarik}|2020; Haji & Abdulazeez,[2021).
Intuitively, momentum addresses the issue of slow convergence in later stages of optimization, such
as near (J, €)-Goldstein stationary points (Clarkel [1974; [1975; 1981 |1990; Jordan et al., [2023),
where gradients oscillate within a narrow range. Momentum helps by driving gradients away from
these oscillations and toward the global optimum, making it especially effective for nonsmooth
nonconvex objectives, such as those found in Deep Neural Networks (DNNs) (Mai & Johansson)
2020; |Wang et al.| 2021} [Wang & Wen), 2022} |Jordan et al., [2023).

Due to these advantages, leading optimizers like Adam, STORM, and STORM ™ (Kingma & Ba),
2014;|Cutkosky & Orabona, 2019} |Levy et al.,[2021) incorporate momentum to achieve higher accu-
racy and reduce the likelihood of getting trapped in stationary points. For instance, Adam uses two
momentum terms—first-order and squared first-order gradients—to optimize objective functions,
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often outperforming alternatives like AdaGrad and SGD (Kingma & Bal 2014} [Lydia & Francis,
2019; (Chandra et al.| 2022; Beznosikov et al.l |2023). STORM, which uses a stochastic recursive
momentum term based on squared gradients, has been shown to achieve better accuracy than Adam
when optimizing ResNet (Cutkosky & Orabonal 2019), and the more recent STORM ™ enhances
this approach with adaptive learning rates, eliminating the need for parameter tuning (Levy et al.,
2021).

While first-order and squared gradients dominate current momentum-based approaches, exploring
higher-order momentum holds great potential. For instance, incorporating third-power gradients
could further enhance the convergence bound of gradient-based optimizers. In this work, we in-
troduce the High-Order Momentum Estimator (HOME) optimizer, a framework designed to ex-
plore and advance high-order momentum techniques. Our focus is on HOME-3, which leverages
third-power gradients to enhance momentum, such as (f). First, we present a theoretical analysis
showing that HOME-3 significantly improves convergence bounds for both convex and smooth non-
convex optimization problems. We then extend our numerical experiments to nonsmooth nonconvex
problems, where HOME-3 consistently outperforms other momentum-based optimizers. Finally, we
use statistical techniques to quantify the performance of HOME-3, validating both the effectiveness
and robustness of third-power gradients in momentum.

Contributions: In this work, the potential contributions of HOME are categorized as follows:

Third-Order Momentum Enhances Convergence Bound for Convex Problems (Theorem.T): Based
on the assumptions and properties of convex objective functions (see Assumption[2.T), the proposed
HOME-3 optimizer, incorporating a third-power gradient, enhances the convergence bound to O(1/
75/ 6). Detailed proof of Theorem can be found in Appendix A of the Supplementary Material.

Third-Order Momentum Advances Convergence Bound for Smooth Nonconvex Problems (Theorem
4.2): According to the assumptions and properties of smooth nonconvex functions (see Assumption
, the HOME-3 optimizer advances the convergence bound to approximately O(1/7°/6). The
proof for Theorem [4.2]is provided in Appendix A of the Supplementary Material.

High-Order Momentum Enhances Convergence for Nonsmooth Nonconvex Problems (Theorem
[4.4): We empirically investigate the performance of high-order momentum optimizers on nonsmooth
nonconvex problems, as illustrated in Figure [3]. To further validate the performance of HOME-3,
we employ a deep neural network, since the objective function of a multi-layer deep neural network
is typically nonsmooth and nonconvex (Jordan et al.},[2023). The results, shown in Figures [3|and [4]
indicate that HOME-3 outperforms other peer momentum-based optimizers. Additionally, we ex-
plore the advantages of coordinate randomization in Lemma and Theorem demonstrating
that it preserves the convergence bound of the original gradient-based optimizer.

Related Work: In the field of convex and smooth nonconvex optimization, Kingma’s work on
Adam (Kingma & Bal 2014) demonstrated that momentum, built on the first-order and squared gra-
dients, can achieve a convergence bound of O(1/T"'/?) for convex problems. Similarly, STORM,
which uses a recursive stochastic momentum, obtains a convergence bound of O(1/T"/3) for
smooth nonconvex problems (Cutkosky & Orabonal, 2019). More recently, STORM ™ achieved
a bound of O(1/T"/? + ¢/3/T'/3) (Levy et al.,[2021). Notably, in both convex and smooth non-
convex scenarios, HOME-3 achieves a superior convergence bound of O(1/7°/6).

2 PRELIMINARIES: DEFINITIONS AND ASSUMPTIONS

In this work, we consider the following minimization problem:

min f(X) (1)

XCRD

In equation (I, X € RP represents a vector denotes the independent variables of an objective func-
tion f(-) : RP — R, D < oo. The objective function f(-) can be convex, smooth nonconvex,
or nonsmooth nonconvex real functions. In this work, the theoretical analyses of the convergence
bound concentrate on convex and smooth nonconvex problems. Due to the advantages of coordinate
randomization on nonsmooth nonconvex problems that have been discussed recently, we empirically
investigate the performance of momentum incorporating coordinate randomization and third-power
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gradient on nonsmooth nonconvex optimization (Zhang & Baol [2022). Furthermore, we have essen-
tial definitions and assumptions throughout this work as follows:

Definition 2.1 (High-Order Momentum) Given a momentum M denoted on = € RP, M relies on
variables {V f(x), (V f(x))?,--- , (Vf(z))"}, n < oo, we call M a n"*-order momentum. And n
is the maximum power of the gradient employed to build the momentum.

Definition 2.2 (Smooth Property) Given an objective function f denoted as f : RP — R, for any
ke N if||[VEf(z) = V*f(y)|| < L= — yl| holds, we call f a smooth function. And ||-|| represents
an Euclidean norm. We can denote g = V f(x) and g, = V f(x1). g represents a gradient within t
iterations.

Definition 2.3 (Gradient-based Optimization Operator) Given an operator as G : R — RP, G de-
notes a gradient-based optimization operator. For example, suppose t(¥t € N) as current iteration,
we have G - f(x) = x¢ — - V f(21), the operator G denotes a first-order gradient-based optimizer.

Definition 2.4 (Coordinate Randomization) Given an operator R denoted as R : RP — RP, we
have R[x1, 29, -+ ,xp| = [&1,&2, - ,&p]. The operator R is a coordinate randomization.

Definition 2.5 (Iterative Format of Gradient and Permutation Randomization Operators) Given
gradient and permutation randomization operators G and R, suppose the current iteration as t,
G'f(z) and Rlx represent an iterative format of gradient and permutation randomization operator
within t iterations. For example, G*f(z) =G -G - f(z) and R’z =R -R - x.

Definition 2.6 (Initialization and Stationary Point) We denote x( as an initialized variable for a
gradient-based optimizer to begin iteration. Meanwhile, a stationary point is represented by xr,
and T indicates the maximum iteration.

Definition 2.7 (Iterative Output of Gradient and Coordinate Randomization Operators) Given
gradient and permutation randomization operators G and R, suppose the current iteration as
t, Gt f(x) and Rlx represent gradient and permutation randomization operator within t itera-
tions. The iterative output of gradient and permutation randomization operators are denoted as

=G flxzs-1)=G" f(xzo)and 21 =R -G - f(xi—1) =R - G - f(=o).

Moreover, four vital assumptions are provided below to benefit theoretical analyses of HOME-3
optimizer on convex, smooth nonconvex, and nonsmooth nonconvex optimization.

Assumption 2.1 (Convex Assumption) f(y) > f(z) + (Vf(2))T(y — x), z,y € RP

Assumption 2.2 (Smooth Nonconvex Assumption) f(y) < f(z)+(Vf(z)T (y—2)+ % |z —y
z,y€eRP,LER,L>0

»

Assumption 2.3 (Finite Dimensional Assumption) In this study, the objective function f : RP — R,
gradient optimizer G denoted as G : R — RP, and coordinate randomization R : RP — RP, all
theoretical analyses under D < oo.

Assumption 2.4 (Linear Representation of All Gradients) Considering iteration from 1 to T, for
anyt € [1,T), and n € N as the power for gradient, Ve > 0, the following equation holds:

gt — (k1gi' + kagy + -+ + krgp)ll <€ 2
{k1, ko, -+ ,kr} are constant and {g1, g2, - ,gr} represents first-order gradient in 1,2, --- | T
iteration.

We can derive equation [2] from the Assumption 2.2 when the objective function is smooth. In fact,

if and only if Vi, j € N, # j, corr(gs, g;) = 0, equation 2| holds.

3 METHOD: HIGH-ORDER MOMENTUM ESTIMATOR (HOME)

This section outlines the details of the HOME optimizer, as summarized in Tablem At its core, the
HOME optimizer offers a framework for incorporating high-power first-order gradients to generate
high-order momentum.
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In particular, we focus on analyzing the properties of high-order momentum using a third-power
first-order gradient as a starting point and extend our theoretical analysis to even higher-order mo-
menta, such as those utilizing a sixth-power gradient. To facilitate both implementation and vali-
dation against other state-of-the-art optimizers, we base our framework on the widely used Adam
optimizer. However, in contrast to Adam, which is dominated by first- and second-order momentum
terms, our proposed method introduces an innovative update rule that is driven by the interaction
between the first and third momentum terms, as shown below:

Ty 4= Ty—1 — Qg - (Mt—l - St—l)/( Vt—l +€1) 3)

In equation My, Vi, and S} denote the first-order, second-order, and third-order momentum (please
refer to Definition @) Meanwhile, o, denotes an adaptive learning rate (Huang et al., 2021). And
€1 is set the same as Adam (Kingma & Bal 2014). In addition, the third momentum term .S; is
cultivated on the third-power first-order gradient:

St ¢ B3Se-1 + (1= Ba)g}

. Sy “)

St < 11— ﬁ §
where (33 is an exponential decay and g; represents a third-power gradient within iteration ¢. Intu-
itively, a higher-power gradient dominates the update when the gradient norm is sufficiently large at
the early stage. Otherwise, a lower-order gradient is in charge of the update when the gradient norm
is reduced to a small value. That is, the convergence bound of the HOME optimizer is adaptive. In
addition, other efficient techniques are included for the HOME optimizer, such as adaptive learning
rate (Huang et al.,|2021)) and coordinate randomization (Zhang & Bao,|2022) since these techniques
guarantee an influential impact (Huang et al.l 2021 Jordan et al.| [2023)) on complex optimization,
e.g., nonsmooth /smooth nonconvex problems.

The input for HOME-3 optimizer is: ¢ represents current iteration; 7" defines the maximum iteration;
o denotes an adaptive step size based on current iteration (Huang et al.,[2021), such as 0.001 x (1 —
% ); 81 = 0.9, B2 = 0.999, B3 = 0.99 are exponential decay for three momentum terms (Kingma &
Ba, 2014), respectively; Notably, 83 is manually set, ensuring that 51 < 83 < (2; M denotes the
first-moment vector and initializes as 0; V;y denotes the second momentum vector and is initialized
as 0; Sy denotes the third momentum vector and is initialized as 0; ¢; defines the same in Adam; e
represents a threshold when gradient within a stationary point. In this work, we set e, the same as
€1.

Importantly, Table |1| presents a framework updated on Adam optimizer (Kingma & Ba, |2014) to
introduce one additional momentum term using a third-power gradient to improve the convergence
bound. The HOME-3 indicates that the highest power of the gradient for cultivating momentum
is 3. Notably, the coordinate randomization R is only applied to nonsmooth nonconvex problems.
Thus, the framework in Table ] could be treated as a potential standard framework to incorporate
high-order momentum.

As discussed before, a higher-order momentum S; and S, dominate the update at the beginning,
due to ||g#|| >> Ilg¢||. Furthermore, when the gradient approximates a stationary point or local
optimum, such as Ve > 0, ||¢g:|| < €, the lower-power gradient is in charge of updating. In particular,
let the Eq. [3|equal to 0, we can infer the stopping criteria of HOME-3:

VE>OHMt7§t

<e (5)

Since HMt - S H < e can result in terminating HOME-3, as indicated in equationand equation ,

we introduce coordinate randomization for HOME optimizers to escape potential stationary points
in the objective function. Furthermore, at the late stage, when the gradient approximates to the

stationary point, such as HMt H , HS}H < €, coordinate randomization can maintain the difference

between HMt S, || in order to advance S; — M, to escape an open cube of stationary points.

and ‘
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Table 1: The Pseudo Code of High-Order Momentum Estimator (HOME)
Algorithm 1: HOME-3

1: whilet < T

2: gt <— V»Lf(It)

30 My« M1+ (1—51)ge
4 Vi Vi + (1 — 52)%
5: St — 53St 1+ (1 - 53)975
6
7
8
9

N ]}4’)5 1V Bt
: ‘A/f 1;*82
: St < ﬁ
DTyl T — oy —St)/(\/vt‘f'ﬁl)
10: if ’Mt S| < e
11: (Et+1 — R(-’Et+1)
12: Tyl l‘t+1
13: End if

14: t<+t+1
15: End while

4 THEORETICAL ANALYSES

This section presents the convergence analyses of the HOME-3 optimizer under three assumptions.
We begin by examining the convex case that satisfies Assumption demonstrating that HOME-
3 can achieve a convergence upper bound of O(1/7°/6), as outlined in Section 4.1. In Section
4.2, we extend this analysis under Assumption showing that the convergence bound of the
HOME-3 optimizer remains comparable to that of the convex case. Additionally, in Section 4.3, we
introduce a key advancement—coordinate randomization—which can further enhance the perfor-
mance of HOME-3 in nonsmooth nonconvex scenarios. The results partially answer the questions
What is the role of randomization in dimension-free nonsmooth nonconvex optimization raised by
Jordan (Jordan et al., [2023). In short, complete theoretical proofs for the HOME-3 optimizer are
provided in Appendix A of the Supplementary Material.

4.1 CONVEX CASE

We theoretically analyze the convergence bound of HOME-3 under the convexity assumption (please
refer to Assumption in this section.The following Theorem [.1] demonstrates HOME-3 can
reach a convergence bound as O(1/7°/9).

Theorem 4. 1 Let satisf) Assumptwn 1, suppose T' as the maximum iteration, inferring from
Deﬁmtwns 5 and2 then =1 f(th) 1 o reach O(1/T"/%),

The detailed proof of Theorem [4.1|can be viewed in Appendix A, Supplementary Material.

4.2 SMOOTH NONCONVEX CASE

In this section, under the smooth nonconvex Assumption (please refer to Assumption [2.2] we prove
that the convergence bound of HOME-3 can approximately reach O(1/ T 6). The potential issue
impacting the convergence bound of HOME 3 is the term £ - ||z — y||. According to our analyses,
if T is sufficiently large and guarantees \F — 0,Vz,y € X in that case, the convergence bound
of HOME-3 is comparable to convexity assumption (please refer to Assumption [2.1)). Similarly, the
convergence upper bound under smooth nonconvex cases can reach to O(1/7/9).

Theorem 4.2 Let f satisfy Assumption 2, suppose T as the maximum iteration, inferring from
Definitions 3, 5, and 6, then w can reach O(1/T%/9).
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The detailed proof of Theorem [4.2]can be viewed in Appendix A, Supplementary Material.

4.3 NONSMOOTH NONCONVEX CASE

Due to the complexity of smooth nonconvex cases, H]\th - S H could be 0 when the gradient approx-

imates the stationary point. To overcome this challenge, we incorporate randomization to increase
the opportunity for the optimizer to approximate an open cube of the global optimum. Notably, the
following Lemma proves that the norm of coordinate randomization is equal to 1.

Lemma 4.3 (Norm of Coordinate Randomization Operator is Equal to 1) Suppose the permutation
randomization as an operator R : RP — RP, ||R|| = 1 holds, if D < .

It is not difficult to prove Lemma The proof of Lemma [4.3] can be viewed in Appendix A,
Supplementary Material.

Importantly, in Theorem we discuss the upper bound on the convergence bound of gradient-
based optimizer (Wang & Shen, |2023) incorporating coordinate randomization is comparable to
|GFE - f(wo) — G' - f(w0))]|; thus, we discuss that coordinate randomization could maintain the
convergence bound of incorporated gradient-based optimizer and is shown in Theorem

According to Definition [2.3] we can infer:

IR - [21, 29, apll| = [[[#1, 22, -, 2p]| (6)

According to Definition[2.5] Lemma[4.3] and Assumption[2.3] for any z, y € I, we have:
[R"-G"- (f(2) = F)|| < [[R]| - |G - (F (=) = Fo))|| = [|9" - (f(&) = fwD|| D
Letz be z1 = G - f(20) and Y be o, inferring from equation[5} we have:
IR G- (f(x1) — f(z0))|| < |G- F(wo) — G - f(wo))]| 8)

Theorem 4.4 (Coordinate Randomization Maintains The Convergence Bound of Incorporated Op-
timizer) Inferring from Lemma the convergence bound of a gradient-based optimizer incorpo-
rating coordinate randomization R - G should be equal to the convergence bound of an original
gradient-based optimizer G without coordinate randomization.

5 NUMERICAL EXPERIMENTS

We validate HOME with three other peer optimizers, such as ADMM (Nishihara et al., 2015)), Adam
(Kingma & Bal [2014), and STORM (Cutkosky & Orabona, [2019), on the public biomedical data
in Multiband Multi-echo (MBME) functional Magnetic Resonance Imaging (fMRI) (Wang, [2018).
After pre-processing (Ji et al., 2022), the size of each input signal matrix is 100 x 902, 629. The
total number of subjects is 29. In this empirical study, all optimizers are terminated after 100 it-
erations with other parameters fixed to the reported default values in the literature (Kingma & Ba,
2014;|Cutkosky & Orabona, 2019} Nishihara et al.,2015)). In addition, e- representing the difference
between the previous and current gradient is the same as €¢; (Kingma & Bal |2014). Furthermore,
the experimental studies are validated on the CPU cluster, including 16 Intel Xeon X5570 2.93GHz.
Moreover, to facilitate statistical analyses based on a large number of augmented subjects, the orig-
inal 29 subjects are expanded to 100 via data augmentation techniques (Wen et al., [2020; |Iwana &
Uchida, 2021).

5.1 EXPERIMENT ON CONVEX PROBLEM: DICTIONARY LEARNING

Since Dictionary Learning (DL) is one of the representative alternative convex problems (Hao et al.}
2023 [ToSi¢ & Frossard, 2011), we employ HOME-3 and other peer optimizers to optimize the
objective functions of DL presented as follows:

in = XY+ Y] pg €N
oouin I+ XY, pa o
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In equation[9] I denotes the input matrix. X and Y denote weight and feature matrices, respectively.
A represents a sparse trade-off set as the default value (Tosi¢ & Frossard, [2011). Since DL is an
alternative convex problem, we can validate the theoretical conclusion in Section 4.1. In addition,
we provide a reconstruction loss to compare HOME with other peer optimizers quantitatively. And,
since DL is an unsupervised learning problem, we provide the reconstruction loss in Eq. as

follows:
|1 — XY

Reconstruction Loss = ]

(10)

Overall, Figure|T] presents the averaged reconstruction loss of HOME-3 and other peer optimizers to
optimize the objective function of DL. In particular, according to Figure[I|(a), HOME-3 can enhance
the convergence and reconstruction accuracy. Notably, HOME-3 demonstrates a more extensive
reconstruction loss at the early stage due to a larger norm of high-power gradient. In Figure
(b), in this most straightforward case, an individual reconstruction loss reveals the convergence of
ADMM (Nishihara et al.| [2015)) is faster than Adam (Kingma & Ba} [2014) and STORM (Cutkosky
& Orabonal, 2019) but HOME-3 obtains the steepest convergence curve at the early stage.

m 2 g —
o 2 -]
300 T ok
S 5 Nl 5_ L, S
5o 2 - v 2 -
B =
PR LKA S
g -6 \H g z \ \
;:.-} -8 é’ -8
-10 -10
1 50 100 1 50 100
(a) Averaged Reconstruction Loss on Convex (b) Randomly Selected Reconstruction Loss (A Single
Optimization Subject) on Convex Optimization
| || [ |
ADMM ADAM STORM HOME-3

Figure 1: Averaged reconstruction loss comparison of proposed HOME-3 and other three peer opti-
mizers within one hundred iterations

5.2 EXPERIMENT ON SMOOTH NONCONVEX PROBLEM: DEEP NONLINEAR MATRIX
FACTORIZATIONS

Furthermore, to validate HOME-3 on smooth nonconvex optimization, we introduce the objective
functions of Deep Nonlinear Matrix Factorization (DNMF) (Irigeorgis et al., [2016), presented in
equation [TTajand equation[TTb] Overall, DNMF is comparable to layer-stack deep neural networks
such as a Deep Belief Network (DBN) consisting of multiple restricted Boltzmann machines (Hin-
ton, [2009; |Gu et al.| |2022)). Meanwhile, similar to DBN, since DNMF is an unsupervised learning
problem, we focus on comparing reconstruction loss in the following Figure[2] Importantly, to avoid
arbitrary hyperparameter tuning, we employ a rank estimator (Zhao & Zhao} 2020) to automatically
estimate the number of layers and layer size. For activation function between adjacent layers, con-
sidering previous works (Jordan et al.| 2023)), we set Rectified Linear Unit (ReLU) (Agarapl 2018))
as an activation function N}, in equation to increase the complexity of objective function in
DNMFE.

k
,min g 1Zill (11a)
k
st(J[Xi) - Ne(We) + Zi =T (11b)

i=1
In equation [I1] I denotes the input matrix. X; denotes the current layer and Y; denotes the current
feature matrix. In addition, N}, represents an activation function in the current layer. Lastly, Z
indicates a background noise matrix. And k represents the total layer number.
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In addition, reconstruction loss under smooth nonconvex assumption is denoted as:

(T X0 - () + 24— 1
I

12)

Reconstruction Loss =

In the following Figure [2] we present a reconstruction loss to compare the HOME-3 with other
peer optimizers in the first and second layers of DNMF. Overall, in Figure 2] (a) and (b), HOME-3
has improved the convergence. Even in the late stage (after 60 iterations), due to the high-order
momentum, HOME-3 can still converge faster than peer optimizers.

4 4
7] /2]
g 2 g 21X
a | ‘] 3 0+
c 0 c 2 o
9o~ O ~ =
B D 2 N emmooo o 4 -
g 3 4 g 3 6
= \ B .8 b
c -6 c i
o H g -0
o 8 0 [ S
& g
-10 14
1 50 100 1 50 100
(a) Averaged Reconstruction Loss on Smooth (b) Averaged Reconstruction Loss on Smooth
Nonconvex Optimization (15t Layer) Nonconvex Optimization (2" Layer)
== . |
ADMM ADAM STORM HOME-3

Figure 2: Averaged reconstruction loss comparison of proposed HOME-3 and other three peer opti-
mizers with in one hundred iterations at first and second layers of DNMF

5.3 EXPERIMENT ON NONSMOOTH NONCONVEX PROBLEM: NOISY DEEP MATRIX
FACTORIZATION

Moreover, in this section, to continuously increase the complexity in objective functions, we aim
to investigate the performance of HOME-3 optimizer under the nonsmooth nonconvex case. To
implement a nonsmooth nonconvex optimization, we add additional random noise to the feature
matrix in DNMEF (Lu et al., 2014 [Lin et al.| [2022), such as:

Y; + Y, + random noise (13)

In equation [I3} a random noise is added to the feature matrix Y; in equation|11] The random noise
results in nonsmooth nonconvex objective functions (Lu et al.l 2014; |Lin et al.| 2022). Importantly,
to avoid the noise overwhelming the original data, we set the boundary of random noise in this
experiment as [—0.1 - Median, 0.1 - Median]. Median represents the median of the input matrix
or vector.

Figure [3|compares reconstruction loss of HOME-3 with other peer optimizers under the nonsmooth
nonconvex case. Even in the most complex case, HOME-3 can still enhance the convergence and
provide most accurate reconstruction. In Figures E] (a) and (b), it is noticeable that the convergence
curve of HOME-3 is steepest within 20 iterations. The results further demonstrate that the high-
order momentum can improve the convergence and maintain the impact until the late stage (please
refer to the convergence curve in Figure E] (a) and (b) after 80 iterations). Meanwhile, empirical
results suggest that the use of coordinate randomization can benefit gradient optimizers by increasing
reconstruction accuracy.

5.4 EXPERIMENT ON NONSMOOTH NONCONVEX PROBLEM: DEEP NEURAL NETWORK

Besides, Figure [ presents a comparison between HOME-3 and two other leading optimiz-
ers—ADAM (Kingma & Bal [2014)and STORM (Cutkosky & Orabonal |2019)—in optimizing a
three-layer DBN [Hinton| (2009). The DBN uses ReLU (Agarapl |2018)), and the reconstruction loss
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Figure 3: The averaged training loss comparison of proposed HOME-3 and other three peer op-
timizers within one hundred iterations of all subjects at first and second layers of noisy DNMF,
respectively.
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Figure 4: An illustration of reconstruction loss comparisons of HOME-3 and other peer optimizers
on optimizing 3-layer DBN.

follows the same definition as in equation[T2] Notably, HOME-3 achieves the highest reconstruction
accuracy among the methods compared.

Lastly, consistent with previous numerical experiments, HOME-3 is validated on supervised learning
problems (e.g., Logistic Regression (Schober & Vetter, 2021)) using publicly released breast cancer
data 2023)) with other peer optimizers. For a more detailed presentation of these results, please
refer to Figures ‘ in Appendix A of the Supplementary Materials.

5.5 STATISTICAL ANALYSES

In this section, we quantitatively analyze previous experimental results on a large number of sam-
ples. Due to all gradient-based optimizers in the empirical study being iterative algorithms, iterative
reconstruction loss (please refer to Figures [I] [2] and [3) within each adjacent iteration is not inde-
pendent. The non-independency limits to directly employ a #-fest and/or confidential intervals to
compare all iterative reconstruction accuracy 2013). Alternatively, Intra-class correlation co-
efficients (ICCs), a descriptive statistic technique that can be used for quantitative measurements
organized into groups (Bujang & Baharum) 2017).
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In Figures [3] (a), (b), and (c), we report the ICCs of HOME-3 and three other peer optimizers on
previous empirical experiments in Sections 5.1, 5.2, and 5.3. In particular, Figure |§| (a) describes
the ICCs on reconstruction loss of HOME-3, ADMM (Nishihara et al.| [2015)), Adam (Kingma &
Bal 2014), and STORM (Cutkosky & Orabona, 2019) on 100 subjects. ADMM is the most robust
on convex optimization, and HOME-3 is more robust than Adam and STORM (Kingma & Bal
2014} (Cutkosky & Orabonal |2019). In addition, Figure |§| (b) presents the robustness of HOME-3,
ADMM (Nishihara et al.| 2015), Adam (Kingma & Bal [2014)), and STORM (Cutkosky & Orabona,
2019) on smooth nonconvex optimization using 100 subjects. In particular, HOME-3 achieves the
most robust reconstruction accuracy since the ICCs in both the first and second layers are close to
0.93 and 0.95. Although ADMM obtains the largest ICCs, its reconstruction loss is inaccurate in
Figure[2] Notably, though coordinate randomization is introduced, HOME-3 is more consistent than
Adam and STORM on smooth nonconvex optimization. Lastly, in Figure 3] (c), the robustness of
HOME-3 is higher than Adam and STORM. There is no significant difference between the first and
second layers using HOME-3 to optimize nonsmooth nonconvex deep models.

1
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Figure 5: Consistency and robustness comparisons of the proposed HOME-3 and three peer algo-
rithms are presented. In Figure 3] panels (a) and (b) demonstrate the ICC values for all optimizers
across subjects on convex and smooth nonconvex optimization, respectively. Additionally, Figure
Blc) provides the ICC values that further indicate the consistency and robustness of the HOME-3
optimizers.

6 CONCLUSION

This work introduces an innovative high-order momentum technique that utilizes high-power gra-
dients to significantly enhance the performance of the gradient-based optimizer. Our contributions
are both theoretical and empirical. On the theoretical side, we demonstrate that high-order momen-
tum with high-power gradients improves the convergence bound of optimizers in both convex and
smooth nonconvex cases, achieving an upper bound of O(1/7°/6). Empirically, extensive exper-
iments showcase that HOME-3 consistently delivers superior reconstruction accuracy across con-
vex, smooth nonconvex, and nonsmooth nonconvex problems, underscoring its robustness. Looking
ahead, an exciting direction for future research is determining the optimal order of momentum for
complex objective functions, which will be pivotal in efficiently optimizing Large Language Models.

ACKNOWLEDGMENTS

We sincerely appreciate the effort of the ICLR 2025 reviewers in improving the quality of our work.

10



Under review as a conference paper at ICLR 2025

REFERENCES

Abien Fred Agarap. Deep learning using rectified linear units (relu).  arXiv preprint
arXiv:1803.08375, 2018.

Z. Allen-Zhu. The first direct acceleration of stochastic gradient methods. Journal of Machine
Learning Research, 18(1):8194-8244,2017.

Y. Arjevani and O. Shamir. Communication complexity of distributed convex learning and opti-
mization. In Advances in neural information processing systems, volume 28, 2015.

Aleksandr Beznosikov, Eduard Gorbunov, Hugo Berard, and Nicolas Loizou. Stochastic gradient
descent-ascent: Unified theory and new efficient methods. In International Conference on Artifi-
cial Intelligence and Statistics, pp. 172-235. PMLR, 2023.

Mohamad Adam Bujang and Nurakmal Baharum. A simplified guide to determination of sample
size requirements for estimating the value of intraclass correlation coefficient: a review. Archives
of Orofacial Science, 12(1), 2017.

Kartik Chandra, Audrey Xie, Jonathan Ragan-Kelley, and Erik Meijer. Gradient descent: The ulti-
mate optimizer. Advances in Neural Information Processing Systems, 35:8214-8225, 2022.

Frank H Clarke. Necessary conditions for nonsmooth variational problems. In Optimal Control
Theory and its Applications: Proceedings of the Fourteenth Biennial Seminar of the Canadian
Mathematical Congress University of Western Ontario, August 12-25, 1973, pp. 70-91. Springer,
1974.

Frank H Clarke. Generalized gradients and applications. Transactions of the American Mathemati-
cal Society, 205:247-262, 1975.

Frank H Clarke. Generalized gradients of lipschitz functionals. Advances in Mathematics, 40(1):
52-67, 1981.

Frank H Clarke. Optimization and nonsmooth analysis. SIAM, 1990.

Ashok Cutkosky and Francesco Orabona. Momentum-based variance reduction in non-convex sgd.
Advances in neural information processing systems, 32, 2019.

A. Defazio, F. Bach, and S. Lacoste-Julien. Saga: A fast incremental gradient method with support
for non-strongly convex composite objectives. In Advances in neural information processing
systems, volume 27, 2014.

Andy Field. Discovering statistics using IBM SPSS statistics. sage, 2013.

Linyan Gu, Lihua Yang, and Feng Zhou. Approximation properties of gaussian-binary restricted
boltzmann machines and gaussian-binary deep belief networks. Neural Networks, 153:49-63,
2022.

Saad Hikmat Haji and Adnan Mohsin Abdulazeez. Comparison of optimization techniques based
on gradient descent algorithm: A review. PalArch’s Journal of Archaeology of Egypt/Egyptology,
18(4):2715-2743, 2021.

Yuhan Hao, Tim Stuart, Madeline H Kowalski, Saket Choudhary, Paul Hoffman, Austin Hartman,
Avi Srivastava, Gesmira Molla, Shaista Madad, Carlos Fernandez-Granda, et al. Dictionary learn-
ing for integrative, multimodal and scalable single-cell analysis. Nature Biotechnology, pp. 1-12,
2023.

E. Hazan, A. Agarwal, and S. Kale. Logarithmic regret algorithms for online convex optimiza-
tion.machine learning. Machine Learning, 69(2):169-192, 2007.

Geoffrey E Hinton. Deep belief networks. Scholarpedia, 4(5):5947, 20009.
Feihu Huang, Junyi Li, and Heng Huang. Super-adam: faster and universal framework of adaptive

gradients. Advances in Neural Information Processing Systems, 34:9074-9085, 2021.

11



Under review as a conference paper at ICLR 2025

Brian Kenji Iwana and Seiichi Uchida. An empirical survey of data augmentation for time series
classification with neural networks. Plos one, 16(7):e0254841, 2021.

Lanxin Ji, Cassandra L. Hendrix, and Moriah E Thomason. Empirical evaluation of human fetal fmri
preprocessing steps. Network Neuroscience, 6(3):702-721, 2022.

R. Johnson and T. Zhang. Accelerating stochastic gradient descent using predictive variance reduc-
tion. In Advances in neural information processing systems, volume 26, 2013.

Michael Jordan, Guy Kornowski, Tianyi Lin, Ohad Shamir, and Manolis Zampetakis. Deterministic
nonsmooth nonconvex optimization. In The Thirty Sixth Annual Conference on Learning Theory,
pp- 4570-4597. PMLR, 2023.

D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. arXiv:1412.6980, 2014.

Kfir Y Levy, Ali Kavis, and Volkan Cevher. Storm+: Fully adaptive sgd with momentum for non-
convex optimization. arXiv preprint arXiv:2111.01040, 2021.

H. Lin, J. Mairal, and Z. Harchaoui. A universal catalyst for first-order optimization. In Advances
in neural information processing systems, volume 28, 2015.

Tianyi Lin, Zeyu Zheng, and Michael Jordan. Gradient-free methods for deterministic and stochastic
nonsmooth nonconvex optimization. Advances in Neural Information Processing Systems, 35:
26160-26175, 2022.

Yanli Liu, Yuan Gao, and Wotao Yin. An improved analysis of stochastic gradient descent with
momentum. Advances in Neural Information Processing Systems, 33:18261-18271, 2020.

Nicolas Loizou and Peter Richtarik. Momentum and stochastic momentum for stochastic gradi-
ent, newton, proximal point and subspace descent methods. Computational Optimization and
Applications, 77(3):653-710, 2020.

Canyi Lu, Jinhui Tang, Shuicheng Yan, and Zhouchen Lin. Generalized nonconvex nonsmooth
low-rank minimization. In Proceedings of the IEEE conference on computer vision and pattern
recognition, pp. 4130-4137, 2014.

Agnes Lydia and Sagayaraj Francis. Adagrad—an optimizer for stochastic gradient descent. Int. J.
Inf. Comput. Sci, 6(5):566-568, 2019.

Vien Mai and Mikael Johansson. Convergence of a stochastic gradient method with momentum
for non-smooth non-convex optimization. In International conference on machine learning, pp.
6630-6639. PMLR, 2020.

A. Nemirovski, A. Juditsky, G. Lan, and A. Shapiro. Robust stochastic approximation approach to
stochastic programming. SIAM Journal on optimization, 19(4):1574—1609, 2009.

R. Nishihara, L. Lessard, B. Recht, A. Packard, and M Jordan. A general analysis of the convergence
of admm. In International Conference on Machine Learning, pp. 343-352, 2015.

A. Rakhlin, O. Shamir, and K. Sridharan. Making gradient descent optimal for strongly convex
stochastic optimization. arXiv preprint arXiv:1109.5647, 2011.

Sashank J Reddi, Satyen Kale, and Sanjiv Kumar. On the convergence of adam and beyond. arXiv
preprint arXiv:1904.09237, 2019.

W. Rudin. Functional analysis. McGraw-Hill, University of Michigan, 2 edition, 1973.

Patrick Schober and Thomas R Vetter. Logistic regression in medical research. Anesthesia & Anal-
gesia, 132(2):365-366, 2021.

S. Shalev-Shwartz and T. Zhang. Stochastic dual coordinate ascent methods for regularized loss
minimization. Journal of Machine Learning Research, 14(2), 2013.

Maryna Shut. Breast cancer data. https://www.kaggle.com/datasets/marshuu/
breast—-cancer?resource=download, 2023. Accessed: 2023-01-01.

12


https://www.kaggle.com/datasets/marshuu/breast-cancer?resource=download
https://www.kaggle.com/datasets/marshuu/breast-cancer?resource=download

Under review as a conference paper at ICLR 2025

Ivana Tosi¢ and Pascal Frossard. Dictionary learning. IEEE Signal Processing Magazine, 28(2):
27-38,2011.

George Trigeorgis, Konstantinos Bousmalis, Stefanos Zafeiriou, and Bjorn W Schuller. A deep
matrix factorization method for learning attribute representations. /EEE transactions on pattern
analysis and machine intelligence, 39(3):417-429, 2016.

Alexander D. CohenAndrew S. Nencka R. Marc Lebel Yang Wang. Multiband multi-echo bold
fmri. https://openneuro.org/datasets/ds000216/versions/00001, 2018.
Accessed: 2018-07-17.

Lifu Wang and Bo Shen. On the parallelization upper bound for asynchronous stochastic gradients
descent in non-convex optimization. Journal of Optimization Theory and Applications, 196(3):
900-935, 2023.

Zhaoxin Wang and Bo Wen. Proximal stochastic recursive momentum algorithm for nonsmooth
nonconvex optimization problems. Optimization, pp. 1-15, 2022.

Zhiguo Wang, Jiawei Zhang, Tsung-Hui Chang, Jian Li, and Zhi-Quan Luo. Distributed stochastic
consensus optimization with momentum for nonconvex nonsmooth problems. IEEE Transactions
on Signal Processing, 69:4486-4501, 2021.

Qingsong Wen, Liang Sun, Fan Yang, Xiaomin Song, Jingkun Gao, Xue Wang, and Huan Xu. Time
series data augmentation for deep learning: A survey. arXiv preprint arXiv:2002.12478, 2020.

Wei Zhang and Yu Bao. Sadam: Stochastic adam, a stochastic operator for first-order gradient-based
optimizer. arXiv preprint arXiv:2205.10247, 2022.

Y. Zhang, M. J. Wainwright, and J. C. Duchi. Communication-efficient algorithms for statistical
optimization. In Advances in neural information processing systems, volume 25, 2012.

Jianxi Zhao and Lina Zhao. Low-rank and sparse matrices fitting algorithm for low-rank represen-
tation. Computers & Mathematics with Applications, 79(2):407-425, 2020.

13


https://openneuro.org/datasets/ds000216/versions/00001

Under review as a conference paper at ICLR 2025

A APPENDIX

Proofs:

Theorem 4.1 Let f satisfy Assumption 1, suppose T' as the maximum iteration, inferring from
T —

Definitions 3.5, and 6, then === _ 61 /ps/6) polgs,

Proof: According to Theorem 10.5 in Kingma’s work Kingma & Bal (2014)) and Theorem 4 in
Reddi’s work [Reddi et al.| (2019)) , suppose the current iteration is ¢, we have the iterative format of
HOME-3 as:

M, — S
O e e O # (Al)
vV Vi
Then, we subtract scalar 27 and square the both side of equation[AT]
M, — S M, — S
(41 — 27)% = (21 — 27)? — 200 - (tiAt) (zp —xp) + 2 (¥)2 (A2)

Vv Vv

Inferring from equation due to initial value Sy equal to O, S, can be considered a linear combi-
nation of cubed gradient g;:

Si=ki-gl+ka- g8+ +ki g} (A3)
In equation {ki}t_, is coefficient only relating to (3.
Next, inferring from Definition S’t is bounded. We have:

54| < maz([{k:yeoi ) - maz(|[{ge L ) (A4)

Similarly, inferring from equation we can prove that the first and second momentum, M, and V;,
are also bounded. Hereby, according to equation we categorize the convergence bound under
convexity into two folds:

1). When g, is sufficiently large, for example ||g;|| > 1, we have ||g}|| >> [/g¢[|. Thus, when g; is
sufficiently large to conveniently analyze the convergence bound, we can ignore the influence from
M. In that case, inferring from equation we have:

! S?
(€1 — 27)? = (2 — 27) + QstStfl + (1= B3)gi)(we —ar) +o® % (B>
t t
We can infer from equation
3 — - v Vi )2 _ 2, Ps ar ﬁ
Gl =) = g = gy e ) e el T S T
(A6)
The equation[A6|can be converted to the following:
g¢(wr — ;) = 7{4[(% —ar)® = (T4 — 27) )+
' 20(1 — fB3)
A1 . (A7)
B VAyas o o
I=Bsva pi T -6
Using Young’s inequality (ab < 3(a? + b?)), we can infer:
3 VVi 2 2
g (wr — 1) < o————=[(2r — 27)” = (w41 —27)7]+
Zall = o) "
B3 B3 St2—1 « 52

(2 — 27)?\/ Vie1 +

2a(1 — f3s) 1—53\/f/7+1—53' v,
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Inferring from Lemma 10.4 and Theorem 10.5 in Kingma’s work and Theorem 4 in Reddi’s
work [Reddi et al.| (2019), using a sequence {1,2,---,T} to replace ¢ in equation to generate
t + 1 equations, and calculate the summation of these equations, we have:

1 -
Sg) (@ —ar) < Zi1m($1 - $T)2\/ Vit

1 Vii Vio1i .
ST SR~ ) e B e Ve (A9

+K352, ||91:t,iH2
K3 < o0

Inferring from Theorem 10.5 in Kigma’s work Kingma & Bal (2014)) and Theorem 4 in Reddi’s
work [Reddi et al.| (2019)), we have:

gt (e — mr) < Kifzzpzl V TVr,; + &21:1221L tVi+
2a(1 — 63) ’ 2a (1 — 63,t>

D 9 (A10)

K3¥i2, ||91:t,i||

Kl,KQ,Kg < 0

Furthermore, we use a sequence {1,2,---,T — 1} to replace ¢ in equation and calculate the
sum of these equations. According to Assumption[2.1] we can infer:

S (f () = far) S S5 g (me — eg) (A1D)

According to Assumption [2.3|and Intermediate Value Theorem, we have:
S0 (2 — @) = Bl g7 - (10— or) = (A12)

Inferring from equation and equation[A12] we conclude:

RSy o ISV . YR SN P I
gl = 20{(1 o 53) =1 T,i 20 i=14t=1 (1 . 53_’15) t 3241 ||91:t,5
Ky, Ky, K3 <00
(A13)
Inferring from equation[AT3] considering T is sufficiently large, we have:
lgll = O(T"/%) (Al14)

Let |S{21' (f(2¢) — f(2r))|| be RES. Inferring from equation|A14|and Assumption we have:

T—1
RES < HEt:l gt - (¢ — -TT)H _ [ngll _ 0(1/T5/6) (A15)
T T
Finally, we conclude:
IRES|| 1
=1 —0(— Al6

It demonstrates the HOME-3 can reach to the convergence bound O(ﬁ) when ||g: — g|| < €,Ve >

5

6
0 and ||g¢|| is sufficiently large. The following proof demonstrates that the convergence bound could
be reduced when the gradient norm || g; || becomes smaller at the late stage.

2). On the other hand, we investigate the convergence bound when ||g;|| < 1 for any ¢.
We can infer from Assumption [2.1]and equation Then we have:
RES _ K}
T — 2a(1-33)

22 ATV -+K—2QZD LY
i=1 T,i 20 i=1t=1 (17637,5) t

(A17)
K32 [lgreal®

K17K27K3 < 00
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Similarly, suppose 7' is sufficiently large, we can conclude:

|RES| ., 1
— 70(T%) (A18)

We have proved Theorem@ Theorem@]demonstrate that HOME-3 can provide the convergence
upper bound between O( and O ) To summarize, the beginning gradient is usually large,
HOME-3 provides a better convergence bound approximately to O(i) In the late stage, with the

norm of gradient gradually reduced, the convergence bound of HOME 3 decreases to O( - e ). The

performance of HOME-3 is comparable to Adam |Kingma & Ba (2014) in the late stage, such as the
gradient getting stuck in a stationary point.

Theorem 4.2 Let f satisfy Assumption 2, suppose T as the maximum iteration, inferring from
Definitions 3, 5, and 6, then M = O(1/T°/°) holds.

Proof:
1) At the early stage, the norm of gradient g, is sufficiently large, and the higher-order momentum
using g7 dominates the update.

According to Assumption [2.2] we have:
L
f(l’tJrl) - f(-’ll‘t) < gt($t+1 — xt) + §($t+1 — th)(l’prl — LEt)T (A19)
Since (2411 — 2¢) and (z441 — 24)7 are bounded, we let
(a1 — ) (@eg1 — 20)" || < Kt [[(weg1 — 24)| (A20)

Next, we use a sequence {1,2,--- ,7 — 1} to replace ¢ in equation and calculate the sum of
these equations. We can infer:

L
Ilf(z1) = flzr)]| < HEtT_llgt (@ — ) + 3 (xp — 1) ’ (A21)

According to Definition L < oo, thus, ||f(z1)— f(zr)| only relates to term
1275 e - (o1 — 3]

Since ||g} || >> [|g¢]|.
1250 g0 (g — =[] < |62 || - 1275 (@i — =0)| (A22)

According to equation [A20] equation |[A21] and equation in Theorem under Assumption
2.2} similarly, we can conclude:

Hf(xl)_f(JST)H Ky
7 = HEt 1o (v =z || + 55 (A23)
Since we preViouSIY proved [|g:| = O(T%), suppose T is sufficiently large, we can infer

6
%15 e - (m — w41) || is equal to O %)

Thus, HOME-3 can reach the convergence bound O(
large.

T%) when the norm of gradient is sufficiently
6

On the other hand, considering the norm of gradient is not large. In that case, the lower-order
momentum using g; can dominate the process.

Similar to equation and equation[A23] we can infer:

Hf(331) — flar H
T

Ky

<= (e =z + = (A24)
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Since £ - |27 g¢ - (2 — 2e41)|| = O(Ti%), we proved that HOME-3 can obtain convergence

bound O(T%) when the norm of gradient is not large.
2

In conclusion, HOME-3 can provide a comparable convergence bound under the smooth noncon-
vex Assumption (please refer to Assumption [2.2). The only potential issue is the smoothness of
the objective function. If L >> T in equation [A21] the convergence bound could be seriously
influenced.

Lemma 4.3 (Norm of Coordinate Randomization Operator is Equal to 1) Suppose the permutation
randomization as an operator R : RP — R ||R| = 1 holds, if D < oo.

Proof:
Considering R applying on finite-dimensional space:

T il
T2 )
R- . = . (A25)
D {,i‘D
Inferring from equation[AT3] we have:
ilz'xivi?:l‘ja"'aj:D:x/mivjake[l)D] (A26)
Inferring from equation we have:
I{z1, 22, ;x| = [{21, 22, , 2D} (A27)

According to the concept of operator norm (Rudin, |1973)), we can derive the following:

R'H{xhx%"'»xD}H _ ||{j11‘%27""iD}||:
H{l‘1,$2,"' 71"D}|| ||{$1,5E2,"' 71‘D}||

[[R[| = sup 1 (A28)

Theorem 4.4 (Coordinate Randomization Maintains The Convergence Bound of Incorporated Op-
timizer) Inferring from Lemma [4.3] the convergence bound of a gradient-based optimizer incor-
porating coordinate randomization R - G should be equal to the convergence bound of an original
gradient-based optimizer G without coordinate randomization.

Proof-
Inferring from the concept of contraction operator, we have:

NG - (f(X) = DI < cllG - (f(X) = fF))]

0<ex1 (429)
We can rewrite the left side of equation[AT6]as:
NG - (f(Te1) = F(I)] (A30)
Then, we have:
NG - (f(Tegr) = fFUDI < e [(f (Teqr) = (L)) (A31)
Considering the incorporation of optimizer and randomization asR - G - f(z), we have
IR -G - (f(Lew1) = FUDI <RI IG - (f (Te41) = (L)) (A32)

Inferring from Lemma[.3] it is obvious that we have:

URI-AT-G - (f(Ter) = FUDI = 11G - (FTegr) = I < e [[f (Lea) — FUT)]] - (A33)

equation [A33]implies permutation randomization R can maintain the convergence rate of original
gradient-based optimizer G.
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Additional Experiments:

In additional experiments, we compare the time consumption of HOME-3 with other peer optimiz-
ers.

Table 2: Time Consumption Comparison in Seconds of HOME-3 and Other Peer Three Optimizers

Time Consumption at 1st Layer Time Consumption at 2nd Layer

ADMM 431.58 + 83.56 ADMM 247.42 £ 68.54
ADAM 961.65 + 199.67 ADAM 585.37 £ 55.17
STORM 4711.35 4 342.25 STORM 4616.66 £ 556.27

HOME-3 1262.66 £ 195.16 HOME-3 1108.62 £ 188.05

Moreover, to ensure a fair comparison among different methods for optimizing supervised learn-
ing problems, we set all parameters to reported default values |Kingma & Bal (2014)); |Cutkosky &
Orabonal(2019). Each method was then employed to solve a logistic regression problem (Schober &
Vetter, |2021) using publicly released breast cancer data Shut (2023) for classification. The results,
observed within iterations 1 to 200, are illustrated in Figure 6]
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Figure 6: An illustration of reconstruction loss comparisons of HOME-3 and other peer optimizers
on solving logistic regression problem.
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