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Abstract001

We introduce FinMR, a novel multimodal002
benchmark designed to evaluate the reasoning003
capabilities of multimodal LLMs in financial004
problem-solving. FinMR features 3,200005
college-level question-answer pairs, 1,049006
focused on financial math and 2,151 on007
financial expertise, integrating textual and008
visual content, such as stock price trends. To009
enhance financial reasoning, we employ Error010
Feedback Learning (EFL), which incorporates011
negative examples and feedback for iterative012
improvement. Through evaluations of013
open-source and closed-source models, we014
demonstrate that MLLMs outperform LLMs015
and that EFL is more effective than CoT016
prompting. Our error analysis highlights key017
challenges in image recognition, question018
understanding, and formula application,019
providing insights for future research. FinMR020
establishes a robust foundation for advancing021
financial reasoning capabilities and developing022
more effective multimodal reasoning tech-023
niques. Our code and data can be found at024
� https://anonymous/FinMR/Code&Data.025
The leaderboard can be found at 3026
https://anonymous/FinMR/Leaderboard.027

·028

1 Introduction029

Financial analysis involves leveraging expert030

knowledge to derive insights from diverse finan-031

cial data and reach logical decisions. Effective032

financial analysis can yield substantial monetary033

gains or prevent billion-dollar losses (Jerven, 2013;034

MacKenzie, 2008; Chen et al., 2021). However,035

analyzing financial data is inherently complex, re-036

quiring integration of structured data (e.g., tables),037

semi-structured data (e.g., filings), and unstruc-038

tured data (e.g., reports). It demands advanced039

mathematical rigor, including multi-step calcula-040

tions, statistical analysis, and domain-specific for-041

mulas, along with a deep understanding of con- 042

cepts such as portfolio optimization and risk mod- 043

eling. 044

Recent advancements in Large Language Mod- 045

els (LLMs), such as GPT-o1 and DeepSeek-R1, 046

have eased reasoning over financial text (OpenAI, 047

2024a; DeepSeek-AI et al., 2025). However, many 048

financial tasks also involve visual data like stock 049

trends, tables, and charts, requiring multimodal in- 050

tegration. Multimodal LLMs (MLLMs), capable 051

of processing both text and visuals, have shown 052

promising results on benchmarks like MMMU 053

(Yue et al., 2024) and MathVista (Lu et al., 2024) 054

in some technical reports (OpenAI, 2024a; Gem- 055

iniTeam et al., 2025; MetaAI, 2025; Anthropic, 056

2025; Li et al., 2024a). However, existing multi- 057

modal benchmarks (see Table 1) mainly assess gen- 058

eral reasoning in open domains. The only financial- 059

specific benchmark, FAMMA (Xue et al., 2024), 060

covers just 1,758 examples across 8 topics, lacking 061

coverage of key areas like risk management and 062

valuation. Thus, the financial reasoning capabili- 063

ties of MLLMs remain largely unexplored. This 064

paper seeks to address the critical question: What 065

are the multimodal reasoning capabilities and 066

limitations of MLLMs in the financial domain? 067

To answer this, we first introduce FinMR, a bench- 068

mark specifically designed for evaluating MLLMs 069

on financial reasoning. FinMR spans 15 financial 070

topics with 3,200 college-level QA pairs combin- 071

ing text and visual content. The dataset includes 072

diverse visuals such as table images, stock trends, 073

and statistical distributions (see Figure 1(a)). It 074

contains 1,049 financial math questions requiring 075

advanced mathematical skills and 2,151 financial 076

expertise questions needing deep domain knowl- 077

edge. Each example includes manually annotated 078

explanations to support reasoning evaluation and 079

error analysis. The dataset is split into a 80% de- 080

velopment set (2,560 examples) and a 20% test set 081
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Figure 1: FinMR features a wide variety of visual data types, as summarized in panel (a), with representative
examples provided in Appendix A. Evaluation of financial reasoning abilities of MLLMs covers mathematical and
expertise-based tasks (see panel (b)), and performance varies across 15 financial domain topics (see panel (c), the
abbreviation list of topics provided in Table 2). Panel (d) highlights the major categories of errors, including image
recognition failures, incorrect formula applications, and misunderstandings of questions.

(640 examples).082

Second, we comprehensively evaluate state-of-the-083

art LLMs and MLLMs on FinMR, identifying per-084

formance gaps across models like GPT-o1 (Ope-085

nAI, 2024b), DeepSeek-R1 (DeepSeek-AI et al.,086

2025), Gemini-2.5-Pro (GeminiTeam et al., 2025),087

and Claude-3.7-Sonnet (Anthropic, 2025). We ap-088

ply two methods: Chain-of-Thought (CoT) prompt-089

ing (Wei et al., 2022b; Li et al., 2024b) and our090

proposed Error Feedback Learning (EFL). Inspired091

by prior studies (Wang et al., 2024b), we construct092

an error database using development data, pairing093

negative examples with AI-driven feedback. EFL094

retrieves similar mistakes and feedback to guide095

model reasoning, improving performance without096

additional training.097

The main contributions are summarized as follows:098

• FinMR: the first comprehensive multimodal099

benchmark covering 15 financial topics, com-100

prising 3,200 QA pairs with manually annotated101

explanations, each integrating text and diverse102

image types, enabling evaluation of MLLMs’103

financial reasoning and intermediate reasoning104

errors.105

• EFL: an error feedback learning strategy stimu-106

lating models’ learning ability on FinMR by uti-107

lizing detailed explanations for error correction.108

The constructed error database enables retrieval-109

based self-correction, evidencing the effective-110

ness of error feedback and the value of expert111

annotations.112

• Comprehensive experiments: evaluations113

across LLMs and MLLMs demonstrate that114

MLLMs consistently outperform LLMs on 115

FinMR. Gemini-2.5-Pro emerges as the top- 116

performing MLLM on FinMR, while Claude- 117

3.7-sonnet gain notable improvement in mathe- 118

matical reasoning when direct image inputs are 119

utilized. 120

2 Related Works 121

2.1 LLMs and MLLMs for Financial 122

Reasoning 123

Reasoning-specific LLMs, such as GPT-o1 (Ope- 124

nAI, 2024b), have shown considerable competence 125

in text-only reasoning tasks across various bench- 126

marks. Other notable works, including Deepseek- 127

R1 (DeepSeek-AI et al., 2025), have further ad- 128

vanced the reasoning capabilities of LLMs. Build- 129

ing on these advancements, researchers have ex- 130

tended textual LLMs to incorporate diverse modal- 131

ities, such as images. Notable examples of this ef- 132

fort include GPT-4o (OpenAI, 2024a), Genimi-2.5- 133

Pro (GeminiTeam et al., 2025), Qwen2.5-VL (Bai 134

et al., 2025), InternLMXComposer-VL (Zhang 135

et al., 2024a) and SPHINX (Lin et al., 2023). These 136

models have demonstrated remarkable visual per- 137

formance on multimodal reasoning benchmarks, 138

including MMMU (Yue et al., 2024), MathVista 139

(Lu et al., 2024), and Math-V (Wang et al., 2024a). 140

Interestingly, several MLLMs have achieved per- 141

formance levels that surpass GPT-4o on these 142

benchmarks. We evaluate various state-of-the-art 143

MLLMs’ reasoning performance on the FinMR 144

benchmark and analyze their limitations. 145
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Table 1: Existing Reasoning Benchmarks versus FinMR

Benchmark Domain Modality Level Source Number Include Math? Financial Expertise? Solution Format
MathVista (Lu et al., 2024) Open Text & Image Elem. to College Internet+Expert 6141 Yes Few Text
MMMU (Yue et al., 2024) Open Text & Image College Internet, Text-books, Lecture 11500 Yes Few Text
MATH-V (Wang et al., 2024a) Math Text & Image Elem., High School Internet 2252 Yes Few Text
FinQA (Chen et al., 2021) Finance Text Only College Expert 8281 Yes Yes Math Program
TAT-QA (Zhu et al., 2021) Finance Text Only College Expert 16552 Yes Yes Text
MultiHierrt (Zhao et al., 2022) Finance Text Only College Expert 10440 Yes Yes Text
DocMath-Eval (Zhao et al., 2024b) Finance Text Only College Internet+Expert 5974 Yes Yes Python Program
FinanceMath (Zhao et al., 2024a) Financial Math Text Only College Internet+Expert 1200 Yes Yes Python Program
FAMMA (Xue et al., 2024) Finance Text & Image College Textbook 1758 few Yes Text
* FinMR (Ours) Finance Text & Image College, Profession Internet+Expert 3700 Yes Yes Text

2.2 Methods for Stimulating Inherent146

Reasoning Capability147

Chain of Thought (CoT). CoT(Wei et al., 2022b)148

enables models to articulate intermediate reason-149

ing steps explicitly, which enhances their ability150

to process complex queries and arrive at accurate151

conclusions. This method has been integrated into152

QA systems, including financial reasoning tasks,153

to generate detailed reasoning steps before produc-154

ing an answer (Chen et al., 2021; Zhu et al., 2021;155

Zhao et al., 2022, 2024a,b). Recent advancements156

have extended CoT from textual reasoning to mul-157

timodal domains, enabling models to process and158

reason across diverse modalities. Notable contri-159

butions in this area include the works of Wang160

et al. (2024a), Yue et al. (2024), Lu et al. (2024)161

and Zhang et al. (2024c), which leverage CoT to162

enhance multimodal understanding and decision-163

making. These approaches enable models to pro-164

cess visual, textual, and other data types, allowing165

for more complex reasoning processes. We will166

also employ CoT prompting to evaluate MLLMs’167

financial reasoning capabilities on FinMR.168

Error Feedback. Well-pre-trained LLMs and169

MLLMs possess an inherent learning capacity,170

which reduces their hallucination issues by lever-171

aging external materials (Yu et al., 2024; Tan et al.,172

2024; Zhao et al., 2023a; Liu et al., 2024) and sim-173

ulating the given examples (Tsimpoukelli et al.,174

2021; Chen et al., 2023; Wei et al., 2022a). Par-175

ticularly, Chia et al. (2023), Sun et al. (2024a),176

and Zhang et al. (2024b) proposed some fixed177

mistake examples as demonstration for LLM to178

improve reasoning capability. This capacity has179

been further enhanced through the application of in-180

context learning, which has been extended to mul-181

timodal tasks, including complex reasoning (Liu182

et al., 2024; Zhao et al., 2023b; Zhang et al., 2024c).183

One promising approach within this paradigm is184

learning from error feedback, which involves using185

prior mistakes to improve reasoning performance.186

Several studies highlight the value of AI feedback187

in enhancing model performance on multimodal 188

mathematical reasoning tasks (Yan et al., 2024; 189

Wang et al., 2024b; Lu et al., 2023; Sun et al., 190

2024b). Building on this foundation, our work 191

employ a EFL strategy to retrieve similar error 192

feedback from an error database. As fixed mis- 193

take examples can not solve diverse errors, this 194

approach allows models to iteratively refine their 195

reasoning capabilities by analyzing different errors 196

and leveraging corrective feedback. 197

3 The FinMR Benchmark 198

3.1 Overview of FinMR 199

We introduce the Financial Multimodal Reason- 200

ing (FinMR) benchmark, a curated resource de- 201

signed to evaluate the financial reasoning capa- 202

bilities of large models across diverse topics and 203

multimodal contexts. FinMR encompasses 15 top- 204

ics in finance, ranging from Investment to Liquidity 205

and Treasury Risk, as detailed in Table 2. The 206

benchmark includes 3,200 high-quality QA pairs 207

with explanations, split into 2,151 expertise-based 208

QA pairs and 1,049 math QA pairs, as shown in 209

Table 3. All questions in our benchmark are man- 210

ually collected from financial exam papers at top 211

universities and are available on the website1, en- 212

suring the dataset represents expert-level financial 213

reasoning tasks. This benchmark evaluates three 214

critical skills in MLLMs: (1) visual information un- 215

derstanding, (2) intensive domain-specific knowl- 216

edge involvement in finance, and (3) reasoning. 217

Unlike traditional benchmarks, FinMR presents 218

significant challenges by requiring models to pro- 219

cess and integrate diverse, heterogeneous image 220

types, including financial tables, stock price trends, 221

and statistical charts, alongside textual informa- 222

tion. This benchmark extends beyond basic visual 223

recognition to demand a sophisticated multimodal 224

approach that combines advanced analytical capa- 225

bilities with mathematical and financial expertise. 226

1https://www.studocu.com/en-nz
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Table 2: Financial Topic Distribution of FinMR.

Topics & Abbreviation Number Ratio

Investment (Inv) 371 11.6%
Quantitative Methods (QM) 342 10.7%
Valuation and Risk Models (VRM) 318 9.9%
Financial Markets and Products (FMP) 297 9.3%
Financial Reporting and Analysis (FRA) 264 8.3%
Portfolio Management (PM) 258 8.1%
Fixed Income (FI) 251 7.8%
Credit Risk (CR) 170 5.3%
Foundation of Risk Management (FRM) 169 5.3%
Economics (Eco) 156 4.9%
Operational Risk (OR) 131 4.1%
Derivatives (Der) 126 3.9%
Market Risk (MR) 121 3.8%
Corporate Finance (CF) 119 3.7%
Liquidity and Treasury Risk (LTT) 107 3.3%

Table 3: FinMR Benchmark Statistics.

Statistics Number Ratio
Total Questions 3200 100%
* Test 640 20%
* Develop 2560 80%
Total Images 3764 100%
* QA with Single Image/# of Images 2643/2643 70%
* QA with Multiple Images/# of Images 557/1118 30%
Reasoning Type
* Expertise Reasoning QA 2151 -
* Math Reasoning QA 1049 -
Average Length
* Context 327.74 -
* Question 33.97 -
* Explanation 63.24 -

3.2 Data Curation Process227

Data Collection and Compliance. The data col-228

lection process for FinMR consisted of two stages.229

First, we compiled financial exam papers from230

college-level courses and professional certifica-231

tion programs, focusing on business schools offi-232

cially collaborating with Chartered Financial Ana-233

lyst (CFA) and Financial Risk Management (FRM)234

programs. As these institutions’ curricula are of-235

ten integrated into university courses, their final236

exams serve as valuable sources for expert-level237

reasoning tasks. We extracted QA pairs from past238

final exams, and for PDF-formatted papers, used239

the Mathpix API (Wang et al., 2024a) to retrieve240

text, formulas, and images. To maintain consis-241

tent formatting, only images from questions were242

included, excluding those from options and expla-243

nations. In the second stage, two Finance PhD244

students—both CFA and FRM holders—manually245

verified the explanations and filtered out QA pairs246

lacking correct answers or high-quality reasoning.247

This rigorous verification ensured that the dataset248

comprised QA pairs with expert-validated explana- 249

tions. 250

Data Quality Assurance. We employed a three- 251

stage data curation process involving six annota- 252

tors (four master’s students and two PhD students 253

from Computer Science and Finance). First, ques- 254

tion texts and images were separately extracted 255

and manually checked for alignment due to oc- 256

casional inaccuracies from Mathpix, such as mis- 257

aligned or out-of-order visuals. Images with sub- 258

optimal clarity were enhanced using Image Gener- 259

ator Pro. QA pairs missing explanations or written 260

in non-English were removed, resulting in 4,470 261

refined QA pairs, comprising 30% math-focused 262

and 70% financial expertise tasks. Second, two 263

PhD students reviewed the validity, completeness, 264

and clarity of explanations. Incomplete or overly 265

concise explanations were expanded with detailed 266

reasoning, and grammatical and stylistic issues 267

were corrected, yielding a final dataset of 3,200 268

high-quality QA pairs. Six examples are provided 269

in Appendix A. Finally, each question was labeled 270

with metadata including ID, source topic, and ques- 271

tion type. To facilitate evaluation, the dataset was 272

split by topic: 80% allocated to the development 273

set (2,560 samples) and 20% to the test set (640 274

samples) (Zhao et al., 2024a). Throughout the pro- 275

cess, we strictly adhered to copyright and licensing 276

regulations, excluding any data from sources that 277

explicitly prohibit copying or commercial use. 278

3.3 Comparisons with Existing Benchmarks 279

We compare FinMR with nine reasoning bench- 280

marks: MathVista (Lu et al., 2024), MMMU 281

(Yue et al., 2024), MATH-V (Wang et al., 2024a), 282

FinQA (Chen et al., 2021), TAT-QA (Zhu et al., 283

2021), MultiHiertt (Zhao et al., 2022), DocMath- 284

Eval (Zhao et al., 2024b), FinanceMath (Zhao et al., 285

2024a), and FAMMA (Xue et al., 2024). Table 1 286

provides detailed comparisons. 287

Comparison with Multimodal Benchmarks. 288

MathVista (Lu et al., 2024) includes 6,141 exam- 289

ples across seven reasoning types but mainly tar- 290

gets elementary to high school levels. MMMU 291

(Yue et al., 2024) expands to 11,500 college-level 292

examples across 30 subjects, emphasizing multidis- 293

ciplinary multimodal reasoning. MATH-V (Wang 294

et al., 2024a) offers 2,252 expert-level questions 295

from competition datasets, covering 16 subjects. 296

Unlike these benchmarks, FinMR focuses specif- 297

ically on financial reasoning, combining domain 298
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expertise with mathematical reasoning. It also pro-299

vides detailed, manually verified explanations aver-300

aging 61.43 words. As shown in Table 3, FinMR301

questions are longer (33.97 words average, 327.74302

words of context) than MathVista (15.6), MMMU303

(59.33), and MATH-V (42.3), enabling more ad-304

vanced and realistic financial reasoning tasks.305

Comparison with Financial QA Benchmarks.306

Existing financial QA datasets mainly target LLMs307

and cover limited subdomains, often without mul-308

timodal inputs. FAMMA (Xue et al., 2024) is an309

exception but includes only 1,758 QA pairs and310

omits key areas like risk management. In contrast,311

FinMR spans 15 topics from CFA and FRM exams,312

offering broader financial coverage for evaluating313

MLLMs.314

Benchmarks such as FinQA (Chen et al., 2021),315

TAT-QA (Zhu et al., 2021), and MultiHiertt (Zhao316

et al., 2022) focus on numerical reasoning over real-317

world financial tables but emphasize simpler cal-318

culations. In contrast, FinMR includes advanced319

mathematical reasoning tasks involving calculus320

and statistics, and covers seven image types includ-321

ing complex financial tables (see Figure 1(a)). In322

terms of reasoning format, datasets like DocMath-323

Eval (Zhao et al., 2024b) and FinanceMath (Zhao324

et al., 2024a) use Python-based solutions, which,325

while precise, often lack interpretability. FinMR326

addresses this by providing manually annotated tex-327

tual explanations for all 3,200 QA pairs, offering328

clearer insights into models’ reasoning processes.329

4 Evaluation Framework330

This section outlines our evaluation framework331

for assessing the financial reasoning capabilities332

of large models using FinMR. Specifically, we333

discuss the error feedback database construction,334

the evaluation process for large models, and the335

prompting methods used in our experiments.336

4.1 Error Database Construction337

A key component of our framework is the con-338

struction of an error feedback database, integral to339

the Error Feedback Learning (EFL) method. This340

database enables systematic error analysis and it-341

erative refinement of reasoning capabilities. As342

shown in Figure 2, the construction involves three343

stages: data input, feedback generation, and stor-344

age.345

In the data input stage, we feed context, questions,346

images, and options from the FinMR development347

Figure 2: Panel (a) provides an typical example of
FinMR. Panel (b) exhibits three stages of error database
construction. In the second stage, Large models lever-
age the annotated explanations to generate correct rea-
soning steps and hits.

dataset into evaluated models. For LLMs that can- 348

not process images directly, we use GPT-4o to con- 349

vert images into textual descriptions; MLLMs di- 350

rectly process the visual data alongside text, follow- 351

ing methods like Wang et al. (2024a). In feedback 352

generation, models produce step-by-step reasoning 353

and answers, which are compared against ground 354

truth. For incorrect answers, a feedback prompt (1. 355

Refine correct reasoning, 2. Compare correct and 356

incorrect reasoning, 3. Summarize hints for future 357

questions) guides the model in refining its reason- 358

ing, supported by manually annotated explanations. 359

The feedback captures reasoning flaws and offers 360

actionable improvements. In the storage stage, we 361

save input examples, refined feedback, and meta- 362

data (e.g., question ID, model information) in an 363

external database. 364

4.2 Evaluation Process 365

The evaluation process consists of four stages: test 366

data input, reasoning, output, and evaluation, as 367

displayed in Figure 3. The test data input stage fol- 368

lows the same methodology as the data input stage 369

described in the construction of the error feedback 370

database, including how we accommodate both 371

LLMs and MLLMs (see Section 4.1), with the key 372

distinction that the evaluation is performed using 373

the test dataset. 374

The reasoning stage employs two distinct methods: 375

CoT and EFL. CoT prompting involves guiding 376

models to generate step-by-step reasoning through 377

a simple instruction, such as “Let’s think step by 378

step” followed by the user input. In EFL, the 379

model retrieves the most similar negative example 380

and its error feedback from the previously con- 381

structed error database. The EFL prompt, pre- 382

sented in Figure 4, incorporates this feedback into 383
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the reasoning process. The goal is to allow the384

model to learn from prior mistakes and refine their385

reasoning steps. This iterative retrieval mechanism386

is a novel contribution. For both reasoning meth-387

ods, we clarify the format of the reasoning outputs388

using markdown, following practices outlined in389

Zhao et al. (2024b) and Wang et al. (2024a).390

In the output stage, we employ the answer extrac-391

tion pipeline inspired by (Chen et al., 2024; Zhao392

et al., 2024a). If the final answer is encapsulated393

in double square brackets (e.g., [A]), it is directly394

identified as the model’s response. If no such for-395

mat is detected, the output is categorized as “An-396

swer not Found”, which is regarded as an incorrect397

response. In the evaluation stage, the extracted an-398

swers are compared against the ground truth. The399

accuracy ratio is computed as the proportion of400

correct responses to the total number of questions.401

This is the primary metric for our evaluation.402

Figure 3: Four stages of the evaluation process. For
LLMs with no visual ability, we leverage GPT-4o to
generate image captions to support reasoning tasks. The
process employs two methods, CoT and EFL. The latter
retrieves the most similar (i.e., top-1 semantic similar-
ity) negative examples and error feedback for learning.

[System Input]:
You are a financial expert and are supposed to
answer the given questions with options, context
information, and images. Also, You will be given
previous learning documents, including questions
and options, possibly with context information and
images. Please answer the current question. The
output reasoning steps are in Markdown format.
Finally, you must put the correct option (A, B, C, or
D) in [ ]. e.g. Therefore, the correct option is [B].

[User Input]:
Retrieved Example: {example}; Context: {context};
Images in Context: {images}; Question: {question};
Images in Question: {images}; Options: {options}

Let’s think step by step to answer the given question.

Figure 4: EFL Prompt Template

5 Results and Analysis 403

5.1 LLM, MLLM, and Experiment Setup 404

We evaluate following reasoning-focused LLMs 405

on FinMR: 406

• Closed-source: GPT-o1 (OpenAI, 2024b), Grok- 407

3 (Xai, 2025). 408

• Open-source: Deepseek-R1 (DeepSeek-AI et al., 409

2025). 410

We also evaluate the following closed-source and 411

open-source MLLMs on FinMR: 412

• Closed-source: GPT-4o (OpenAI, 2024a), 413

Gemini-2.5-Pro (GeminiTeam et al., 2025), 414

Claude-3.7-Sonnet extended thinking (Anthropic, 415

2025), Grok-2 (Xai, 2024); 416

• Open-source: Deepseek-VL-2 (Wu et al., 2024), 417

Llama-4-Maverick (MetaAI, 2025), InternVL3- 418

78B (Zhu et al., 2025), Qwen-2.5-VL-72B (Bai 419

et al., 2025), LLaVa-NEXT-72B (Li et al., 420

2024a). 421

All experiments on open-source models were con- 422

ducted using 1 A100 GPU, while experiments 423

on closed-source models were performed using 424

3 4090 GPUs. Additionally, we used LangSmith to 425

trace all the experiments and set the temperature of 426

large models to 0.7. For the human evaluation, we 427

invited one CFA candidate and one FRM candidate. 428

To simulate the behavior of large models following 429

the EFL strategy, they were permitted to consult 430

their personal error logs accumulated during their 431

exam preparation. The handwritten copies of two 432

human tests are provided in Appendix B. 433

5.2 Evaluation Results 434

We now present and analyze our experiment results 435

in detail. Detailed results for mathematical reason- 436

ing and expertise reasoning are presented in Table 437

4 and Figure 1(b), while performance across differ- 438

ent financial topics are shown in Table 4 and Figure 439

1 (c). Most notably, all models employing the two 440

methods exhibit substantially lower performance 441

than human experts. Additionally, we summarize 442

and analyze other key findings as follows: 443

Disparity between Open-source and Closed- 444

source Models: The results on FinMR (Table 4, 445

marked in blue) reveal that closed-source MLLMs 446

generally outperform open-source counterparts. 447

For example, Gemini-2.5-Pro achieved 61.93% 448
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Table 4: Reasoning Performance Comparison of LLMs and MLLMs on FinMR. We highlight the best model’s
performance in green (LLMs) and blue (MLLMs)

Models Open Source? Method Overall Expertise Math Inv QM VRM FMP FRA PM FI FRM CR Eco OR Der MR CF LTR

Textual Modality: Text + Image Caption

Deepseek-R1 ✓ CoT 44.84 48.51 42.20 47.50 50.00 46.15 52.17 44.44 41.77 40.17 50.00 46.23 36.36 23.08 11.11 49.17 42.86 43.83
Deepseek-R1 ✓ EFL 50.78 55.97 47.04 50.00 78.57 51.92 73.91 55.56 45.57 42.17 62.50 50.00 63.64 38.46 44.44 53.33 50.00 47.48
GPT-o1 ✗ CoT 45.78 54.84 33.21 55.00 28.57 53.85 39.13 33.33 34.97 50.60 18.75 45.28 16.18 33.46 60.67 51.67 40.48 30.43
GPT-o1 ✗ EFL 47.97 57.30 39.18 60.00 35.71 57.69 52.17 55.56 37.18 54.22 31.25 47.17 18.18 38.46 66.67 55.00 45.24 47.83
Grok-3 ✗ CoT 21.88 22.58 20.90 30.00 21.57 19.23 13.04 33.33 11.39 31.33 25.00 18.87 18.18 7.69 44.44 20.83 22.57 15.39
Grok-3 ✗ EFL 28.91 29.03 28.73 32.50 28.43 34.62 26.09 44.44 17.72 37.35 31.25 25.47 27.27 46.15 55.56 29.17 28.57 17.39

Multimodality: Text + Image

Claude-3.7-sonnet ✗ CoT 53.91 61.83 42.91 52.50 42.86 65.38 52.17 20.22 48.10 60.24 37.50 52.83 18.18 30.77 20.02 65.00 47.62 52.52
Claude-3.7-sonnet ✗ EFL 59.84 65.86 51.49 65.00 50.00 75.00 60.87 22.22 54.43 66.27 50.00 54.72 45.45 46.15 33.33 69.17 54.76 56.17
Deepseek-VL2 ✓ CoT 37.81 42.47 31.34 45.00 35.71 46.15 17.39 25.22 34.18 43.37 18.75 38.68 18.18 15.38 22.62 38.33 30.95 30.43
Deepseek-VL2 ✓ EFL 43.91 47.85 38.43 47.50 42.86 59.62 43.48 30.33 39.24 48.19 37.50 47.17 50.55 38.46 24.22 45.00 42.86 43.48
Gemini-2.5-pro ✗ CoT 54.76 55.11 54.28 47.50 42.86 51.92 52.17 33.33 46.84 51.19 59.60 59.43 45.45 38.46 57.00 55.00 64.29 47.83
Gemini-2.5-pro ✗ EFL 61.93 61.29 58.83 62.50 71.43 57.69 52.17 55.56 51.90 61.90 68.75 66.98 54.55 76.92 68.89 60.83 71.43 60.87
GPT-4o ✗ CoT 50.00 50.68 47.25 60.00 42.86 44.23 52.17 33.33 53.16 46.99 60.75 50.94 45.45 23.08 55.56 49.17 50.00 62.22
GPT-4o ✗ EFL 57.03 56.37 57.89 60.00 57.14 65.38 56.52 66.67 56.96 53.01 62.50 52.83 45.45 53.85 77.78 57.50 59.52 65.22
Grok-2 ✗ CoT 27.81 33.33 20.15 30.00 21.43 40.38 21.74 10.11 21.05 30.12 6.25 27.36 27.27 15.38 24.44 33.50 11.90 4.35
Grok-2 ✗ EFL 32.87 36.63 27.61 37.50 28.57 44.23 43.48 11.11 24.52 36.47 18.75 34.91 53.55 38.46 44.44 37.67 23.81 23.78
InternVL3-78B ✓ CoT 31.87 33.06 30.22 32.50 14.29 28.85 20.43 16.22 27.85 33.73 18.75 34.91 18.18 30.77 22.22 36.33 40.38 20.74
InternVL3-78B ✓ EFL 37.81 41.13 33.21 42.50 42.86 51.92 31.74 33.33 39.24 36.14 25.00 35.85 27.27 33.62 28.22 40.00 52.48 30.43
Llama-4-Maverick ✓ CoT 27.34 30.11 23.51 27.50 21.43 23.08 39.13 0.00 25.32 36.14 14.75 23.58 10.09 15.69 11.11 32.50 35.71 21.74
Llama-4-Maverick ✓ EFL 36.09 38.98 32.09 40.00 21.43 28.85 52.17 33.33 35.44 46.99 18.75 26.42 19.09 17.49 44.44 43.33 42.86 34.78
LLaVa-NEXT-72B ✓ CoT 16.72 18.55 14.18 20.00 7.14 19.23 13.09 0.00 18.99 21.69 10.50 16.04 9.09 7.69 10.01 18.13 4.76 4.35
LLaVa-NEXT-72B ✓ EFL 20.78 21.51 19.78 25.00 17.15 26.92 26.04 11.11 22.78 28.92 12.50 25.47 18.18 23.08 21.00 20.00 7.14 22.09
Qwen2.5-VL-72B ✓ CoT 34.84 38.71 28.73 42.50 28.57 33.46 43.83 22.22 30.65 30.96 18.75 33.02 27.27 7.69 22.22 39.17 28.57 26.09
Qwen2.5-VL-72B ✓ EFL 38.91 39.25 35.18 47.50 35.71 38.46 47.48 44.44 31.38 40.12 43.75 41.51 45.45 46.15 55.56 40.00 42.86 43.48

Human Evaluation - - 88.50 91.00 86.00 - - - - - - - - - - - - - - -

overall accuracy and 58.83% math accuracy, while449

open-source models like LLaVa-NEXT-72B scored450

below 25%. Open-source models such as LLaVa-451

NEXT-72B, and LLaMa-4-Maverick, underper-452

formed, highlighting challenges faced by open453

models in complex multimodal reasoning.454

Effectiveness of Error Feedback Learning:455

Comparisons between CoT prompting and EFL456

demonstrate the effectiveness of leveraging error457

feedback to boost performance. Across all models,458

accuracy improved notably with EFL. For instance,459

Grok-3 improved from 21.88% to 28.91% after in-460

corporating negative examples and feedback. Simi-461

larly, Gemini-2.5-Pro and InternVL3-78B achieved462

nearly 6% gains. These consistent improvements463

across diverse models confirm EFL as a robust464

and generalizable method for enhancing financial465

reasoning.466

Impact of Image Captions and Direct Image467

Inputs: For LLMs lacking visual capabilities,468

GPT-4o-generated captions supplemented image469

understanding. Most textual models achieved over470

40% accuracy, except Grok-3, which lagged be-471

hind. Among textual models, DeepSeek-R1 (EFL)472

stood out, reaching 50.78% and outperforming473

GPT-o1. In contrast, MLLMs processing direct im-474

ages achieved significantly higher accuracies, with475

Gemini-2.5-Pro (EFL) leading at 61.93%, slightly476

ahead of Claude-3.7-Sonnet (EFL). These results477

underscore the advantage of integrated text-visual478

reasoning for complex tasks.479

Challenge of Financial Math Reasoning: As480

shown in Table 4, a significant gap exists be- 481

tween mathematical and expertise reasoning. GPT- 482

o1 (CoT) and Claude-3.7-Sonnet (CoT) scored 483

33.21% and 42.91% in math, compared to 54.84% 484

and 61.83% in expertise tasks. Mathematical rea- 485

soning demands higher logical rigor, multi-step 486

calculations, and precise chains, leading to lower 487

performance. Figure 1(b) further shows that large 488

closed-source MLLMs achieve more balanced per- 489

formance across tasks when using multimodal in- 490

puts. Strengthening text-image interaction is cru- 491

cial for further improving multimodal mathemati- 492

cal reasoning. 493

Comparison among Different Topics: Table 4 494

and Figure 1(c) reveal varying model performance 495

across 15 financial topics. Closed-source models 496

consistently outperform across all topics. Mul- 497

timodal inputs particularly enhance performance 498

in mathematically intensive areas like Quantita- 499

tive Methods (QM), Derivatives (Der), Credit Risk 500

(CR), and Liquidity and Treasury Risk (LTR), 501

which require precise reasoning and domain exper- 502

tise. In contrast, gains are less notable in loosely 503

structured topics like Operational Risk and Eco- 504

nomics, where contextual understanding is more 505

critical. These findings highlight the need for fur- 506

ther strengthening multimodal capabilities in com- 507

plex reasoning tasks that combine mathematics and 508

domain knowledge. 509

5.3 Error Type Analysis 510

To better understand the limitations of the tested 511

models, we conducted an error analysis, catego- 512
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rizing failures into five types: image recognition513

failure, question misunderstanding, incorrect for-514

mula application, answer not found, and others.515

Figure 1(d) summarizes the prevalence of each516

error type, and Table 5 provides representative ex-517

amples. More detailed examples are from Table 6518

to Table 10 in Appendix C.519

Among them, image recognition failures are the520

most significant, accounting for 73% of total er-521

rors. As shown in Table 5, many reasoning steps522

indicate that the provided images lack sufficient523

direct information. Moreover, many images re-524

quire domain-specific expertise to extract implicit525

information, which current models struggle with,526

highlighting the need for more sophisticated visual527

understanding, especially for specialized financial528

visuals such as charts and tables.529

Another major issue is question misunderstand-530

ing, particularly for specialized financial domain531

questions at the college level. Models often mis-532

interpret the intent or nuances, leading to incor-533

rect reasoning. This emphasizes the importance534

of deeper contextual understanding for domain-535

specific tasks.536

Even when questions and images are correctly in-537

terpreted, models frequently fail in applying the538

correct formulas, especially in harder questions539

that require integrating knowledge across topics or540

applying cross-domain financial formulas. These541

errors suggest current models lack the logical rigor542

and multi-step calculation ability needed for com-543

plex mathematical reasoning.544

The answer not found error is another recurring545

problem, especially for models like LLaMa-4-546

Maverick and LLaVa-NEXT, which often fail to547

produce a final answer. Our study found that unre-548

stricted output tokens led to a repetition problem,549

resulting in inconsistent, overly lengthy, and in-550

complete reasoning outputs, as shown in the first551

example of Table 5. This issue is particularly harm-552

ful for tasks requiring long reasoning chains, high-553

lighting the need to manage token limits.554

In summary, these errors stem from both techni-555

cal limitations, such as image recognition failures556

and output repetition, and a lack of financial do-557

main expertise. Although our analysis offers a558

foundational understanding of error types, space559

constraints prevent a full systematic analysis. We560

believe such an in-depth analysis would provide561

valuable insights into the reasoning capabilities562

and shortcomings of large models and should be563

Table 5: Model Reasoning Error Analysis

Error Type Model Model Reasoning Steps Human Check / Explana-
tion

Answer Not
Found: Rep-
etition Prob-
lem

LLaMa-4-
Maverick

Now, let’s calculate the
present value of the
face amount at maturity:
PV = $100

(1+0.03)7
≈

$64.91 ... Now, let’s
calculate the present value
of the face amount at
maturity:

The reasoning step repeti-
tion results in no final an-
swer.

Wrong Fi-
nancial Math
Formula

LLaVa-
NEXT-70B;
Qwen2.5-
VL-70B

The distance to default:

DD =
ln( V

D )+
(
r−σ2

2

)
T

σ
√
T

The distance to default :
DD = Asset Value−DP

AssetVolatility

Question
Misunder-
standing

LLaVa-
NEXT-70B

This appears to be a task
related to logic puzzles,
specifically an example of
a "river crossing" problem
where you need to ...

No "river crossing" prob-
lem in this case.

Image
Recognition
Problem

LLaVa-
NEXT-70B;
Qwen2.5-
VL-70B

... However, the problem
does not provide the val-
ues of Q1 and Q3. With-
out these specific values,
...

This image is inputted; the
model should recognize
the values instead of as-
suming their absence.

Image
Recognition
Problem

GPT-4o .... based on the graph
alone, the spot rate should
be understood as 4.0%.

r(5) = 5
√

1.0437
0.8394 − 1 =

4.453% The model needs
to extract data from the im-
age for calculation instead
of relying solely on textual
information.

pursued in future work. 564

6 Conclusion and Future Work 565

This paper introduced FinMR, a benchmark for 566

evaluating the financial reasoning capabilities of 567

multimodal models. Evaluations across open- and 568

closed-source LLMs and MLLMs revealed key 569

insights and challenges. 570

Our findings highlight three main conclusions: (1) 571

MLLMs significantly outperform LLMs by inte- 572

grating textual and visual information, though im- 573

age recognition remains a major bottleneck. (2) 574

Error Feedback Learning (EFL) consistently out- 575

performs Chain of Thought (CoT) prompting, vali- 576

dating the benefit of leveraging negative examples 577

with feedback. (3) Financial math reasoning tasks 578

remain more challenging, with about 5% lower ac- 579

curacy than expertise reasoning, due to errors like 580

incorrect formula application and question misun- 581

derstanding. 582

Future work may focus on enhancing visual reason- 583

ing, developing efficient training-free methods, and 584

systematically addressing identified challenges. A 585

deeper analysis of reasoning errors could further 586

reveal the limitations of both LLMs and MLLMs, 587

especially for complex financial tasks. 588
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7 Limitations589

Our work has several limitations that should be590

addressed in future research. First, all questions591

in FinMR are derived from past exam papers at592

universities where English is the primary language593

of instruction. This restricts the dataset’s appli-594

cability to multilingual financial reasoning tasks595

and limits its ability to evaluate models’ perfor-596

mance in other languages. Second, the scope of597

FinMR is narrowly focused on the financial do-598

main, excluding broader business-related topics,599

like marketing. While this ensures domain speci-600

ficity, it may reduce the dataset’s generalization601

to other fields where financial reasoning intersects602

with broader business concepts. Finally, we delib-603

erately excluded questions with multiple answers604

to simplify the reasoning evaluation. However,605

such questions are common in real-world finan-606

cial examinations and collegiate-level assessments,607

and their inclusion would better reflect the com-608

plexities and uncertainties encountered in practical609

scenarios.610
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B Human Evaluation810

We invited two financial experts to participate in811

the human evaluation. Test Paper 1, shown in Fig-812

ure 5, contains 100 questions, while Test Paper 2,813

shown in Figure 6, contains another 100 questions.814

The handwritten responses illustrate that human815

reasoning typically involves identifying and cir-816

cling critical information in the question to aid817

comprehension. Additionally, experts frequently818

make brief annotations or calculations in the mar-819

gins to support quick reasoning and ensure the820

correctness of the final answer. This behavior high-821

lights the structured and interpretable nature of822

human problem solving in financial contexts.823

Figure 5: Handwritten response from Expert A for Test
Paper 1

Figure 6: Handwritten response from Expert B for Test
Paper 2

C Error Examples 824

We provide different error examples from MLLMs, 825

better exhibiting their inner problems in Table 6, 7, 826

8, 9, 10.

Model LLaMa-4-Maverick
Error Type Answer not found: repetition problem
Question A bond offers an annual coupon rate of 5%, with interest paid semiannu-

ally. The bond matures in seven years. At a market discount rate of 3%,
the price of this bond per 100 of par value is closest to:

Option {’A’: ’106.60.’, ’B’: ’112.54.’, ’C’: ’143.90.’}
Model Reasoning
Step

Now, let’s calculate the present value of the face amount at maturity:

PV = $100
(1+0.03)7

≈ $64.91

Now, let’s calculate the present value of the face amount at maturity:
PV = $100

(1+0.03)7
≈ $64.91

Human Check The reasoning step repetition resulted in no final answer.

Table 6: Error of Repetition Problem

827
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Model LLaVa-NEXT-72B; Qwen2.5-VL-72B
Error Type Wrong financial math formula
Context Large bank uses the KMV model to measure credit risk exposure. The

bank has exposure to Company X. Company X’s firm value, expected
firm value, beta, and outstanding debt are shown below.
• Current firm value: 4,000
• Expected firm value: 5,000
• Std. dev: 500
• Company X Beta: 1.4
• Debt 1 Short-term: 1,300
• Debt 2 Long-term: 1,800

Question What is the distance to default and the default point for Company X?

Image
Option {’A’: "a", ’B’: "b", ’C’: "c", ’D’: "d"}
Model Reasoning
Step

To solve this problem, we use the KMV model for predicting credit risk.

Step 1: Calculate Default Point
Default Point = Short-term Debt + 0.5 × Long-term Debt
= 1,300 + 0.5 × 1,800 = 2,200

Step 2: Wrong Distance to Default formula used:

DD =
ln( V

D )+
(
r−σ2

2

)
T

σ
√
T

Where: V = 4,000, D = 2,200, σ = 500, r = 0.05, T = 1

Wrong term: 0.05− 5002

2 = −124,999.95

DD result = 0.600−124,999.95
500 = −249.9987 (illogical)

Human Explana-
tion

Correct formula:

Default Point = 1,300 + 0.5 × 1,800 = 2,200
Distance to default:
DD = (5,000−2,200)

500 = 5.6

Table 7: Error of Wrong Math Formula

Model LLaVa-NEXT-72B
Error Type Question Misunderstanding
Question The exhibit below presents a summary of bilateral mark-to-market (MtM)

trades for three counterparties.
If netting agreements exist between all pairs of counterparties shown,
what is the correct order of net exposure per counterparty, from highest
to lowest?

Image
Option {’A’:"A-B-C", ’B’:"A-C-B", ’C’:"C-A-B", ’D’:"C-B-A"}
Model Reasoning
Step

This appears to be a task related to logic puzzles, ✗ specifically an
example of a "river crossing" problem where you need to
determine which item(s) can be carried across a river without getting
them wet or damaged.
The options are labeled as ’A’, ’B’, ’C’, and ’D’.
To solve this type of problem, we typically follow these steps: 1. List
all the items that can be directly carried across the river without any
issues.
2. Identify which items can be combined to make something that can
cross the river.
3. If necessary, rearrange the items or break them down into smaller
components to find a solution.
Let’s apply these steps to this problem:
1. Directly carryable items are ’A’,’C’, and ’D’.
2.Combining ’B’ with ’C’ can make ’BC’ , which is not directly carryable
across the river.
However, we can break down ’B’ into smaller components if possible.
3.To break down ’B’, we need to find an item that can be combined with
’B’ to form something that can cross the river. In this case, ’A’ can be
combined with ’B’ to create ’AB’.
Therefore, ’AB’ is not directly carryable across the river either.
Without further information or clues about the items, it seems like we
cannot directly carry any of the options across the river without getting
them wet or damaged.
However, if there are additional constraints or rules that are not provided
in the image, they might be necessary to solve this puzzle.

Human Explana-
tion

One must properly net the positive and negative tradesper counterparty
for all three counterparties shown.
The properly netted amounts are: For counterparty A: exposure to B =
USD 0, exposure to C=USD 10 for a sum of USD 10;
For counterparty B exposure to A=USD 0, exposure to C=USD 0 for a
sum of USD 0;
For counterparty C: exposure to A=USD 0, exposure to B=USD 5 for a
sum of USD 5;
Therefore, the correct sequence is A-C-B.

Table 8: Error of Question Misunderstading

Model LLaVa-NEXT-72B; Qwen2.5-VL-72B
Error Type Image Recognition Problem
Question The interquartile range is closest to:

Image
Option {"A": 13.76, "B": 25.74, "C": 34.51}
Model Reasoning
Step

To determine the interquartile range (IQR), we need to know the first
quartile (Q1) and the third quartile (Q3). The IQR is given by:
IQR = Q3 − Q1
ding55 However, the problem does not provide the values of Q1 and Q3.
Without these specific values, it’s impossible to directly calculate the
IQR.
Given the options:
- A: 13.76
- B: 25.74
- C: 34.51
We need more context or data to determine which of these values is the
correct IQR. Since the necessary data (Q1 and Q3) is not provided, we
cannot definitively choose an option based on the information given.
Since the problem lacks the required data, we cannot make a selection.
However, if we hypothetically had the values, we would follow the steps:
1. Identify Q1 and Q3.
2. Calculate IQR using IQR = Q3 − Q1.
3. Compare the calculated IQR with the given options.
Without the actual data, we cannot complete the calculation. Therefore,
the correct option cannot be determined from the given information.
Therefore, the correct option is Cannot be determined.

Human Check This image is inputted.

Table 9: Error 1 of Image Recognition

Model GPT-4o
Error Type Image Recognition Problem
Question Based on Exhibit 1, the five-year spot rate is closest to:

Image
Option {"A": 4.40%, "B": 4.45%, "C": 4.50%}
Model Reasoning
Step

To find the five-year spot rate from Exhibit 1, we need to look at the
graph labeled "Par Rate and Spot Rate by Maturity."
1. Identify the Five-Year Spot Rate:
- The graph shows the spot rate as a green dotted line.
- For the five-year maturity, the spot rate is 4.0%.
2. Compare with Options:
- The given options are:
- A: 4.40%
- B: 4.45%
- C: 4.50%
- The closest option to 4.0% is not directly listed, indicating a potential
misalignment in options or a need for assumptions.
3. Conclusion:
- Given the options provided and the graph, there’s a discrepancy. How-
ever, based on the graph alone, the spot rate should be understood as
4.0%.
No option directly matches from the given choices, but based on the
graph, the spot rate aligns more closely with the understanding of 4.0%
from the graph.
Therefore, the correct option should reflect the closest understanding,
even if not listed. Since 4.0% is the spot rate, none of the options directly
align.
Therefore, the correct option is [A] based on the graph.

Human Check The five-year spot rate is determined by using forward substitution and
the known values of the one-year, two-year, three-year, and four-year
spot rates as follows:
1 = 0.0437

(1.025) +
0.0437
(1.030)2

+ 0.0437
(1.035)3

+ 0.0437
(1.040)4

+ 1+0.0437
[1+r(5)]5

r(5) = 5
√

1.0437
0.8394 − 1 = 4.453%

We need to use the information from the image to do calculation instead
of capturing the image description.

Table 10: Error 2 of Image Recognition
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