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Abstract

Continual Learning (CL) is the process of continually adapting a model to a
new stream of data. Within CL, pre-trained transformer-based vision models
such as the ogirinal Vision Transformer (ViT) have recently received increased
attention. Various CL methods exist that adapt the base version of the Vision
Transformer (ViT-Base) efficiently with outstanding results. However, ViT-Base
underperforms several advanced transformer-based vision models on traditional
image classification benchmarks. While in Natural Language Processing, state-of-
the-art finetuning techniques are evaluated on the most up-to-date models, CL is
missing such a comparison. Despite the existence of advanced transformer-based
vision models in various sizes, state-of-the-art parameter-efficient CL methods
fall back on ViT-Base for benchmarking. In this study, we address this gap by
evaluating various sizes of ViT and multiple variants of DeiT3 and DinoV2, two of
the best-performing vision transformers, on six state-of-the-art CL. methods that
are based on prompt tuning and adapter tuning. The experimental results show that
the prompt-based techniques DualPrompt and L2P transfer more reliably to new
model types and sizes compared to the adapter-based approaches. Furthermore,
we show that model size is more important for prompt-based than adapter-based
techniques. Finally, we select ViT-Large as the most performant and hence the
model of choice. With these findings, we aim to further advance the understanding
of the connection between model architecture and the continual learning approach.

1 Introduction

In Continual Learning (CL), a model is continuously trained on a stream of data that can belong to
different distributions and possess different classes. A fundamental challenge in CL is catastrophic
forgetting, where a model loses its knowledge of a previously learned task after being trained for
the subsequent task (McCloskey and Cohenl [1989). Numerous algorithms have been proposed
to address the issue of catastrophic forgetting (Rolnick et al., 2019} [Kirkpatrick et al., 2017}
Li and Hoiem|, 2017). These methods generally fall into two categories for the domain of
computer vision: (1) those that train a neural network from scratch, often utilizing a convolutional
architecture, and (2) those that efficiently adapt pre-trained models (PTM), predominantly
transformer-based image models (Zhou et al.| [2024a)). CL with transformer-based PTMs has recently
received more attention due to the transformer’s strong generalization capabilities (Raffel et al.| [2020).

A range of different parameter-efficient (PEFT) CL methods for transformer-based PTMs
exist and the original Vision Transformer (ViT) (Dosovitskiy et al.,2020) has become the benchmark
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for evaluation in the field. However, despite the existence of more advanced transformer-based
image models such as DeiT3 (Touvron et al., 2022)) or DinoV2 (Oquab et al., 2023)), these have
not yet been benchmarked with state-of-the-art CL methods. This lack of evaluation contrasts
sharply with the Natural Language Processing (NLP) domain, where a diverse range of models,
varying in architecture and pre-training strategies, are rigorously tested to assess the transferability of
state-of-the-art fine-tuning approaches including parameter-efficient techniques (Hu et al., 2021}
Lester et al., 2021)). To the best of our knowledge, the field of CL lacks a similar comprehensive
comparison of state-of-the-art parameter-efficient CL methods for various PTMs. This is a significant
gap that needs to be addressed to fully understand how advanced CL methodologies transfer to novel
model types. In this study, we evaluate six state-of-the-art parameter-efficient CL methods and
traditional finetuning on Deit3 and DinoV2, two of the best-performing Vision Transformers, and
include the original ViT as a baseline.

In particular, we select CL methods that build on the parameter-efficient finetuning tech-
niques of prompt tuning (Lester et al.,|2021) and adapter tuning (Pfeiffer et al.,[2020). Research in
NLP has shown that prompt-based approaches gain considerably from bigger models, resulting in
greater performance (Lester et al.,2021). However, in the context of CL, only the base version of the
original ViT has been evaluated, despite the fact that smaller and bigger ViT models exist. Together
with the different model sizes of DeiT3 and DinoV2, the NLP studies demonstrate the possibility for
scalability for CL with Vision Transformers.

In this study, we aim to contribute to the field of CL and fine-tuning techniques in the
following:

1. We present the first evaluation of six state-of-the-art parameter-efficient CL. methods and
continual finetuning beyond the base model of the original Vision Transformer. Specifically,
we include four sizes of ViT and DeiT3 and three sizes of DinoV2.

2. We show that the prompt-based approaches DualPrompt and L2P transfer best to new
model types and sizes out of all methods. In addition, model size has a larger effect on
prompt-based methods compared to adapter-based methods.

3. We identify ViT-Large as the model of choice as it performs the best for most of the CL
methods and datasets.

2 Related Work

2.1 Class-Incremental Learning

Continual Learning is categorized into three different forms (Van de Ven et al. |2022). In Task-
Incremental Learning (TIL), the algorithm must solve a series of tasks while knowing which
task is being tested at any given time. In Domain-Incremental Learning (DIL), the algorithm
learns different tasks over time without knowing the specific task domain during testing, but the
labels remain consistent across tasks. In this work, we focus on the most challenging scenario of
Class-Incremental Learning (CIL), where the algorithm faces tasks with different sets of classes
and must learn to distinguish among all classes seen so far, without task-specific information during
testing. CIL is a form of CL that can be formally defined as an algorithm f that must learn a function
f: X — Y foraseries of tasks {D1, Ds, ..., D,}. Here, X and ) represent the input and output
spaces, respectively, which are defined for each task D;. Specifically, in CIL, a model is trained to
minimize Z(xj w;)eD1u-Dy (f (x4),y;) where £(-, -) is the loss function to compute the difference
between the models prediction and the ground truth. A non-negative backward transfer and forward
transfer are essential to achieve good performance on all tasks. This means that learning a new task
should not degrade the performance on previous tasks (backward transfer) and should ideally improve
performance on future tasks (forward transfer) (Lopez-Paz and Ranzatol 2017). The primary challenge
in CL is to prevent significant negative backward transfer, commonly referred to as catastrophic
forgetting (McCloskey and Cohen,|1989). In the field of Computer Vision, various methods have been
developed to prevent catastrophic forgetting that is based on replay and regularization of parameter
isolation (De Lange et al.,|2021). Most methods train a convolutional architecture from scratch such
as ER (Rolnick et al., 2019), EWC (Kirkpatrick et al., 2017) or LwWF (Li and Hoiem), 2017). An
exception is DyTox which trains a transformer-based architecture from scratch and expands the model



with a task-specific learned token (Douillard et al., 2022). Fine-tuning pre-trained transformer-based
models is also popular within CL. While traditional methods like EWC or LwF adopted for the Vision
Transformer (ViT) (Dosovitskiy et al.,[2020) do not work well (Pelosin et al., [2022)), most methods
focus on using parameter-efficient prompt-based or adapter-based approaches to prevent catastrophic
forgetting (Zhou et al.,[2024a). State-of-the-art methods include DualPrompt (Wang et al.| [2022al),
L2P (Wang et al., [2022b)) or CODA-Prompt (Smith et al., [2023))(prompt-based) and ADAM (Zhou
et al.,[2023)), RanPAC (McDonnell et al., [2024)) and EASE (Zhou et al.| 2024b) (adapter-based).

2.2 Vision Transformers

The Vision Transformer (ViT) (Dosovitskiy et al., [2020) has become a benchmark model for CL in
computer vision with pre-trained models. When first introduced, ViT demonstrated that a purely
transformer-based architecture can achieve outstanding performance in image classification tasks
as opposed to convolutional neural networks (CNN) that dominated computer vision previously.
The ViT closely follows the structure of the original transformer architecture (Vaswani et al., [2017)
with the difference of a patch embedding module to process images instead of text. Specifically, an

image x € R¥*WxC is transformed into 2D patches x, € RV*(P*O)_which serve as input for
the transformer model. Here, C' denotes the number of channels, (P, P) represents the dimensions
of each patch, and N = HPZV indicates the total number of patches. Since the introduction of the
original ViT, numerous transformer-based image models have been developed. |Liu et al.[(2023)
proposed a taxonomy categorizing these models into six groups: (i) the original ViT, (ii)) CNNs
enhanced with transformer features, (iii) transformers augmented with CNN features or (iv) local
attention mechanisms, (v) hierarchical transformers, (vi) Deep transformers, and (vii) transformers
trained with self-supervision. Additionally, architectural variations include differences in patch
size, image resolution used for pre-training, and the number of parameters. The survey authors
demonstrate that improvements like the student-teacher self-supervised learning approach in DinoV2
(Oquab et al., 2023)) or the CNN-enhanced training strategy in DeiT3 (Touvron et al., 2021)) can
substantially improve performance over the original ViT. Furthermore, the study indicates that among
40 distinct vision transformers, each accessible in varied sizes, most outperform the original ViT on
ImageNet-1k (Deng et al.,[2009). However, CL algorithms for pre-trained models (refer to section
have primarily been evaluated on the base version of the original ViT, leaving the potential
of more advanced transformer-based vision models largely unexplored. One study has explored
architectural differences primarily in CNNs, with a brief examination of the original ViT concerning
continual learning (Mirzadeh et al.l 2022). However, the authors restricted their analysis to simple
continual fine-tuning, neglecting state-of-the-art CL methods. This approach led to suboptimal
model performance, leaving a significant gap in the comprehensive evaluation of more advanced CL
techniques across different transformer-based vision architectures.

3 Experiments

3.1 Evaluation Benchmarks

We use the recently introduced Deepfake Detection Benchmark for Continual Learning (CDDB)
(L1 et al.| 2023)). The benchmark is composed of three different sets of benchmarks with an EASY,
HARD, and LONG part that all include Deepfakes from different generator models. We choose
the HARD set of the benchmark that includes pairs of Deepfake and real images from 5 different
generator models with a total of 26940 samples. In addition, we include CIFAR-100 (Krizhevsky
et al.,[2009) as another common benchmark used within CL to enable comparisons to other studies.
We report the average test accuracy over all tasks defined as

1 X
ACC = ; Ry
and the backward transfer (forgetting) defined as
Tl
BWT = ; Rr;— Ry

where R € R7*T is a matrix where one entry R; ; is the test accuracy of the model of task t; after
being trained on task ¢; (Lopez-Paz and Ranzato| [2017).



3.2 Continual Learning Methods

We assess the top-performing techniques from two categories: prompt-based and adapter-based
approaches. All included methods perform CIL and do not store samples in the buffer during
testing. Both prompt-based and adapter-based approaches fall under parameter-efficient finetuning
techniques, as they modify less than 1% of the original parameters.

Prompt-based methods: We incorporate DualPrompt (Wang et al., [2022a)), L2P (Wang et al.|
2022b), CODA-Prompt (Smith et al.}2023), see Appendix Section for further details.
Adapter-based methods: We choose ADAM-Adapter (Zhou et al.| 2023), RanPAC (McDonnell
et al.,[2024) and EASE (Zhou et al.} [2024b), refer to Appendix Section @]for more details.
Baseline: Lastly, as a baseline we include the continual finetuning approach where all weights of the
model are adjusted.

3.3 Vision Transformers backbones

We include four variants of DeiT3 (Touvron et al.,2022)), three variants of DinoV2 (Oquab et al.,
2023)) and four variants ViT (Dosovitskiy et al.,[2020). Each variant has a different parameter count,
embedding dimension, and other architectural differences (see Table|l|and Appendix Section |A|for
more details on the models). We run the experiments with the evaluation pipeline PILOT by |Zhou
et al.|(2024a) and extend it to support the models DeiT3 and DinoV2.

Table 1: Model variants

Model Variant Input Size  # Layers Hidden Size MLP ssize # Heads # Parameters

Tiny 204 x 224 12 192 3072 3 oM
ViT Small 204 x 224 12 384 3072 6 2M
Base 204 x 224 12 786 3072 12 86 M
Large 204 x 224 22 1024 4096 16 307 M
Small 204 x 224 12 384 3072 6 sM
Dejr3  Medium 2245224 12 512 3072 6 38.8 M
el Base 204 x 224 12 768 3072 12 80 M
Large 204 x 224 24 1024 4096 16 307 M
Small 518 x 518 12 384 3072 6 2 M
DinoV2  Base 518 x 518 12 768 3072 12 86 M
Large 518 x 518 24 1024 4096 16 307 M
4 Results

We report the average test accuracy ACC' and the backward transfer (forgetting) BWT over all
tasks in table [E and table [_I;E] for CDDB and CIFAR, respectively. Overall, the models achieve a
higher accuracy on CIFAR than CDDB with a maximum of 95.72 and corresponding forgetting
of 2.62 with ViT-Large and RanPAC. The same model-method configuration scores the highest
performance on CDDB with an accuracy of 84.18 and 7.39 in forgetting. ViT-Large is most often
the strongest-performing model out of all model types and sizes. For CIFAR, ViT-Large is the best
model in all methods except for DualPrompt while in some cases other models like DeiT3-Large
or DinoV2-Base perform best with certain methods on CDDB. When isolating model performance
concerning the utilized method for CDDB, RanPAC works best for the variants of ViT and DeiT3
while ADAM-Adapter suits DinoV2 the best. This pattern partly continues as RanPAC works best for
the ViT model family. However, the methods DualPrompt and L2P fit best for the model variants of
DeiT3 and DinoV2. For both CDDB and CIFAR, the methods EASE, RanPAC, and CODA-Prompt
perform significantly worse on the model variants of DeiT3 and DinoV2 when compared to the ViT
model family. On CDDB, the combined average accuracies of the DeiT3 and DinoV2 models for
CODA-Prompt, EASE, and RanPAC are 30.53, 37.44, and 58.04, respectively, while the average
accuracies of the ViT variants are 50.50, 64.62, and 79.85. The same observation can be made for
CIFAR. The other methods ADAM-Adapter, DualPrompt, and L2P perform smoothly with each
variant of all model types except for DeiT3 on CDDB. Lastly, finetuning yields good results for ViT



Figure 1: Results. Values in blue correspond to the best-performing model for a single method. Values

highlighted in denote the best method for a single model. Values are colored in green if they

have been identified as and blue at the same time. Bold values highlight the best-performing

model among all methods and model sizes of a specific model family.

(a) Resuts for CDDB
L2P DualPrompt CODA-Prompt ADAM-Adapter EASE RanPAC Finetune
Model variant ACC BWT ACC BWT ACC BWT ACC BWT  ACC BWT ACC BWT ACC BWT
ViT-Tiny 2054 2862 3594 978 4303 2381 5681 7.06 5044 1528 421 4147 5232
ViT-Small 4093 1250 4238 1282 4729 2551 6897 5.58 63.09 896 513 4965 4262
ViT-Base 5201 1376 4118 19.16 5517 1252 7027 4.82 66.66 6.63 276 4822 59.62
ViT-Large 4749 1886 4788 1933 5692 632 6699 5.86 6927 053 8418 739 5952 48.03
DeiT3-Small 3415 28.09 4645 1806 2729 33.69 656 4160 1867 5680 7.9 4382 5122
DeiT3-Medium 4476 1920 47.57 573 3327 719 5711 434 3322 3172 604 4475 2469
DeiT3-Base 3828 2509 4938 1932 3432 2182 S5LI2 522 40.06  13.67 530 5564 4237
DeiT3-Large 4538 1155 5142 7.36 2140 1938 4848 897 4023 1213 5009 897  63.25 1755
DinoV2-Small ~ 38.66 29.18 5329 1042 3635 17.18 7711 477 4028 20.11 6040 1079 3185 3.15
DinoV2-Base 5021 1283 5657 1060 27.87 32.79 5.48 3320 27.09 6135 808 3313 1336
DinoV2-Large 5080 1335 5558 9.85 2218 21.66 498 3346 2504 5678 7.87 2730 29.11
(b) Results for CIFAR
L2pP DualPrompt CODA-Prompt ADAM-Adapter EASE RanPAC Finetune

Model variant ACC BWT ACC BWT ACC BWT ACC BWT  ACC BWT ACC BWT ACC BWT
ViT-Tiny 67.64 1123 7716 10.58 7592 1588 7742 9.9 7792 13.13 673 5316 6532
ViT-Small 8471 588 8693 593 8745 760 8857 6.17 87.28  10.00 432 7605 3456
ViT-Base 8758 510 8852 854 9133 507 9091 523 90.61 837 364 79.10 3047
ViT-Large 9121 476 9068 646 9240 382 9336 3.60 9318 651 9572 262 8944 1254
DeiT3-Small 7122 11.43 691 1627 992 5611 9.77 11.94 1304 3615 1250 6501 54.63
DeiT3-Medium ~ 78.88  10.08 948  13.63 856 5362 892 11.06 1164 3699 1309 68.58 50.09
DeiT3-Base 80.56 8.03 9.68 1684 1829 3654 9.04 1234 1188 3328 1218 7021 4201
DeiT3-Large 8431 10.48 867 1491 1363 3075 857 1326 1074 2858 10.64 82.16 3430
DinoV2-Small 7559  12.06 944 1156 634  79.10 8.06 1387 869 1996 11.06 11.84 2324
DinoV2-Base 8551 9.09 754 1434 526 8285 5.99 1099 1068 1992 1888 17.40 46.90
DinoV2-Large 8729 836 9156 5411 1503 486 8513 436 1048 1096 3164 1178 2211 4876

and DeiT3 while rarely producing model performances that compete with the outcomes of RanPAC,
ADAM-Adapter, DualPrompt, or L2P. Moreover, models adapted with finetuning experience the
strongest degree of forgetting across all methods.

5 Discussion

We group our observations of the results into two categories. Firstly, we discuss how well the
parameter-efficient CL methods transfer from the ViT to DeiT3 and DinoV2 (see Section [5.1)).
Secondly, in Section[5.2] we assess the importance of model size for the performance in CIL.

5.1 Transferability

As reported in Section[d} a pattern emerges where the methods DualPrompt, L2P, and ADAM-Adapter
transfer well from DiT to DeiT3 and DinoV2 but RanPAC, EASE, and CODA-Prompt fail to do so.
More generally, methods that are based on prompt tuning seem to transfer more easily to other models
than methods based on adapter tuning. Figure [J] visualizes this observation. Similar conclusions were
made by |Su et al.|(2022) in the domain of NLP showing that prompt tuning works for different models
like Roberta (Liu, 2019) and T5 (Raffel et al.| [2020). An exception to this insight is CODA-Prompt
which fails to transfer from ViT to DeiT3 and DinoV2. While L2P and DualPrompt function similarly
by training tunable prompts and selecting them during test time, CODA-Prompt adapts prompt
components that combine to a final prompt during the evaluation. Further investigations could assess
why this fundamental difference contributes to the poor transfer performance of CODA-Prompt. In
the case of EASE and RanPAC, their unsatisfying transfer performance is surprising. A possible
explanation could be that the methods are more sensitive to hyperparameter choice. However, we
rule out this hypothesis since the performance differences between the ViT, DeiT3, and DinoV2
are too significant. The poor transfer performance of RanPAC and EASE is unexpected, as both



build on the ADAM-Adapter, which showed fewer issues when transferring to DeiT3 and DinoV2.
RanPAC and EASE improve upon ADAM-adapter by adjusting modules for all tasks, whereas
ADAM-Adapter only trains on the first task and generalizes to the remaining tasks during test time
(Zhou et al., 2024b; McDonnell et al., [2024). A possible reason for RanPAC’s and EASE’s poor
transfer performance could be that the different optimization strategy weakens the generalization of
Deit3 and DinoV2, ultimately leading to more frequent forgetting. This question can be addressed
in future work. Finally, ViT often outperforms DeiT3 and DinoV2, with a few outliers such as
DualPrompt and ADAM-Adapter for CDDB. Future studies could investigate whether this remains
true if more complex hyperparameter optimization techniques are used for each learning scenario
(Semola et al., [2024).
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Figure 2: Test accuracy of prompt-based approaches on CDDB (see figures [2alto and CIFAR
(see figures %to 1) and adapter-based approaches on CDDB (see figures [2g|to [21) and CIFAR (see

figures 2| to [21).

5.2 Impact of Model Size

Next to the transferability of the parameter-efficient CL methods to other model types, we discuss how
well methods transfer to different model sizes. Figure [3]depicts the difference in test accuracy ACC



of all model variants compared to the small version of each model type. The differences are averaged
across all methods belonging to the class of prompt-based (figures [3a] and and adapter-based
approaches (figures [3band [3d). We observe that prompt-based methods scale well for each model
type. For CDDB, the highest difference can be seen for ViT-Large that scores on average 7.23%
higher than ViT-Small and 14, 59% better than ViT-Tiny. On CIFAR, scale has the largest impact on
DinoV2 models as DinoV2-Large scores on average 8.61% higher compared to DinoV2-Small. The
same relationship but less visible is true for ViT concerning the adapter-based approaches. ViT-Large
scores on average 2.96% and 10.44% higher on CDDB and 4.67% and 13.36% higher on CIFAR
compared to ViT-Small and ViT-Tiny respectively. However, for DeiT3 and DinoV2, the opposite is
the case. Figures[3bJand [3d|show that scaling does not improve model performance but it even harms
it. DeiT3 is the most affected by this phenomenon as DeiT3-Large scores 6.65% less on CDDB and
10.54% less on CIFAR compared to DeiT3-Small. This finding is consistent with the unsatisfactory
transfer performance of adapter-based techniques for DeiT3 and DinoV2. The analysis of this insight
is to be approached in future work.
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Figure 3: Average difference test accuracy of prompt-based and adapter-based approaches. The
difference in test accuracy is measured relative to the small model of each model type. The shaded
area represents the standard deviation.

6 Conclusion

In this paper, we investigated how six different state-of-the-art parameter-efficient Continual Learning
(CL) methods transfer to different sizes of DeiT3 and DinoV2, two of the best-performing pre-trained
transformer-based vision transformers, for the task of Deepfake Detection on CDDB. As a baseline,
we included continual finetuning, multiple sizes of the original ViT, and the popular CL benchmark
CIFAR100. Up to this date, the base version of the original Vision Transformer has been exclusively
used as the benchmark model for CL with pre-trained transformer-based vision models. Hence, this
paper addresses the lack of evaluation of more advanced transformer-based vision models within
CL. Similar to other domains, we identify that model size is an important factor for model accuracy
and forgetting. Overall, ViT-Large stands out as the model of choice performing best with most CL
methods. Moreover, we show that the prompt-based methods DualPrompt and L2P transfer better
to new model classes and sizes compared to their adapter-based counterparts. This insight can be
used to further harness the capabilities of DeiT3 and DinoV?2 to ultimately bypass the original ViT
in parameter-efficient CL. With the findings, we hope to advance the understanding of how model
performance can be increased within CL. We show that this is particularly important for the task
of Deepfake Detection which urgently needs to profit from better methods that can adapt models
continually.
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A Vision Transformers

Original Vision Transformer As described in Section the original ViT (Dosovitskiy et al.,
2020) is based on the transformer architecture (Vaswani et al.,[2017). To process images, it segments
an image into non-overlapping patches and creates patch embeddings. The embeddings serve as
input for the model with an additional class token that is used for classification at the final layer. The
model is pre-trained on ILSVRC-2012 ImageNet dataset with 1k classes and 1.3M images (Deng
et al.l [2009).

DeiT3 An abbreviation for the data-efficient image transformer, the DeiT solves the dependence of
the ViT on large-scale datasets for pretraining (Touvron et al.,|2021). The model is trained by a CNN
in a student-teacher distillation strategy and therefore DeiT belongs to the group of CNN-enhanced
transformers. The CNN can transfer its inductive bias to the transformer, which leads to the student
CNN outperforming its CNN teacher. Except for the smallest version, all three sizes of the model
surpass ViT-Base on ImageNet-1K.

DinoV2 DINOvV2 (Oquab et al., 2023)) further improves on its predecessor DINO (Caron et al.,
2021)) which took inspiration from the student-teacher distillation approach of DeiT. By combining
the DINO and iBOT loss and adding a regularizer, DINOv2 achieves excellent performance not only
in image classification but also in image segmentation. Most importantly, it achieves the result in a
self-supervised learning approach and thus solves the dependency on labeled image data. DINOv2
comes in four sizes and trains the original ViT architecture with the LVD-142M dataset.

B Continual Learning methods

B.1 Prompt-based methods

L2P Learning to Prompt (L2P) prepends tunable prompts to the input that share the inputs’ embed-
ding dimensions (Wang et al., |2022b). During training time, the models’ parameters are frozen and
the prompt weights are adjusted. L2P does not prepend the same prompt for samples of all tasks but
designs a pool in which a prompt is adjusted for each task individually. In addition, during training, a
learnable prompt selection strategy enables the model to select the prompt for the correct class during
test time.

DualPrompt DualPrompt extends L2P by attaching prompts to multiple layers (Wang et al.| [2022a)).
Moreover, DualPrompt introduces two sets of prompts: E(xpert)-Prompts for each distinct class and
Gf(eneral)-Prompts to learn generalized features across classes. During testing, a query function
selects the suitable E-Prompt for an input belonging to a certain class. The model then predicts the
correct label of the selected class with the attached E-Prompts and G-Prompts.

CODA-Prompt DualPrompt and L2P both face the bottleneck of the optimal prompt selection
process when it comes to performance improvement. CODA-Prompt addresses this challenge by
learning a set of prompt components that are combined with an attention-based mechanism to a final
prompt during test time (Smith et al., 2023)). During training, all prompt components are adjusted
contrary to DualPrompt and L2P where only the prompt that matches the task is tuned.

B.2 Adapter-based methods

ADAM-Adapter ADAM approaches the problem of CL with PTMs differently. It uses a parameter-
efficient finetuning technique such as adapter tuning (ADAM-Adapter) to train the PTM on the first
task and bridge the domain gap between the pre-trained model and task at hand (Zhou et al., [2023)).
ADAM therefore does not require training on all tasks of a continual learning scenario. During
testing, it then combines the features of the PTM and adapted PTM to extract a prototype that is used
as input for a classifier based on cosine similarity.

EASE EASE further extends ADAM by iteratively adapting PTM:s to all tasks (Zhou et al., 2024b).

To accommodate for the expanding feature space of the adapted PTMs, EASE designs a mapping
between the old and new classifiers.
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RanPAC Building on ADAM, RanPAC identifies that prototypes often exhibit correlations between
classes (McDonnell et al., [2024)). To address this, it recommends using an online LDA classifier
to eliminate these class-wise correlations to improve separability. Additionally, to better fit a
Gaussian distribution, RanPac introduces a random projection layer that projects features into a
higher-dimensional space. This approach allows for more accurate computation of prototypes in the
transformed space.
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