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Abstract

Deep neural networks have attained remarkable success across diverse classification tasks.
Recent empirical studies have shown that deep networks learn features that are linearly sep-
arable across classes. However, these findings often lack rigorous justifications, even under
relatively simple settings. In this work, we address this gap by examining the linear separa-
tion capabilities of shallow nonlinear networks. Specifically, inspired by the low intrinsic di-
mensionality of image data, we model inputs as a union of low-dimensional subspaces (UoS)
and demonstrate that a single nonlinear layer can transform such data into linearly separable
sets. Theoretically, we show that this transformation occurs with high probability when using
random weights and quadratic activations. Notably, we prove this can be achieved when the
network width scales polynomially with the intrinsic dimension of the data rather than the am-
bient dimension. Experimental results corroborate these theoretical findings and demonstrate
that similar linear separation properties hold in practical scenarios beyond our analytical scope.
This work bridges the gap between empirical observations and theoretical understanding of the
separation capacity of nonlinear networks, offering deeper insights into model interpretability
and generalization.
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1 Introduction
Over the past decade, deep neural networks (DNNs) have achieved state-of-the-art performance
in a wide range of applications, including computer vision [49, 21] and natural language process-
ing [52, 54]. However, despite recent advances [23, 35, 24, 5, 27, 37, 64, 58, 63], the theoretical
understanding of their empirical success is still primitive, even for relatively basic tasks. For exam-
ple, in classification problems, the success of deep learning is often attributed to its ability to learn
discriminative features that exhibit strong inter-class separation [37, 1, 43, 34, 55, 59]. Despite the
remarkable ability of deep networks to achieve linear separation, the underlying mechanisms by
which they accomplish this—especiallywhen the input data are initially poorly separated—remain
largely unclear. Investigating this phenomenon could significantly improve the interpretability of
deep learning models and provide deeper insights into their generalization capabilities. Before
presenting our main contribution, we provide a brief review of the existing results.

Empirical studies on linear separability of initial-layer features. Recent empirical studies in-
vestigated the role of the intermediate layers in deep nonlinear networks, e.g., [1, 4, 44, 20, 62, 55,
59, 34, 30]. These studies indicate that the initial layers expand the features such that they become
linearly separable between classes (see Figure 1). For instance, in image classification, Alain and
Bengio [1], Masarczyk et al. [34], Wang et al. [55] observed that linear probing accuracy improves
significantly across the initial layers of neural networks, while the deep layers mainly compress
within-class features. This implies that the initial layers play a critical role in achieving linear sep-
arability of the input data.

Theoretical works on linear separability of initial-layer features. To the best of our knowledge,
theoretical studies on the linear separability of features across nonlinear layers in DNNs are quite
limited. Recent works [15, 18] have studied the separability of features from initial ReLU layers.
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(a) 6-layer MLP (b) 6-layer hybrid network
Figure 1: Linear separability and compression of features across layers. The initial layers trans-
form the input to be linearly separable, while the deeper layers compress the features. Following
the setup in [55], we trained two networks on CIFAR-10: a 6-layer multi-layer perceptron (MLP,
left) and a 6-layer hybrid network (a 3-layer MLP followed by a 3-layer linear network, right), both
with hidden dimensions of 1024. For each trained network, we conducted linear probing on the
features from each layer. At each layer, we recorded the linear probe accuracy and the numerical
rank of the feature matrix, defined as the minimum number of singular values accounting for at
least 95% of the nuclear norm, and plotted these results.

These studies rigorously showed that the features extracted from a two-layer [15] and one-layer
[18] random ReLU network are linearly separable for arbitrary input data. However, a key limita-
tion of these works is that in the worst case, the required network width grows exponentially with
respect to (w.r.t.) the ambient dimension of the data. Consequently, the network sizes required by
theoretical analyses are substantially larger than those typically used in real-world applications,
highlighting a significant gap between theory and practice.

Theoretical studies of representation learning in deep linear networks. Another line of re-
search has explored how deep linear networks (DLNs) progressively compress within-class fea-
tures and discriminate between-class features [48, 55]. Specifically, building on the empirical ob-
servation that linear layers can emulate the behavior of deeper layers in nonlinear networks, Wang
et al. [55] provided a theoretical analysis of the progressive feature compression in DLNs, under
the assumption that the input data are already linearly separable. However, due to this restric-
tive data assumption, the study cannot fully explain the structures of hierarchical representation
in nonlinear networks, particularly how the early layers transform input features to achieve linear
separability due to the nonlinear operators.

1.1 Our Contributions
In this work, we investigate the linear separability of features in shallow nonlinear networks for
low-dimensional data, closing the gap between theory and practice of representation learning in the
initial layers of nonlinear networks [34]. Specifically, we observe:

A single nonlinear layer with random weights transforms data from a union of low-dimensional
subspaces into linearly separable sets.

We rigorously prove this result withK = 2 subspaces and discuss how the result can be extended
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Figure 2: Phase transition of linear separability w.r.t. dimensions (d, r) and network width D.
We demonstrate that the network width required to achieve linear separability of a union of two
subspaces scales polynomially with the intrinsic dimension. See Section 4.1 for details.

to K > 2 subspaces. In our analysis, we assume that the activation is quadratic and the first-layer
weights are random. The resulting width of the network scales polynomially w.r.t. the intrinsic
dimension of the subspaces. Moreover, our results empirically hold under more generic settings.
For example, we can replace the quadratic activation function with other nonlinear activations,
such as ReLU, and still achieve linear separability (see Section 4). Additionally, the widths of ReLU
and quadratic activation layers have similar dependence on the intrinsic dimension and number
of subspaces to achieve linear separability (see Section 2 and Figure 6).

Our results complement previous work [55], providing a comprehensive theoretical under-
standing of how input data is transformed across the layers in DNNs. Our findings also offer
insights into the role of overparameterization in deep representation learning and explain why
learning based upon random features can lead to good in-distribution generalization.

1.2 Notation and Paper Organization
Before delving into the technical discussion, we introduce the notation used throughout the paper
and outline its organization.

Notation. For a positive integer N , we use [N ] to denote the index set {1, 2, . . . , N}. We use
N (µ, σ2) to denote a Gaussian distribution with mean µ and variance σ2, and N (µ,Σ) to denote
a multivariate Gaussian distribution with mean µ and covariance Σ. We use ∥ · ∥ to denote the
Euclidean norm of a vector, 0m to denote an m-dimensional vector of all zeros, λi(·) to denote
the ith largest eigenvalue of a symmetric matrix, and σi(·) to denote the ith largest singular value
of a matrix. With a slight abuse of notation, for some function ϕ and set X , ϕ(X ) denotes the set{
x ∈ X : ϕ

(
x
)}. Unless otherwise stated, the term“subspace” implies a linear subspace embedded

in Euclidean space.

Organization. The rest of this paper is organized as follows. Wemotivate the union of subspaces
(UoS) data model, introduce our problem setting, and motivate our theoretical assumptions in
Section 2. We then state our main theoretical result and provide a proof sketch in Section 3, with
the full proof in Appendix B. We provide supporting results for our proof in Appendix A. In Sec-
tion 4, we provide empirical evidence supporting our theoretical result, and investigate settings
not considered in our analysis. Finally, we discuss related results and conclude in Section 5.
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2 Preliminaries
In this section, we introduce the basic problem setup and motivations. First, we introduce the UoS
model for our input data in Section 2.1, and then discuss the choices of the network in Section 2.2.

2.1 Assumptions on Input Data
Recent empirical studies indicate real-world image data typically possess a significantly lower
intrinsic dimension than their ambient dimension. For instance, Pope et al. [39] used a nearest-
neighbor approach to estimate the intrinsic dimension of many popular image datasets, including
MNIST [28], CIFAR-10 [26], and ImageNet [46]. They showed the intrinsic dimension of these
datasets is at most around 40, even though the images themselves contain thousands of pixels.
Furthermore, Brown et al. [10] used a similar approach to show each class has its own low intrinsic
dimensionality. These results indicate image data lie on a union of low-dimensional manifoldswithin
high-dimensional space. Similarmodels have recently been explored for understanding generative
models [57, 13].

Although low-dimensional manifolds can exhibit complex structures, each manifold can be
locally approximated by its tangent space, which is a linear subspace embeddedwithin the ambient
space. This motivates us to initiate our study with a simplified model: a union of low-dimensional
subspaces that capture the local structures of manifolds. For simplicity in our theoretical analysis,
we focus on the case of K = 2 subspaces, which facilitates a clearer exposition. Nonetheless, our
results extend to the case with K > 2 subspaces, as discussed in Section 3.1. To set the stage for
our analysis, we first introduce a generic definition of a union ofK subspaces.

Definition 1 (Union of K Low-Dimensional Subspaces). Let S1,S2, . . .SK ⊆ Rd be K linear
subspaces with dimensions r1, r2, . . . , rK , respectively. Let Uk ∈ Rd×rk denote the orthonormal
basis matrix of Sk for each k ∈ [K]. We say that a data point x ∈ Rd lies on the union of subspaces
S1,S2, . . . ,SK if

x ∈
K⋃
k=1

Sk :=
{
z ∈ Rd : ∃k ∈ [K] s.t. z = Ukα for some α ∈ Rrk

}
. (1)

The principal angle between two subspaces can be viewed as a generalization of the angles between
two vectors (i.e., two one-dimensional subspaces). For any two subspaces (S1,S2) of dimensions
r1 and r2, there exist min{r1, r2} principal angles between them, which are formally defined as
follows.

Definition 2 (Principal angles between two subspaces). Suppose that the columns of U1 ∈
Rd×r1 and U2 ∈ Rd×r2 are orthonormal bases for subspaces S1 and S2, respectively. Let r :=
min{r1, r2}. The ℓth principal angle θℓ ∈ [0, π/2] between S1 and S2 is defined as

cos(θℓ) := σℓ(U
⊤
1 U2),

for all ℓ ∈ [r].

The principal angle is illustrated in Figure 3. By the above definition, since 0 ≤ θ1 ≤ θ2 ≤ · · · ≤
θr ≤ π/2, we will sometimes use θmin to denote θ1. If m of the r principal angles between S1 and
S2 are zero (i.e., θ1 = θ2 = · · · = θm = 0), then the intersection S1 ∩ S2 between S1 and S2 is also
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a linear subspace, but of dimension m. If m = 0, then the intersection between S1 and S2 is just
the origin {0d}. Building on these definitions, we will make the following assumption on the UoS
model for our analysis in Section 3.

Assumption 1. We consider K = 2 subspaces S1,S2 with equal dimensions, i.e., r1 = r2 := r.
Furthermore, the principal angles between S1 and S2 are strictly positive, i.e., 0 < θ1 ≤ θ2 ≤ · · · ≤
θr ≤ π/2.

θ1

S1

S2

Figure 3: The principal angle be-
tween a 1-dim subspace S1 and 2-
dim subspace S2.

Remarks. We discuss Assumption 1 in the following.
• Number of subspaces. Although we assume K = 2 sub-

spaces to simplify both the analysis and exposition, the re-
sults can be generalized to the K-subspaces setting with
K > 2, which we discuss in Corollary 1 of Section 3 in de-
tail.

• Subspace dimensions. Here, we assumed equal dimen-
sionality for each subspace for simplicity. In practice, each
subspace of the UoS model can have different dimensions,
which we believe our result can be generalized to this set-
ting as well. We leave detailed analysis for future work.

• Principal angles between subspaces. We assume none of
the principal angles are equal to zero to ensure S1 ∩ S2 =
{0d}. Otherwise, it is impossible to label the intersected
points in the nonempty set S1 ∩ S2. Additionally, it should
be noted that θ1 > 0 if and only if r < d/2. This assumption is typically satisfied in practice, as
usually r ≪ d.

2.2 Linear Separability of UoS via Nonlinear Networks
In this work, we investigate how nonlinear neural networks separate the data that follows the UoS
model. Specifically, we consider a shallow neural network fW (x) : Rd 7→ RD, which can be viewed
as a feature mapping from the input space Rd to a feature space RD:

fW (x) = σ(gW (x)) = σ(Wx). (2)
Here, gW (x) = Wx,W ∈ RD×d is theweightmatrix, and σ(·) is an entry-wise nonlinear activation
function. Although theweightmatrixW of the neural network is often learned by training on some
dataset using a loss function, such as cross-entropy, we consider a random feature model where W
is fixed and each entry is drawn from some random distribution. As illustrated in Figure 4, based
on the above setup, we are interested in the following problem:

Problem 1. Consider a union of two subspaces S1 and S2 that satisfy Assumption 1. Under
what conditions does there exist a separating hyperplane v ∈ RD such that

v⊤fW
(
U1α

)
> 0 and v⊤fW

(
U2α

)
< 0 (3)

for all α ∈ Rr \ {0r}?
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S1

S2

f(·) f(S1)

f(S2)

Figure 4: An illustration of Problem 1. We aim to find conditions on the network f so a union of
subspaces (left) transforms into linearly separable sets (right).

Essentially, our focus is on the linear separability of random features derived from the UoS model.
As elaborated below, Problem 1 remains challenging even under the simplified setup considered
here. Generally, data from two distinct subspaces are not inherently linearly separable, and neither
a linearmapping g(x) nor nonlinear activations σ(·) alone are sufficient to transform such data into
linearly separable sets.

• Subspaces are not linearly separable in general. This can be easily shown by a counter-example
that we illustrate below. Suppose we have two one-dimensional subspaces S1,S2 ⊂ R2 with
bases u1 =

[
1 1

]⊤ and u2 =
[
−1 1

]⊤, respectively. As shown in Figure 5, there does not exist
any hyperplane (line) that can separate S1 and S2 because they both pass through the origin.

• Linear mapping alone is insufficient for linear separability. We first show gW (S1) and gW (S2)
are not linearly separable sets. For any k ∈ {1, 2} and α(k) ∈ Rrk , we have

gW (Ukα
(k)) = WUkα

(k) = Ũkα
(k),

where Ũk ∈ RD×rk . Therefore, the point gW (Ukα
(k)) lies in an rk-dimensional subspace in RD.

Since this holds for all z(k) ∈ Rrk , the sets gW (S1) and gW (S2) remain to be linear subspaces of
RD that pass through the origin, which is not linearly separable in general.

• Nonlinear activations alone are insufficient for linear separability. Second, for various acti-
vation functions, we show σ(S1) and σ(S2) are not linearly separable sets through counterex-
amples. Again, suppose that the bases of S1,S2 ⊂ R2 are u1 and u2, respectively. Let us first
consider the entry-wise quadratic activation. Note that we consider the quadratic activation in
our theoretical analysis later on. For any α ∈ R, we have

σ(u1α) =

[
12

12

]
α2 =

[
α2

α2

]
, σ(u2α) =

[
(−1)2

12

]
α2 =

[
α2

α2

]
,

so σ(u1α) = σ(u2α). After applying the quadratic function, two points in S1 and S2 with the
same coefficient α cannot be distinguished from each other, implying the sets σ(S1) and σ(S2) are
identical (see Figure 5, left).
Next, consider σ(·) = ReLU(·), which is more commonly used in practice. For any nonzero
α ∈ R, σ(u1α) = u1α if α > 0, and σ(u1α) = 02 if α < 0. Additionally, σ(u2α) =

[
0 α

]⊤ if
α > 0, and σ(u2α) =

[
−α 0

]⊤ if α < 0. Therefore, σ(S1) =
{
x ∈ R2 : x1 > 0, x2 > 0} ∪ {02},

while σ(S2) =
{
x ∈ R2 : x1 > 0, x2 = 0

}
∪
{
x ∈ R2 : x1 = 0, x2 > 0

}, where x1 and x2
respectively denote the first and second elements of x ∈ R2. These sets are not linearly separable
(see Figure 5, right).
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S1S2

Quadratic
σ(S1)σ(S2)

(a) Quadratic applied to span(u1) ∪ span(u2).

S1S2

ReLU

σ(S1)σ(S2)

σ(S2)

(b) ReLU applied to span(u1) ∪ span(u2).

Figure 5: Activation alone is insufficient for linearly separating two subspaces. When S1 =
span(u1) and S2 = span(u2), the sets σ(S1) and σ(S2) are not linearly separable for σ(·) = quadratic
(left) and σ(·) = ReLU(·) (right).

Thus, to tackle Problem 1, we must jointly apply a linear mapping and a nonlinear transforma-
tion to achieve linear separability of the subspaces. Specifically, we now introduce the following
assumptions on the network (2), based upon which we characterize the sufficient conditions for
achieving linear separability in Section 3.

Assumption 2. For the feature mapping fW (x) in (2), we assume that the activation function σ(·)
is the quadratic (entry-wise square) function, and the entries of W are independent and identically
distributed (iid) standard Gaussian, i.e.,Wij

iid∼ N (0, 1) for all (i, j) ∈ [D]× [d].

Remarks. We briefly discuss Assumption 2 below.

• Quadratic activation. In this work, we consider the quadratic activation due to its smoothness
and simplicity. Such activations have also been considered in many previous theoretical results
of analyzing nonlinear networks [31, 51, 16, 17, 47] (see also Section 5.1). Moreover, we believe
the results can be extended to many other nonlinear activations, such as ReLU. In Section 4,
we empirically show if one replaces the quadratic activation with other activations, the output
features from (2) are still linearly separable under a UoS data model. Additionally, we empiri-
cally observe the required width to achieve linear separability scales similarly with the intrinsic
dimension and the number of classes under both ReLU and quadratic activations (see Figure 6).

• Random weights. Assumption 2 yields a random feature model, which has been widely stud-
ied in the literature, e.g., [41, 42, 45, 7, 32] (see [33] for a survey). Moreover, it can also shed
light on trained DNNs. For example, in the infinite-width limit [23, 6, 12, 2] random networks
behave similarly to fully-trained networks. This is called the Neural Tangent Kernel (NTK) [23]
regime, where the random initialization determines the NTK and the NTK remains constant
during training [23]. Furthermore, the Neural Network Gaussian Process kernel (NNGP) [29]
is the kernel associated with a network at random initialization. Recently, [25] studied Neural
Collapse (NC) [37] of nonlinear networks from a kernel perspective. They showed that NNGP
and NTK exhibited similar amounts of NC.
Even for networks with finite width, we empirically observe if the initial-layer features under a
UoS data model are linearly separable at random initialization, pushing the layer weights away
from their randomly initialized values via training does not impact the linearly separability of these
features (see Figure 7). This could be partially explained by recent results [60, 36], showing that
training only happens within an invariant subspace of the weights.
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(a) Sweeping r ∈ {4, 8, 16, 32, 64}. (b) Sweeping K ∈ {2, 4, 8, 16, 32}.

Figure 6: The effects of different activations on linear separability. ReLU and quadratic activa-
tions exhibit similar width requirements w.r.t. the intrinsic dimension (left) and number of sub-
spaces (right) for achieving linear separability. See Section 4.2 for details.

3 Theoretical Results
Wefirst state ourmain theoretical results and their implications in Section 3.1, and correspondingly
provide a sketch of the proof in Section 3.2.

3.1 Main Results
First, we state our main theoretical result in the binary case K = 2, and then we generalize the
result to multiple subspacesK > 2 in Section 3.1.1.

Theorem 1 (Linear Separability of f(S1) and f(S2)). Suppose Assumption 1 and Assumption 2
hold, and let δ ∈ (0, 1). If the network width D satisfies

D ≥
2π

(
4r2 +

√
r∑

ℓ=1

sin2(θℓ)

)
(r + 1)

sin2(θmin)
· log

(
2r

δ

)
, (4)

then the sets f(S1) and f(S2) are linearly separable with probability at least 1− δ w.r.t. the random-
ness ofW .

In short, Theorem 1 states that the nonlinear feature model can transform a union of two sub-
spaces into linearly separable sets, given that the network width scales in polynomial with the in-
trinsic dimension of the subspaces. We discuss the implications of our result below.

Requirement of the network width. Our findings demonstrate that significantly fewer neurons
are needed to achieve linear separability of initial-layer features compared to previous studies.
Specifically, [15] and [18] showed that one- and two-layer random-ReLU networks can linearly
separate nonlinearly-separated classes, but their required networkwidths scale exponentially with
the ambient dimension for unstructured classes, or intrinsic dimensions for classes on a union of
subspaces. These exponential scaling requirements are much larger than those used in practical
DNNs, limiting their applicability. In contrast, Theorem 1 only requires network widths to scale
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Figure 7: Linear separability of nonlinear features through the training dynamics. If the
initial-layer features are linearly separable at random initialization, they remain linearly separa-
ble throughout training. See Section 4.2 for details.

polynomially with the intrinsic dimension, aligning more closely with real-world network sizes.1
Therefore, our results provide a more accurate characterization of how initial layers in practical
DNNs create linearly separable features from raw data.

Additionally, DNNs are often overparameterized, i.e., the number of parameters is larger than
the number of training samples N , but Theorem 1 states a nonlinear layer of Ω(poly(r)) width is
needed to transform the subspaces into linearly separable sets. Since typically r ≪ N , our result
implies an underparameterized network can transform the subspaces into linearly separable sets.
Although overparameterizaion yields many optimization and generalization benefits, it may not
be necessary specifically for making raw input features linearly separable at the shallow layers.
Thus, in deep representation learning, overparameterization may be more critical in compressing
the features at the deeper layers.

Complete understanding of deep representation learning across layers. Previous work [55] ex-
plored feature compression in deeper layers of DNNs, showing empirically that linear layers mimic
deeper nonlinear layers and theoretically that DLNs compress features at a geometric rate, assum-
ing the input features are already linearly separable. However, these findings do not address how
initial nonlinear layers transform raw data into linearly separable features. In contrast, our result
characterizes the initial layer features, showing that a single nonlinear layer can achieve linear sep-
arability under a UoS data model. Together, these results provide a theoretical understanding of
feature transformations across the entire depth of DNNs.

In-distribution generalization when learning with random features. Our result also provides
insight into in-distribution generalizationwhen learningwith random features. Theorem 1 states a
single randomnonlinear layermakes all points in the two subspaces linearly separable. Supposewe
have a dataset withN train samples lying on a union of two subspaces, apply a nonlinear random
feature map with Ω(r3 · log(Nr)) features and quadratic activation, and train a linear classifier on
the random features to classify the train samples. If the test samples are in-distribution, i.e., they

1For example, with the CIFAR-10 dataset having an intrinsic dimension of approximately 25 [39], previous methods
would need a network width around exp(25), whereas our theorem requires a width of about 253 · log(25)—a much
more feasible size.
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lie in the same subspaces as the train samples, then the trained classifier will also achieve perfect
test accuracy with probability at least 1− 1

N .

3.1.1 Extension to Multiple Subspaces
While Theorem 1 assumed K = 2 subspaces, we can generalize Theorem 1 to K > 2 subspaces as
follows.

Corollary 1. Suppose there are K > 2 subspaces each of dimension r, where (K − 1)r < d/2.
For all k ∈ [K], let S̃k ⊃ Sk and Sk ⊃

⋃
j∈[K],j ̸=k Sj be r̃-dimensional subspaces with principal

angles θk,ℓ, θk,2, . . . , θk,r̃ that satisfy Assumption 1, where r̃ := (K − 1)r. Also we assume that
Assumption 2 holds and δ ∈ (0, 1). If the network width D satisfies

D ≥ max
k∈[K]

{
2π

sin2(θk,min)

(
4r̃2 +

√√√√ r̃∑
ℓ=1

sin2(θk,ℓ)

)(
r̃ + 1

)}
· log

(
2Kr̃

δ

)
, (5)

then the sets f(Sk) and f
(⋃

j∈[K],j ̸=k Sj

)
are linearly separable for all k ∈ [K] with probability at

least 1−Kδ w.r.t. the randomness ofW .

Corollary 1 states if the layer width scales in polynomial order w.r.t. both the intrinsic dimen-
sion and the number of subspaces, the nonlinear features are one-vs.-all separable: each individual
subspace is separated from all of the remaining subspaces. In contrast, Theorem 1 only depends
on the intrinsic dimension, as it only considers the binary subspaces setting.

3.2 Proof Sketches
In the following, we first provide a proof sketch of Theorem 1 for binary subspaces K = 2, and
later we generalize the analysis to multiple subspacesK > 2.

Proof sketch for Theorem 1. Wefirst provide a proof sketch of Theorem 1. We defer the full proof
to Appendix B. Let X := WU1 ∈ RD×r and Y := WU2 ∈ RD×r, and let xn ∈ Rr and yn ∈ Rr

denote the nth row vectors of X and Y , respectively. Note xn = U⊤
1 wn and yn = U⊤

2 wn, where
wn ∼ N (0d, Id) denotes the nth row inW . First, under Assumption 2, (3) holds if and only if there
exists a vector v ∈ RD such that

D∑
n=1

vnxnx
⊤
n ≻ 0 and

D∑
n=1

vnyny
⊤
n ≺ 0. (6)

Next, we are interested in the existence of a hyperplane v that separates the random features,
which is not necessarily a max-margin hyperplane. Thus, we choose a linear classifier v with the
following entries:

For all n ∈ [D], vn = sign
(
∥xn∥2 − ∥yn∥2

)
.

This choice of v is a projection-based classifier: the subspace onto whichwn has the largest projection
determines the sign of vn. If ∥U⊤

1 wn∥2 > ∥U⊤
2 wn∥2, then we set vn = +1 to push the inner product

v⊤fW (U1α) to be “more positive” for any α ∈ Rr. Likewise, setting vn = −1 when ∥U⊤
1 wn∥2 <

∥U⊤
2 wn∥2 pushes v⊤fW (U2α) to be “more negative” for any α ∈ Rr. Since ∥U⊤

k wn∥2 ∼ χ2
r for
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all k ∈ {1, 2}, ∥U⊤
1 wn∥2 = ∥U⊤

2 wn∥2 occurs with probability zero under Assumption 1. With this
choice of v, (6) is equivalent to

Q1 :=
∑
i∈I

xix
⊤
i −

∑
j∈Ic

xjx
⊤
j ≻ 0 and Q2 :=

∑
i∈I

yiy
⊤
i −

∑
j∈Ic

yjy
⊤
j ≺ 0, (7)

where I := {n : vn = +1} and Ic := {n : vn = −1}.
We now wish to upper bound the failure probability P

(
Q1 ̸≻ 0 ∪Q2 ̸≺ 0

)
. Note Q1 ̸≻ 0 if and

only if λr

(
Q1

)
≤ 0, and Q2 ̸≺ 0 if and only if λ1

(
Q2

)
≥ 0. Therefore, upper bounding the failure

probability is equivalent to upper bounding P
(
λr

(
Q1

)
≤ 0 ∪ λ1

(
Q2

)
≥ 0

)
. Next, we show Q1

and Q2 are sums of sub-exponential random matrices2, which allows us to use Bernstein’s matrix
inequality (Theorem 6.2 in [53]) to obtain upper bounds on P

(
λr(Q1) ≤ 0

)
and P

(
λ1(Q2) ≥ 0

)
.

Applying the union bound by some constant δ ∈ (0, 1), and then re-arranging the appropriate
terms to lower bound D, leads to the result in Theorem 1.

Extension to K > 2 subspaces in Corollary 1. We now present a proof sketch for Corollary 1,
omitting the full details as it directly follows from an application of Theorem 1. Note we assume
(K − 1)r < d/2. This assumption is not very limiting when the number of classes is small, sinceK
and r are typically much smaller than d in practice.

Let k ∈ [K] be arbitrary, and let Sk := R
( [

U1 U2 . . . Uk−1 Uk+1 . . . UK

] ) be an r̃-
dimensional subspace, where r̃ = (K − 1)r and R(·) denotes the column space of a matrix. Note
Sk ⊃

⋃K
j=1,j ̸=k Sj . Also let S̃k denote an r̃-dimensional subspace S̃k ⊃ Sk such that S̃k and Sk

satisfy Assumption 1. Such a S̃k exists if (K − 1)r < d/2. Since Sk ⊂ S̃k and ⋃j∈[K],j ̸=k Sj ⊂ Sk, it
suffices to transform Sk and S̃k into linearly separable sets.

Wedirectly apply Theorem1 to transformSk and S̃k, and thusSk and
⋃

j∈[K],j ̸=k Sj , into linearly
separable sets with high probability. Since this is now a problem of separating two r̃-dimensional
subspaces, the r in Theorem 1 becomes r̃. Applying the Union Bound over all k ∈ [K], a random
nonlinear layer of widthΩ

(
poly(Kr)

) transforms a union ofK subspaces intoK one-vs-all linearly
separable sets with high probability.

4 Experimental Results
In this section, we empirically verify a single random nonlinear layer makes a UoS linearly sepa-
rable for both synthetic and real-world data. Specifically, in Sections 4.1 and 4.2, we describe the
experimental setups for Figures 2, 6 and 7, verify our main results Theorem 1 and corollary 1, and
explore settings beyond our assumptions on synthetic data in Figure 8. In Section 4.3, we provide
experimental results on CIFAR-10 again supporting our theoretical results.

4.1 Phase Transition in Terms of Intrinsic Dimension
In this subsection, we describe the setup and results in Figure 2, which verifies the required net-
work width to achieve linear separability of the initial-layer features grows polynomially w.r.t. the
intrinsic dimension.

2Here, sub-exponential random matrices refer to random matrices whose higher-order moments are analogous to
the higher-order moments of sub-exponential random variables. See Theorem 6.2 in [53].
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Experimental setup. Over 25 trials, we randomly sampled two matrices U1,U2 from the d × r
Stiefel manifold, and a weight matrix W ∈ RD×d with iid standard Gaussian entries. We varied
the ambient dimension d while keeping the intrinsic dimension r fixed, and also varied r while
keeping d fixed. In both scenarios, we tested different layer widths D. For combination of (D, d)
and (D, r), we checked for linear separability using the necessary and sufficient conditions (6),
and recorded the proportion of successful trials.

Experimental results. As seen in Figure 2, when d increases for a fixed r, the values ofD at which
the proportion of successful trials transitions from 0 to 1, or the phase transition, remains constant.
In contrast, as r increases for a fixed d, this phase transition region clearly increases. Thus, Figure 2
verifies the required width to achieve linear separability of the random features only depends on
the intrinsic dimension of the subspaces.

4.2 Classification on Synthetic Data following a UoS Model
In this subsection, we verify the initial-layer features are linearly separable for synthetic data gen-
erated from the UoS model under various settings, including different nonlinear activations σ(·),
network widths D, and the number of subspaces K. In the following experiments, we generated
synthetic data from a UoS using the following process.

Synthetic data generation. We first generated K matrices U1,U2, . . . ,UK uniformly at random
from the d× r Stiefel manifold. We then generatedN = K ·Nk training samples as follows, where
Nk = 5 · 103. For all k ∈ [K], we created Nk samples via xk,i = Ukzi, where zi were sampled iid
fromN (0r, Ir) for all i ∈ [Nk]. When applicable, we then generatedN test samples using the same
procedure.

4.2.1 Linear Separability of Features: Random vs. Trained Weights
We first describe the setup and results in Figure 7, which investigates how training the network
weights away from their random initialization impacts the linear separability of the initial-layer
features.

Experimental setup. We first created a training set using the above data generation process with
K = 2, d = 16, and r = 4. We then trained two 3-layer MLPs of widthD = 128 for 100 epochs. One
MLP had ReLU activations, and the other had quadratic activations. After each training epoch, we
performed a linear probing on the features extracted by the two hidden layers. At initialization
(marked by a star), all weights were sampled i.i.d. from a zero-mean Gaussian distribution. We
averaged the results over 5 trials.

Experimental results. Across all 5 trials in both MLPs, the features from the hidden layers were
linearly separable at random initialization, as evidenced by the perfect linear probing accuracy. Af-
ter each epoch, the linear probe accuracy remained perfect, implying the features from the hidden
layers remained linearly separable during training. Thus, training the weights away from the random
initialization did not impact the linear separability of the features.

4.2.2 Effects of Nonlinear Activations
We now investigate how different activations affect the linear separability of the random features.
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(a)K = 2 subspaces. (b) K = 3 subspaces.

Figure 8: Linear separability of random features on synthetic UoS data. When the input data
perfectly lie on a union of K = 2 (left) or K = 3 (right) subspaces, a linear classifier achieves
perfect train and test accuracy when trained on features extracted by a sufficiently wide nonlinear
layer with randomly initialized weights.

Experimental setup. We created train and test sets using the above data generation process. Af-
terwards, we trained a linear classifier upon the random feature model. Specifically, we sampled
the entries ofW ∈ RD×d iid fromN (0, 10−2), then applied the random feature mapping (2) on the
train and test samples. Afterwards, we trained a linear classifier V ∈ RK×D on the train set ran-
dom features under cross-entropy loss. After training, we used the trained classifier V to classify
the test samples. We averaged all results over 10 trials.

In Figure 6, we considered ReLU and quadratic activations, and set d = 128. In Figure 6a, we
set K = 2 and swept through r from 22 to 26 by powers of 2. In Figure 6b, we fixed r = 16 and
swept through the number of subspaces K from 2 to 25, again by powers of 2. In both sweeps, we
varied the network width D from 25 to 210 by powers of 2.

In Figure 8, we set d = 16, r = 4, and considered K = 2 and K = 3. We used the following
nonlinear activations: ReLU, ELUwith parameter α = 1, GELU, Leaky-ReLU with negative slope
0.01, and quadratic. We varied the network width D from 23 to 28 by powers of 2.

Experimental results. Based upon the above setup, we discuss the results below.

• Dependence on K and r. Figure 6 shows the width of ReLU and quadratic layers have similar
dependence w.r.t. the intrinsic dimension and the number of subspaces. At all values of r and
K, the linear classifier achieved perfect accuracy at similar widths for both activations. Thus,
although our analysis assumes a quadratic activation, our empirical findings in Figure 6 imply
similar results hold under the ReLU activation.

• Effects of nonlinear activations. Figure 8 shows the mean and standard deviation of the train
and test accuracies at each network width for every activation function. Regardless of the activa-
tion, the linear classifier’s mean accuracy across the trials increased as the network width grew,
eventually achieving perfect classification performance. Furthermore, the standard deviation of
the accuracies approached zero at sufficiently large widths.
Although linear classifiers eventually achieve perfect accuracy for all activations, different acti-
vations required different widths to do so. Specifically, the quadratic requires noticeably smaller
widths to achieve linear separability compared to the other activations. The quadratic is the only
activation to make negative entries positive – all of the other activations either zero-out negative
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Figure 9: Linear separability of random features on MCR2 representations. A linear classifier
can achieve near-perfect training (left) and test (right) accuracy on MCR2 features of CIFAR-10
data when trained on a sufficiently wide nonlinear layer with randomly initialized weights.

entries, or keep them negative. We hypothesize this property of the quadratic aids in requiring
fewer random features to achieve linear separability.

4.3 CIFAR-10 Classification via MCR2 Representations
Second, we validate our results via experiments on the CIFAR-10 image dataset [26]. While natural
images do not inherently adhere to a UoS model, they can be transformed into a UoS structure
through nonlinear transformations. Specifically, Maximal Coding Rate Reduction (MCR2) [61] is
employed as a framework to learn data representations, ensuring that the embeddings lie within
a UoS [56].

Experimental setup. We trained a ResNet-18 model [21] to learn MCR2 representations of the
CIFAR-10 dataset [26]. We adhered to the same architectural modifications, hyperparameter set-
tings, and training procedures as described in [61]. The resulting representations reside in the
union of K = 10 subspaces embedded in Rd with d = 128. According to [61], for each class
k ∈ [K], the representations of images in the kth class approximately lie on a 10-dimensional sub-
space, implying that r ≈ 10. Additionally, the learned representations across different classes are
nearly orthogonal, meaning that θℓ ≈ π/2 for all ℓ ∈ [r].

After generating the MCR2 representations, we created training and testing sets, each contain-
ingN = 104 samples, withNk = 103 samples per class. We then sampled a random weight matrix
W ∈ RD×d with iid N (0, 10−2) entries, and applied the random feature map fW (x) to the MCR2

representations. We then trained a linear classifier V ∈ RK×D on the random features to classify
the MCR2 representations into theK classes using cross-entropy loss. We employed the same acti-
vation functions as specified in Section 4.2. We varied the network width from 25 to 212 in powers
of 2, and averaged all results over 10 trials.

Experimental results. Figure 9 illustrates the mean and standard deviation of train and test ac-
curacies achieved on the CIFAR-10 MCR2 features across different activation functions and net-
work widths. Consistently, for each activation function, the mean accuracy of the linear classifier
increased with the network width, ultimately approaching near-perfect accuracy (approximately
99%). The standard deviation of accuracy across trials also diminished to nearly zero as the net-
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work width increased. We hypothesize that the failure to achieve 100% accuracy is due to the
representations not perfectly conforming to subspaces.

Interestingly, among all of the activations, the quadratic function required the largest network
width to achieve near-perfect linear classification accuracy. This result contrasts with our findings
in Section 4.2, where the quadratic activation achieved linear separability with the smallest network
width. We conjecture that this discrepancy arises because the learned MCR2 representations do
not precisely lie on linear subspaces. The quadratic activation appears to be more sensitive to the
noise in the MCR2 features compared to other activation functions.

5 Discussion & Conclusion
In this work, we studied the linear separability of initial-layer features in nonlinear networks for
low-dimensional data, using a UoS model motivated by the low intrinsic dimensionality of image
data. We proved that a single nonlinear layer with random weights and quadratic activation can
transform K = 2 subspaces into linearly separable sets with high probability, and extended this
to the K > 2 case. Our result improves upon previous work by relaxing the required network
width for linear separability and contributes to a complete theoretical understanding of represen-
tation learning in deep nonlinear networks. Additionally, it provides insight into the role of over-
parameterization and explains why random features promote good in-distribution generalization.
Empirically, we found that a single nonlinear layer with random weights and various activations
transforms a UoS into linearly separable sets, with the required network width for ReLU activation
scaling similarly to that of the quadratic activation. In the following, we discuss the related work
in Section 5.1, and conclude with future directions in Section 5.2.

5.1 Comparison with Existing Literature
We provide a more detailed discussion of the relationship between our results and prior work,
complementing Section 3.1.

Separation capacity of nonlinear networks. As discussed in Section 1.1, [15, 18] analyzed two
arbitrarily-structured, nonlinearly-separated classes and showed that features from random ReLU
networks (two- and one-layer) are linearly separable with high probability. In the worst case, their
network widths scale exponentially with the ambient dimension, and for classes on a union of two
subspaces, this exponential scaling is in the intrinsic dimension of the subspaces. We improve
upon these results by requiring only polynomial scaling in the intrinsic dimension. Another related
work, [3], also considers two arbitrary, nonlinearly-separated sets and proves the existence of a
two-layer ReLU network that achieves linear separability, while the considered network is purely
deterministic.

Neural collapse in shallownonlinear networks. Recently, [22] studied theNeural Collapse (NC)
phenomenon in shallow ReLU networks. Specifically, they identified sufficient data-dependent
conditions on when shallow ReLU networks exhibit NC. Although our work and [22] study the
properties of the features in nonlinear networks, the settings have fundamental differences. No-
tably, NC characterizes the structure of the features from the penultimate layer. Additionally, [22]
consider shallow ReLU networks to analyze NC in more realistic settings compared to previous
works. In contrast, we study the linear separability of the features in the initial layers in DNNs,
and study a shallow nonlinear network to facilitate such analysis.
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Learning with random features. Our theoretical result uses random weights in the nonlinear
layer, yielding a random feature map. Learning with random features was introduced in [41]
as an alternative to kernel methods, and its generalization properties have been widely studied
[42, 45, 7, 32, 14]. Although our result does not directly imply broader conclusions about learning
with random features, we show that a random feature map can transform subspaces into linearly
separable sets with high probability. This implies if train and test samples lie on the same sub-
spaces, a linear classifier can perfectly classify the test samples.

Analysis of nonlinear networks with quadratic activation. Our theoretical result assumes that
the nonlinear layer activation is the entry-wise quadratic function. While previousworks on quadratic
activation have focused on the optimization landscape and generalization abilities of overparam-
eterized networks [31, 51, 16, 17, 47], our contribution lies in demonstrating that data on a union
of subspaces can be made linearly separable with high probability under this quadratic activation.
This perspective provides new insights into the feature separation properties of quadratic activa-
tion networks, complementing the optimization-centric findings of prior studies.

Rare Eclipse problem. Moreover, our problem shares conceptual similaritieswith theRare Eclipse
problem studied in [8, 11], which focuses on mapping two linearly separable sets into a lower-
dimensional space where they become disjoint with high probability. Using Gordon’s Escape
through aMesh [19], [8] demonstrated that a randomGaussian matrix achieves this and provides
a lower bound on the required dimension. Similarly, we show that a nonlinear random mapping
can transform two sets (linear subspaces) into linearly separable sets with high probability. How-
ever, beyond this shared goal of increasing separability, the two problems differ fundamentally in
approach and context.

5.2 Limitations & Future Directions
This work has opened many interesting avenues for future work. First, as discussed in Section 2.1,
a union of low-dimensional linear subspaces is a simplified model to capture the local linear struc-
ture in nonlinear manifolds. Relaxing the UoS data model to consider the global nonlinear struc-
ture in manifolds would be a natural extension to this work. For example, one could model a
data sample x in the kth class as x := ϕ(Ukα), where ϕ(·) is from a class of nonlinear functions,
and Uk ∈ Rd×rk captures the data’s low intrinsic dimensionality. Additionally, our experiments
demonstrated replacing the quadratic with other activations, such as ReLU, yield similar require-
ments on the network width. Extending our analysis to consider the ReLU activation is another
possible direction for future work. Finally, in this work, we proved there exists a hyperplane v
that separates the random features with high probability. However, this is not necessarily the max-
margin hyperplane. Thus, considering an optimization over v would yield tighter bounds on the
required network width, i.e., reduce the polynomial degree onK and/or r.
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A Supporting Results
We provide supporting Lemmas that are useful in proving Theorem 1. Beforehand, we re-state
previous notation here for convenience, and introduce some new notation. We use N (µ, σ2) to
denote a Gaussian distribution with mean µ and variance σ2, N (µ,Σ) to denote a multivariate
Gaussian distribution with mean µ and covarianceΣ, and χ2

m to denote a chi-squared distribution
withm degrees of freedom. We use Z

∣∣A to denote random variable Z conditioned on an eventA.
We denote the pdf of a random variable Z with fZ(·), and the covariance of a random vector with
Cov(·).

We use ∥ · ∥ to denote the Euclidean norm of a vector, σi(·) to denote the ith largest singular
value of a matrix, and λi(·) to denote the ith largest eigenvalue of a symmetric matrix. We also use
0m to denote them-dimensional vector of all zeroes.

For any positive integer N , we use [N ] to denote the set {1, 2, . . . , N}. With a slight abuse of
notation, for some function ϕ and set X , ϕ(X ) denotes the set {x ∈ X : ϕ

(
x
)}.

Letw ∼ N (0d, Id),U1,U2 ∈ Rd×r be such that their columns are orthonormal bases for S1 and
S2, respectively, where the subspaces satisfy Assumption 1. Also let x := U⊤

1 w, and y := U⊤
2 w.

Note x ∼ N (0r, Ir) and y ∼ N (0r, Ir). Also let X := ∥x∥2 and Y := ∥y∥2, meaning X,Y ∼ χ2
r .

Note x and y, as well as X and Y , are correlated. Finally, let a and b be random vectors with the
following distributions:

a ∼ x
∣∣ ∥x∥2 > ∥y∥2 and b ∼ y

∣∣ ∥x∥2 > ∥y∥2.

A.1 Expectation of Order Statistics: χ2
m Random Variables

Lemma 1 provides exact expressions for the expectation of the maximum andminimum of two iid
χ2
m random variables.

Lemma 1. Let X,Y
iid∼ χ2

m, A = max{X,Y }, and B = min{X,Y }. Then,

E[A] = m+
2√
π

Γ((m+ 1)/2)

Γ(m/2)
, and E[B] = m− 2√

π

Γ((m+ 1)/2)

Γ(m/2)
,

where Γ(·) denotes the Gamma function.

Proof. Note A+B = X +Y , so E[A+B] = E[X +Y ] = 2m. Therefore, it suffices to compute E[A]:

E[A] =
∞∫
0

∞∫
0

max{x, y}fX(x)fY (y) dx dy

=

∞∫
0

∞∫
y

xfX(x)fY (y) dx dy +

∞∫
0

∞∫
x

yfX(x)fY (y) dy dx = 2

∞∫
0

∞∫
y

xfX(x)fY (y) dx dy

(a)
=

2

2mΓ(m/2)2

∞∫
0

∞∫
y

xm/2e−x/2ym/2−1e−y/2 dx dy,
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where we substituted the pdf of a χ2
m distribution in (a). Letting t = x

2 results in

2

2mΓ(m/2)2

∞∫
0

∞∫
y

xm/2e−x/2ym/2−1e−y/2 dx dy

=
4

2m/2Γ(m/2)2

∞∫
0

∞∫
y/2

tm/2e−tym/2−1e−y/2 dt dy

(b)
=

4

2m/2Γ(m/2)2

∞∫
0

Γ(m/2 + 1, y/2)ym/2−1e−y/2 dy,

where in (b), we substituted the definition of the upper incomplete Gamma function, denoted as
Γ(p, x). Using the recurrence relation Γ(p+ 1, x) = pΓ(p, x) + xpe−x yields

4

2m/2Γ(m/2)2

∞∫
0

Γ(m/2 + 1, y/2)ym/2−1e−y/2 dy

=
m

Γ(m/2)2

∞∫
0

Γ(m/2, y/2)(y/2)m/2−1e−y/2 dy

︸ ︷︷ ︸
(c)

+
1

2m−2Γ(m/2)2

∞∫
0

ym−1e−y dy

︸ ︷︷ ︸
(d)

.

We first simplify (c). Letting s = y/2, (c) becomes

2m

Γ(m/2)2

∞∫
0

Γ(m/2, s)sm/2−1e−s ds.

From pg. 137, eq. (8) in [9]:
∞∫
0

Γ(m/2, s)sm/2−1e−s ds =
Γ(m)

(m/2) · 2m 2F1(1,m;m/2 + 1; 1/2)

where 2F1(a, b; c, d) denotes the ordinary hypergeometric function. By Gauss’s Second Summation
Theorem [50]:

Γ(m)

(m/2) · 2m 2F1(1,m;m/2 + 1; 1/2) =
Γ(m)Γ(1/2)Γ(m/2 + 1)

(m/2) · 2m · Γ((m+ 1)/2)
. (8)

By Legendre’s duplication formula, Γ(m) = Γ(m/2)Γ((m+1)/2)
21−m

√
π

. Additionally, the Gamma function
satisfies the recurrence relation Γ(z + 1) = zΓ(z) for all z > 0. Substituting these expressions into
(8) leads to

Γ(m)Γ(1/2)Γ(m/2 + 1)

(m/2) · 2m · Γ((m+ 1)/2)
=

Γ(m/2)Γ(m/2 + 1)

m
=

Γ(m/2)2

2
.

Therefore, (c) fully simplifies to the following:

m

Γ(m/2)2

∞∫
0

Γ(m/2, y/2)(y/2)m/2−1e−y/2 dy =
2m

Γ(m/2)2
Γ(m/2)2

2
= m.
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We now simplify (d):

1

2m−2Γ(m/2)2

∞∫
0

ym−1e−y dy
(e)
=

Γ(m)

2m−2Γ(m/2)2
(f)
=

2Γ((m+ 1)/2)

Γ(m/2)
√
π

,

where (e) is by the definition of the Gamma function, and (f) is by Legendre’s duplication formula.
Thus,

E[A] = m+
2√
π

Γ((m+ 1)/2)

Γ(m/2)
.

We then use the property E[A+B] = E[A] + E[B] = 2m to obtain E[B]:

E[B] = m− 2√
π

Γ((m+ 1)/2)

Γ(m/2)
.

A.2 Eigenvalues of Difference between Projection Matrices

Next, we provide a result about the eigenvalues of U1U
⊤
1 −U2U

⊤
2 .

Lemma 2. Let U1,U2 ∈ Rd×r s.t. U⊤
1 U1 = U⊤

2 U2 = Ir, and σℓ(U
⊤
1 U2) = cos(θℓ) for all ℓ ∈ [r],

where θ1 := θmin > 0. Then, U1U
⊤
1 − U2U

⊤
2 has r eigenvalues equal to sin(θ1), sin(θ2), . . . , sin(θr), r

eigenvalues equal to − sin(θ1),− sin(θ2), . . . ,− sin(θr), and d− 2r eigenvalues equal to 0.

Proof. Let Φ := U1U
⊤
1 −U2U

⊤
2 ∈ Rd×d. We derive an exact expression for the characteristic poly-

nomial det
(
Φ− λId

)
. First, note

Φ =
[
U1 U2

] [ U⊤
1

−U⊤
2

]
,

and let UΣV ⊤ be a singular value decomposition of U⊤
1 U2 ∈ Rr×r. Then, assuming λ ̸= 0,

det
(
Φ− λId

)
= (−1)dλd det

(
Id −

1

λ
Φ
)
= (−1)dλd det

(
Id −

1

λ

[
U1 U2

] [ U⊤
1

−U⊤
2

])
(a)
= (−1)dλd det

(
I2r −

1

λ

[
Ir UΣV ⊤

−V ΣU⊤ −Ir

])
= (−1)dλd det

([
(1− 1/λ)Ir −(1/λ)UΣV ⊤

(1/λ)V ΣU⊤ (1 + 1/λ)Ir

])
(b)
= (−1)dλd(1− 1/λ)r det

(
(1 + 1/λ)Ir +

(1/λ2)

1− 1/λ
V Σ2V ⊤

)
= (−1)dλd(1− 1/λ)r det(V ) det

(
(1 + 1/λ)Ir +

(1/λ2)

1− 1/λ
Σ2

)
det(V ⊤)

= (−1)dλd det

(
(1− 1/λ2)Ir + (1/λ2)Σ2

)
= (−1)dλd−2r

r∏
ℓ

[
λ2 − 1 + cos2(θℓ)

]
= (−1)dλd−2r

r∏
ℓ=1

[(
λ+ sin(θℓ)

)(
λ− sin(θℓ)

)]
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where (a) is from Sylvester’s Determinant Identity, and (b) is from the fact that

det

([
A B
C D

])
= det(A) det(D −CA−1B)

for invertible A. Solving for the roots of det
(
Φ − λId

)
= 0 yields λ = ± sin(θℓ) for all ℓ ∈ [r].

Therefore, Φ has 2r eigenvalues equal to ± sin(θ1),± sin(θ2), . . . ,± sin(θr). Although we also have
λ = 0with multiplicity d− 2r, we initially assumed λ ̸= 0, so these roots are invalid.

We now show the remaining d − 2r eigenvalues must be 0. We showed there are at least 2r
eigenvalues that are non-zero, so 2r ≤ rank(Φ). Additionally, we have

rank(Φ) = rank(U1U
⊤
1 −U2U

⊤
2 ) ≤ rank(U1U

⊤
1 ) + rank(−U2U

⊤
2 ) = 2r.

Thus, 2r ≤ rank(Φ) ≤ 2r,which implies rank(Φ) = 2r. Therefore, Φmust have exactly 2r non-zero
eigenvalues, implying the remaining d− 2r eigenvalues must all be equal to 0.

A.3 Expectation of Random Symmetric Rank-1Matrices
We provide upper and lower bounds for E[aa⊤] and E[bb⊤]. We first show E[aa⊤] and E[bb⊤] are isotropic
matrices.

Lemma 3. Letw ∼ N (0d, Id), x := U⊤
1 w, y := U⊤

2 w, a ∼ x
∣∣∥x∥2 > ∥y∥2, and b ∼ y

∣∣∥x∥2 > ∥y∥2.
Then, E

[
aa⊤] and E

[
bb⊤

]
are both isotropic matrices.

Proof. Since Cov(x) = Ir and Cov(y) = Ir, which are isotropic matrices, Cov(a) and Cov(b) are
also isotropic matrices. Thus, it suffices to show E[a] = 0r and E[b] = 0r.

E[a] = Ex,y∼N (0r,Ir)

[
x | ∥x∥2 > ∥y∥2

]
=

∞∫
0

∞∫
y

Ex∼N (0r,Ir)

[
x | ∥x∥2 = x

]
fX,Y (x, y) dx dy

(a)
= 0r,

where X,Y ∼ χ2
r , and (a) is because x

∣∣ ∥x∥2 = x is distributed uniformly on the sphere of radius√
x, so E

[
x | ∥x∥2 = x

]
= 0r. We can use the same argument to show E[b] = 0r. Therefore,

E[aa⊤] = Cov(a) and E[bb⊤] = Cov(b), which are both isotropic matrices.

The next result provides upper and lower bounds for E[aa⊤] and E[bb⊤].

Lemma 4. Letw ∼ N (0d, Id), x := U⊤
1 w, y := U⊤

2 w, a ∼ x
∣∣∥x∥2 > ∥y∥2, and b ∼ y

∣∣∥x∥2 > ∥y∥2.
Then, we have (

1 +

√
2

π
· sin(θ1)√

r + 1

)
Ir ⪯ E

[
aa⊤] ⪯ (1 + 1

r
·

√√√√ r∑
ℓ=1

sin2(θℓ)

)
Ir, and

(
1− 1

r
·

√√√√ r∑
ℓ=1

sin2(θℓ)

)
Ir ⪯ E

[
bb⊤

]
⪯

(
1−

√
2

π
· sin(θ1)√

r + 1

)
Ir.
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Proof. ByLemma3,E[aa⊤] is an isotropicmatrix, so it suffices to upper and lower boundTr
(
E[aa⊤]

)
=

E
[
Tr(aa⊤)

]
= E[∥a∥2]. By definition of a, ∥a∥2 ∼ max{X,Y }, whereX,Y ∼ χ2

r are not necessarily
independent. We first note

∥a∥2 = 1

2

(
∥x∥2 + ∥y∥2 +

∣∣∥x∥2 − ∥y∥2
∣∣).

Therefore,

E[∥a∥2] = 1

2

(
E[∥x∥2] + E[∥y∥2] + E

[
|∥x∥2 − ∥y∥2|

])
= r +

1

2

(
E
[
|∥x∥2 − ∥y∥2|

])
, (9)

so it suffices to upper and lower bound E
[
|∥x∥2 − ∥y∥2|

]. First, note
E
[∣∣∥x∥2 − ∥y∥2

∣∣] = E
[∣∣∥U⊤

1 w∥2 − ∥U⊤
2 w∥2

∣∣] = E
[∣∣w⊤(U1U

⊤
1 −U2U

⊤
2 )w

∣∣]. (10)

Let Φ := U1U
⊤
1 −U2U

⊤
2 . We first establish an upper bound as such:

E
[∣∣w⊤(U1U

⊤
1 −U2U

⊤
2 )w

∣∣] = E
[√

(w⊤Φw)2
] (a)

≤
√
E
[
(w⊤Φw)2

]
=
√
Var(w⊤Φw)

(b)
=

√
2Tr
(
Φ2
)
= 2

√√√√ r∑
ℓ=1

sin2(θℓ),

where (a) is from Jensen’s inequality, (b) is from Eq. (381) in [38], and the last equality is due to
Lemma 2. Therefore,

E[∥a∥2] ≤ r +

√√√√ r∑
ℓ=1

sin2(θℓ) =⇒ E[aa⊤] ⪯

(
1 +

1

r
·

√√√√ r∑
ℓ=1

sin2(θℓ)

)
Ir.

We now establish a lower bound for E
[∣∣∥x∥2 − ∥y∥2

∣∣]. Note Φ is symmetric, so there exists an
eigendecomposition Φ = QΛQ⊤ where Q ∈ Rd×d is an orthogonal matrix, and Λ is a diagonal
matrix consisting of the eigenvalues of Φ. We assume the eigenvalues are listed in descending
order in Λ. By Lemma 2, Φ has 2r non-zero eigenvalues equal to ± sin(θ1),± sin(θ2), . . . ,± sin(θr).
Therefore:

w⊤Φw = w⊤QΛQ⊤w := z⊤Λz =
r∑

ℓ=1

sin(θℓ)
[
z2ℓ − z2d−ℓ+1

]
, (11)

where z := Q⊤w ∼ N (0d, Id). Therefore,

E
[∣∣∥x∥2 − ∥y∥2

∣∣] = E
[
|z⊤Λz|

]
= E

[∣∣∣ r∑
ℓ=1

sin(θℓ)
[
z2ℓ − z2d−ℓ+1

]∣∣∣].
Before we proceed, we first note 0 < sin(θ1) ≤ sin(θℓ) ≤ 1 for all ℓ ∈ [r], so∣∣∣ sin(θℓ)[z2ℓ − z2d−ℓ+1

]∣∣∣ ≥ ∣∣∣ sin(θ1)[z2ℓ − z2d−ℓ+1

]∣∣∣ = sin(θ1)
∣∣z2ℓ − z2d−ℓ+1

∣∣
for all ℓ ∈ [r]. Thus, we have

r∑
ℓ=1

∣∣∣ sin(θℓ)[z2ℓ − z2d−ℓ+1

]∣∣∣ ≥ sin(θ1)

r∑
ℓ=1

∣∣z2ℓ − z2d−ℓ+1

∣∣ (c)≥ sin(θ1)

∣∣∣∣ r∑
ℓ=1

z2ℓ − z2d−ℓ+1

∣∣∣∣,
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where (c) is from the Triangle Inequality. Let Z1 :=
r∑

i=1
z2i and Z2 :=

r∑
ℓ=1

z2d−ℓ+1. Note Z1, Z2
iid∼ χ2

r

random variables, and |Z1−Z2| = max{Z1, Z2}−min{Z1, Z2}. Substituting this lower bound into
(10) yields

E
[∣∣∥x∥2 − ∥y∥2

∣∣] ≥ sin(θ1)E
[
|Z1 − Z2|

]
= sin(θ1)

(
E
[
max{Z1, Z2}

]
− E

[
min{Z1, Z2}

])
(d)
=

4 sin(θ1)√
π

Γ((r + 1)/2)

Γ(r/2)
,

where (d) is from Lemma 1. We can then lower bound Γ((r+1)/2)
Γ(r/2) as such. First, let x := r/2. Then,

by Wendel’s Inequality,

Γ(x+ 1/2)

x1/2Γ(x)
≥
(

x

x+ 1/2

)1/2

⇐⇒ Γ((r + 1)/2)

Γ(r/2)
≥ r√

2(r + 1)
,

so
E
[∣∣∥x∥2 − ∥y∥2

∣∣] ≥ 4r sin(θ1)√
2π(r + 1)

.

Substituting this lower bound into (9) yields

E
[
∥a∥2

]
≥ r +

√
2

π
· r sin(θ1)√

r + 1
=⇒ E

[
aa⊤] ⪰ (1 +√ 2

π
· sin(θ1)√

r + 1

)
Ir.

We can then use the fact E[∥a∥2 + ∥b∥2
]
= 2r to show(

1− 1

r
·

√√√√ r∑
ℓ=1

sin2(θℓ)

)
Ir ⪯ E

[
bb⊤

]
⪯

(
1−

√
2

π
· sin(θ1)√

r + 1

)
Ir,

which completes the proof.

A.4 Matrix Bernstein’s Inequality
We use Bernstein’s matrix inequality to bound the largest and smallest eigenvalues of sums of independent,
random symmetric matrices.

Lemma 5 (Bernstein’s inequality, adapted fromTheorem 6.2 in [53]). LetX1, . . . ,Xn be independent
random symmetric matrices of dimensionm. Assume that there exist a positive number R and matricesAi

such that
E[Xp

i ] ⪯
p!

2
·Rp−2 ·A2

i

for all i ∈ [n] and integers p ≥ 2. Then, for all t ≥ 0:

P

(
λ1

( n∑
i=1

Xi − E[Xi]

)
≥ t

)
≤ m · exp

(
− t2

2(σ2 +Rt)

)
,

where σ2 = σ1

(
n∑

i=1
A2

i

)
. We refer to the condition E[Xp

i ] ⪯
p!
2 ·Rp−2 ·A2

i as Bernstein’s condition. We

show aa⊤ and bb⊤ satisfy Bernstein’s condition.
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Lemma 6. Letw ∼ N (0d, Id) x := U⊤
1 w, y := U⊤

2 w, a ∼ x
∣∣∥x∥2 > ∥y∥2, and b ∼ y

∣∣∥x∥2 > ∥y∥2.
Then, we have

E
[
(aa⊤)

p] ⪯ p!

2
· (2r)p−2 · 8r2Ir, and E

[
(bb⊤)

p] ⪯ p!

2
· (2r)p−2 · 8r2Ir

for all integers p ≥ 1.

Proof. We first focus on E
[
(aa⊤)

p]. It suffices to upper bound λ1

(
E
[
(aa⊤)

p]):
λ1

(
E
[
(aa⊤)

]) (a)

≤ E
[
λ1

(
(aa⊤)

p)] (b)
= E

[
(∥a∥2)p

]
,

where (a) is due to Jensen’s inequality, and (b) is because (aa⊤)
p is a rank-1matrix for all integers

p ≥ 1. Recall ∥a∥2 ∼ max{X,Y }, where X := ∥x∥2 and Y := ∥y∥2. Therefore,

E
[
(∥a∥2)p

]
=

∞∫
0

∞∫
0

max{x, y}pfX,Y (x, y) dx dy =

∞∫
0

∞∫
0

max{xp, yp}fX,Y (x, y) dx dy

= 2

∞∫
0

∞∫
y

xpfX,Y (x, y) dx dy
(a)

≤ 2

∞∫
0

∞∫
0

xpfX|Y (x|y)fY (y) dx dy = 2

∞∫
0

EX∼χ2
r

[
Xp | Y

]
fY (y) dy

= 2EY∼χ2
r

[
EX∼χ2

r

[
Xp | Y

]]
= 2E

[
Xp
] (b)

≤ p!(2r)p =
p!

2
· (2r)p−2 · 8r2,

where (a) is because X and Y have non-negative support, and (b) is from Lemma A.6 in [40].
Therefore:

E
[
(aa⊤)

p] ⪯ p!

2
· (2r)p−2 · 8r2Ir =

p!

2
·Rp−2

a ·A2,

where Ra = 2r andA2 = 8r2Ir. We can bound E
[
(bb⊤)

p] in a similar manner to obtain:

E
[
(bb⊤)

p] ⪯ p!

2
· (2r)p−2 · 8r2Ir =

p!

2
·Rp−2

b ·B2,

where Rb = 2r and B2 = 8r2Ir.

B Proof of Theorem 1
We now provide the full proof of Theorem 1. For ease of exposition, let X := WU1 and Y := WU2, and
xn and yn denote the nth row inX and Y , respectively, written as column vectors. Note xn = U⊤

1 wn and
yn = U⊤

2 wn, where wn ∼ N (0d, Id).

B.1 Conditions for Linear Separability
We first identify necessary and sufficient conditions to achieve linear separability between f(S1) and f(S2).
By definition of linear separability, we aim to show there exists a v ∈ RD such that (3) holds for all α ∈
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Rr \ {0r}. Focusing only on U1, we can re-write (3) under Assumption 2 as such:

v⊤f
(
U1α

)
=

D∑
n=1

vn(w
⊤
nU1α)2 =

D∑
n=1

vn(w
⊤
nU1α)(w⊤

nU1α)

=
D∑

n=1

vn(α
⊤U⊤

1 wn)(w
⊤
nU1α) = α⊤

( D∑
n=1

vnU
⊤
1 wnw

⊤
nU1

)
α

= α⊤
( D∑

n=1

vnxnx
⊤
n

)
α > 0 ⇐⇒

D∑
n=1

vnxnx
⊤
n ≻ 0.

We can re-write the U2 part of (3) similarly to obtain the following necessary and sufficient conditions for
linear separability:

D∑
n=1

vnxnx
⊤
n ≻ 0 and

D∑
n=1

vnyny
⊤
n ≺ 0. (12)

We then construct the linear classifier v with the following entries:

For all n ∈ [D], vn = sign
(
∥xn∥2 − ∥yn∥2

)
.

With this choice of v, (12) becomes

Q1 :=
∑
i∈I

xix
⊤
i −

∑
j∈Ic

xjx
⊤
j ≻ 0 and Q2 :=

∑
i∈I

yiy
⊤
i −

∑
j∈Ic

yjy
⊤
j ≺ 0,

where I := {n ∈ [D] : vn = +1} and Ic := {n ∈ [D] : vn = −1}. We now upper bound the failure
probability P

(
Q1 ̸≻ 0 ∪Q2 ̸≺ 0

)
.

Dependence between vn, xn, and yn. For all n ∈ [D], vn is statistically dependent on xn and yn, so
we cannot directly apply matrix concentration inequalities to upper bound the failure probability. However,
we can construct random matrices identically distributed toQ1 andQ2 without this dependence, and apply
concentration inequalities to the newly-constructed random matrices.

First, note v1, v2, . . . , vD are iid Rademacher random variables. Also note xi,yj ∼ a, and xj ,yi ∼ b,
for all i ∈ I and j ∈ Ic. Now, let Z1, . . . , ZD be D iid Rademacher random variables, and an and bn be
iid copies of a and b, respectively, that are independent from Zn for all n ∈ [D]. We define the following
independent random matrices Sn,1 and Sn,2 :

Sn,1 ∼
Zn + 1

2
ana

⊤
n +

Zn − 1

2
bnb

⊤
n and Sn,2 ∼

Zn + 1

2
bnb

⊤
n +

Zn − 1

2
ana

⊤
n

for all n ∈ [D]. We now define S1 and S2 as follows:

S1 :=
D∑

n=1

Sn,1 and S2 :=
D∑

n=1

Sn,2,

or equivalently,
S1 =

∑
i∈J

aia
⊤
i −

∑
j∈J c

bjb
⊤
j and S2 =

∑
i∈J

bib
⊤
i −

∑
j∈J c

aja
⊤
j

where J := {n ∈ [D] : Zn = +1} and J c := {n ∈ [D] : Zn = −1}. By definition, S1 and S2 are
identically distributed to Q1 and Q2, respectively. Upper bounding P

(
Q1 ̸≻ 0 ∪ Q2 ̸≺ 0

)
is therefore
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equivalent to upper bounding P
(
S1 ̸≻ 0 ∪ S2 ̸≺ 0

)
. However, for all n ∈ [D], Zn has no dependence on

an and bn, so we can directly apply standard concentration inequalities to upper boundP
(
S1 ̸≻ 0∪S2 ̸≺ 0

)
.

We define the random variable Q := 1
D

D∑
n=1

1[Zn = +1], where 1 denotes the indicator function.

B.2 Bounding the Failure Probability
We aim to upper bound P

(
S1 ̸≻ 0∪S2 ̸≺ 0

)
by some (arbitrarily) small δ ∈ (0, 1). We first upper bound

P
(
S1 ̸≻ 0

)
and P

(
S2 ̸≺ 0

)
individually. Let γ1 :=

√
2
π · sin(θ1)√

r+1
and γ2 := 1

r ·
√

r∑
ℓ=1

sin2(θℓ). Also let

α1 := 1 + γ1, α2 := 1 + γ2, β1 := 1− γ1, and β2 := 1− γ2.
We first upper bound P

(
S1 ̸≻ 0

)
. Note S1 ̸≻ 0 if and only if λr(S1) ≤ 0. By Lemma 6, S1 and S2 are

sums of random matrices that satisfy Bernstein’s condition. Therefore, we can upper bound P
(
S1 ̸≻ 0

)
=

P
(
λr(S1) ≤ 0

)
using Bernstein’s inequality:

P
(
S1 ̸≻ 0

)
= P

(
λr(S1) ≤ 0

)
= P

(
λr(S1)− λr

(
E[S1]

)
≤ −λr

(
E[S1]

))
(a)

≤ P
(
λr

(
S1 − E[S1]

)
≤ −λr

(
E[S1]

))
= P

(
λ1

(
− S1 − E[−S1]

)
≥ λr

(
E[S1]

))
(b)

≤ r · exp

(
−

λr

(
E[S1]

)2
16r2D + 4rλr

(
E[S1]

)), (13)

where (a) is due to Weyl’s inequality, and (b) is from Lemma 5. We now upper and lower bound E[S1] as
follows. First, using Lemma 4,

(2Q− β1)DIr ⪯ E
[
S1 |Q

]
⪯ (2Q− β2)DIr.

Then, taking the expectation over Q yields

γ1DIr ⪯ E[S1] ⪯ γ2DIr. (14)

Therefore, γ1D ≤ λr

(
E[S1]

)
≤ γ2D. Substituting (14) into (13) leads to

P
(
S1 ̸≻ 0

)
≤ r · exp

(
− γ21D

16r2 + 4γ2r

)
.

By similar argument, we can show by −γ2DIr ⪯ E[S2] ⪯ −γ1DIr that

P
(
S2 ̸≺ 0

)
≤ r · exp

(
− γ21D

16r2 + 4γ2r

)
.

Finally, we apply the Union Bound to obtain the following upper bound on the failure probability:

P
(
S1 ̸≻ 0 ∪ S2 ̸≺ 0

)
≤ 2r · exp

(
− γ21D

16r2 + 4γ2r

)
. (15)
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B.3 Final Result
Upper bounding (15) by some (arbitrarily small) δ ∈ (0, 1), and then re-arranging the terms to lower bound
D, results in

D ≥ 16r2 + 4γ2r

γ21
· log

(
2r

δ

)
. (16)

Substituting the definitions of γ1 and γ2, as well as θmin := θ1, into (16) leads to our final result. Let
δ ∈ (0, 1). Then, S1 ≻ 0 and S2 ≺ 0, and thus f(S1) and f(S2) are linearly separable, if the network width
D satisfies

D ≥
2π

(
4r2 +

√
r∑

ℓ=1

sin2(θℓ)

)
(r + 1)

sin2(θmin)
· log

(
2r

δ

)
. (17)
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