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Abstract

The reasoning capabilities of LLMs are cur-001
rently hotly debated. We examine the issue002
from the perspective of claim/rumour verifi-003
cation. We propose the first logical reason-004
ing framework designed to break down any005
claim or rumor paired with evidence into the006
atomic reasoning steps necessary for verifica-007
tion. Based on our framework, we curate two008
annotated collections of such claim/evidence009
pairs: a synthetic dataset from Wikipedia and a010
real-world set stemming from rumours circulat-011
ing on Twitter. We use them to evaluate the rea-012
soning capabilities of GPT-3.5-Turbo and GPT-013
4 (hereinafter referred to as ChatGPT) within014
the context of our framework, providing a thor-015
ough analysis. Our results show that ChatGPT016
struggles in abductive reasoning, although this017
can be somewhat mitigated by using manual018
Chain of Thought (CoT) as opposed to Zero019
Shot (ZS) and ZS CoT approaches. Our study020
contributes to the growing body of research021
suggesting that ChatGPT’s reasoning processes022
are unlikely to mirror human-like reasoning,023
and that LLMs need to be more rigorously eval-024
uated in order to distinguish between hype and025
actual capabilities, especially in high stake real-026
world tasks such as claim verification.027

1 Introduction028

Large Language Models (LLMs) can perform well029

on non-trivial tasks and solve difficult problems.030

These capabilities range from solving MBA exams031

(Terwiesch, 2023) to passing professional medi-032

cal tests (Kung et al., 2023; Nori et al., 2023) to033

quantitative reasoning (Lewkowycz et al., 2022).034

Nevertheless, there is much ongoing debate sur-035

rounding their evaluation and reasoning capabili-036

ties. For instance, initial claims of Theory of Mind037

(ToM) capabilities (Bubeck et al., 2023; Kosinski,038

2023) of LLMs have turned out to be hastily drawn039

conclusions (Ullman, 2023; Sileo and Lernould,040

2023) and later studies have found that even though041

LLMs manifest some form of ToM capabilities 042

these are not robust (Shapira et al., 2023). Later 043

work showed that it is possible to improve LLMs’ 044

ToM capabilities by using Chain of Thought (CoT) 045

(Moghaddam and Honey, 2023; Zhou et al., 2023) 046

and prompt planning (Sclar et al., 2023) tech- 047

niques. LLMs have also been successfully used 048

in communication games such as werewolf (Xu 049

et al., 2023), diplomacy (Bakhtin et al., 2022), pris- 050

oner’s dilemma (Akata et al., 2023), and negotia- 051

tion games (Gandhi et al., 2023) that require social, 052

game theoretic (Mao et al., 2024), and strategic rea- 053

soning capabilities. Additionally, there were also 054

claims of emergent reasoning abilities (Wei et al., 055

2022), recently shown to be due to metric non- 056

linearity (Schaeffer et al., 2023), with reasoning 057

capabilities attributable to in-context learning (Lu 058

et al., 2023b). Furthermore, Shapira et al. (2023) 059

found that LLMs show Clever Hans (Kavumba 060

et al., 2019) behaviour and rely on shortcuts, heuris- 061

tics, and spurious correlations. These mixed and 062

initial over-promised results show that work on the 063

reasoning abilities of LLMs is still inconclusive 064

(Huang and Chang, 2023) and we are still far from 065

understanding their reasoning capabilities. 066

With the rise in popularity of LLMs comes both 067

the potential for increased productivity and the 068

scope for bad actors to proliferate misinformation 069

(Guo et al., 2023). It is thus essential to understand 070

the reasoning capabilities and limitations of LLMs 071

and how they can be useful for tasks mitigating the 072

spread of misinformation. Here we focus on infor- 073

mation verification, which requires both accurate 074

classification and strong rationale generation to be 075

effective (Schlichtkrull et al., 2023). We extend 076

the current discussion around reasoning abilities 077

of LLMs, aiming to elucidate their capabilities in 078

evaluating claims and rumours that circulate on- 079

line more precisely. To this end, we create two 080

small datasets, one of claims from Wikipedia and 081

another of rumours from the PHEME dataset (Zu- 082
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biaga et al., 2016), containing different types of083

claims in terms of the reasoning skills required to084

resolve them. It is important to draw a distinction085

between claims and rumours, since the former are086

usually simple checkable facts with a closed-world087

assumption, whilst the latter are usually complex,088

containing multiple parts - here rumours comprise089

social media posts of questionable veracity.090

We propose a logical reasoning framework in091

Section 2.1, capable of breaking any claim or ru-092

mour down into atomic reasoning steps, and use093

it to manually annotate both of our datasets. Chat-094

GPT is used to provide veracity assessments for095

both. We find that whilst ChatGPT is highly ac-096

curate at verifying our Wikipedia-based dataset of097

claims, it struggles with the real-world rumours098

of the PHEME-based dataset. Furthermore, when099

mathematical aspects are taken out of the picture,100

the model performs poorly when verification re-101

quires abductive (as opposed to deductive) reason-102

ing. We make the following contributions:103

• We propose the first logical reasoning frame-104

work capable of breaking any claim or rumour105

down into atomic reasoning steps.106

• We create two small datasets, manually anno-107

tated based on our framework, to evaluate the108

reasoning abilities of LLMs.109

• We use our datasets and framework to con-110

duct an in-depth investigation of the reasoning111

abilities and limitations of multiple versions112

of ChatGPT under Zero Shot and Chain of113

Thought paradigms.114

• We demonstrate that ChatGPT is better at de-115

ductive than abductive reasoning, verifying116

simple claims rather than rumours, and pro-117

vide further evidence to suggest that it does118

not possess human-like reasoning abilities.119

• We show that Zero Shot Chain of Thought pro-120

duces better quality explanations compared to121

other prompt paradigms.122

2 Methodology123

2.1 Logical Reasoning Framework124

The term reasoning is often used interchange-125

ably to denote critical thinking, decision mak-126

ing and logical reasoning. Hence, we provide a127

relaxed definition of reasoning followingWason128

and Johnson-Laird (1972) and Galotti (1989), as129

the process based on critical thinking that re-130

sults in either some form of decision making131

or logical conclusion. In other words, reason-132

ing is a process employing inference between 133

claims/arguments and premises/evidence to come 134

to a conclusion/decision. Inference can be broken 135

down into three inter-related components which 136

we refer to as the reasoning path, reasoning modes, 137

and reasoning processes. 138

The reasoning path is a series of hops linking the 139

claim and evidence pair to a conclusion (here verac- 140

ity label), as can be seen in Figure 1. Paths can be 141

single or multi-hop, in which case the resolution of 142

the original pair results in a series of sub-problems. 143

Although it is possible for a claim/evidence pair 144

to have multiple valid reasoning paths, the vast 145

majority of entries in our dataset have just one. 146

We consider a hop to take place whenever we use 147

reasoning to obtain new information, rather like 148

the steps involved in solving a simultaneous equa- 149

tion. We do not consider the understanding of word 150

definitions nor the introduction of common-sense 151

knowledge to constitute a hop (although using these 152

to derive new information counts as a hop). 153

Each hop in a reasoning path has an associated 154

process and mode, which can be viewed as mu- 155

tually exclusive sets of labels. First, we consider 156

process, which can take many different forms de- 157

pending on the claim structure. For instance, it 158

can be causal reasoning, identifying the causal 159

link between an action or event and its effect, or 160

mathematical reasoning in which calculations are 161

performed. Temporal reasoning involves under- 162

standing the ordering of events and performing the 163

necessary mathematical reasoning about dates and 164

times 165

The reasoning mode of a hop can be either deduc- 166

tive, abductive, inductive, or analogical. Below we 167

provide informal definitions of these modes. More 168

rigorous definitions can be found in Appendix A. 169

Deductive: Deductive reasoning is a logical rea- 170

soning mode by which a conclusion is drawn from 171

a set of premises. The conclusion is valid if it rea- 172

sonably follows the associated premises. Thus, if 173

the premise holds then the conclusion also holds. 174

For example: 175

• Claim: Schools closed, Dammartin-en-Goele 176

residents told to stay indoors, town ‘like war- 177

zone’ 178

• Evidence: Schools went into lockdown and 179

the town appealed to residents to stay inside 180

resident’s houses. 181

• Conclusion: The evidence explicitly refer- 182

ences the school closing down and also resi- 183
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dents being told to shelter at home. Therefore,184

we deductively infer that the rumour is true185

as the conclusion based on the claim logically186

follows the evidence.187

Abductive: Abductive reasoning is the logical188

reasoning mode by which the most plausible con-189

clusion is drawn from a set of hypotheses, based190

on partial observations/evidence. In simple terms,191

abductive reasoning is a best guess given some ev-192

idence that doesn’t account for every possibility.193

This means, abductive reasoning can also lead to194

false conclusions.195

• Claim: Sydney airspace wasn’t closed. A196

second terror suspect wasn’t arrested. Myths197

around sydneysiege debunked.198

• Evidence: The suspect, who first took the199

cafe during Monday morning rush hour, was200

identified by police as local Muslim cleric201

Man Haron Monis, who had taken to calling202

’Sheikh Haron’. Officials said local Muslim203

cleric Man Haron Monis, who had taken to204

calling himself ’Sheikh Haron’ died after be-205

ing shot during the raid. An armed intruder,206

identified by police as Man Haron Monis, held207

an ’undisclosed number’ of hostages inside208

the cafe in central Sydney for 16 hours before209

police stormed the cafe in central Sydney at210

about 2:10am AEDT on Tuesday.211

• Conclusion: Here, the claim mentions a sec-212

ond terror suspect. However, the evidence213

doesn’t confirm anything regarding another214

suspect. Therefore, given the partial set of evi-215

dence we have, we can guess, using abduction,216

that the rumour1,is false based on the hypoth-217

esis that the local muslim cleric was working218

by himself as he was the only suspect in the219

cafe.220

Inductive: In induction inference is drawn from221

a complete set of observations (for a specific do-222

main) and based on them a generalization is derived223

- a rule that can be used beyond the initial set of ob-224

servations. This is in contrast to a abductive reason-225

ing, whose conclusion is merely a best guess based226

on incomplete information. We discuss this more227

in Appendix A. As per Flach and Kakas (2000),228

for inductive reasoning, the evidence can be true229

but only provide partial support for the conclusion,230

as the conclusion can go beyond the information231

found in the evidence. Thus, its conclusion can232

1the claim refutes the rumour, so we abduce the claim is
true whereas the rumour is false

be generalized over a broader domain that is not 233

cover by initial evidence and therefore, it can also 234

be false. An example is provided in A. 235

• Claim: Injecting or consuming bleach or dis- 236

infectant kills the virus (Covid-19). 237

• Evidence 1: Applying alcohol or chlorine to 238

the skin can cause harm, especially if it enters 239

the eyes or mouth. 240

• Evidence 2: These chemicals can disinfect 241

surfaces, but people should not use them on 242

their bodies. 243

• Evidence 3: Also, these products cannot kill 244

viruses inside the body. 245

• Conclusion: From the evidence we can in- 246

ductively draw a general conclusion that that 247

claim is false as evident bleach and disinfec- 248

tant cause harm to human bodies.Therefore, 249

the general rule here is that, these can not kill 250

any kind viruses in side the human body. 251

Analogical reasoning: Analogical reasoning is 252

the logical reasoning mode by which a comparison 253

is made between objects or entities with respect 254

to similarity. Analogical reasoning is unlikely to 255

occur in the domain of rumour verification. Nev- 256

ertheless, we have included it here due to the sake 257

of completion. We provide synthetic examples in 258

Appendix A. 259

We provide an example of rumour resolution us- 260

ing our framework in Figure 1. It involves a multi- 261

hop reasoning path consisting of 2 hops. Both hops 262

use a causal reasoning process. In the first hop, 263

through abductive reasoning, we establish the rela- 264

tion between a pilot being locked out of the cockpit 265

and the pounding on the door. In the second hop, 266

we link the context of the evidence to the rumour 267

via deductive reasoning. 268

2.2 Dataset 269

As discussed previously, we have constructed two 270

small datasets to test the abilities of LLMs to verify 271

claims. Despite their size, they contain sufficiently 272

diverse examples to challenge the models in multi- 273

ple ways. The Wikipedia-based dataset focuses on 274

fact checking simple claims from material which 275

most likely formed part of the models’ training 276

data (Balloccu et al., 2024), whereas the PHEME- 277

based dataset consists of substantially more com- 278

plex claims from social media. Additionally, most 279

entries in both datasets have a single reasoning 280

path as most evidence provides clear veracity for 281

its associated claim. 282
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Figure 1: Resolution of a multi-hop compound reasoning type rumour using our proposed framework. We apply
two sets of mutually exclusive labels: {Abductive, Deductive, Inductive} and {Causal, Mathematical}.

2.2.1 Wikipedia-based Dataset283

Inspired by FEVER (Thorne et al., 2018), we ran-284

domly selected 20 articles from the top 5000 most285

popular ones on Wikipedia. For each selected ar-286

ticle we create four separate claims, two of which287

involve numbers or dates.288

To ensure the facts pertain to reasonably impor-289

tant information from each article, we used only290

information from the first paragraph, unless there291

was a compelling reason to do otherwise. Facts292

were rephrased to avoid direct quotations from293

Wikipedia and thus prevent models from provid-294

ing responses based on pure memorization (Carlini295

et al., 2023; Wu et al., 2023b; Balloccu et al., 2024).296

However, when it came to incorporating evidence,297

we mostly retained the information in its original298

format from Wikipedia with minimal modification.299

Each claim was manually assigned a veracity300

label False True, or Unverified. Claims were fur-301

ther annotated with their ‘reasoning paths’ via our302

framework in Section 2.1 by two annotators, reach-303

ing an inter-annotator agreement of 0.9. Due to304

imbalanced distribution of reasoning modes, we305

used Bennetts S score instead of Cohen’s Kappa.306

Disputes were resolved by discussion with an in-307

dependent expert. Statistics for this dataset can be308

found in Table 1.309

Claim Type False True Unverified

Deductive 17 37 -
Abductive 1 2 -
Total 18 39 20

Table 1: Statistics of the Wikipedia-based dataset, com-
prised of claims. Unverified claims have no reasoning
paths.

2.2.2 PHEME-based Claim Collection 310

Claims from the PHEME dataset with sufficient 311

evidence were manually chosen to provide a di- 312

verse set of test cases for LLMs. The result- 313

ing dataset is notably less challenging than PHE- 314

MEPlus (Dougrez-Lewis et al., 2022) and simi- 315

lar datasets that employ automated evidence re- 316

trieval methods, due to our requirement that every 317

rumour comes with sufficient evidence allowing 318

accurate veracity classification (except the ‘Unveri- 319

fied’ class). 320

Evidence was collected in the form of direct 321

quotes from sources, and annotation of ‘reasoning 322

paths’ was carried out as in the previous section 323

with pre-resolution and our inter-annotator agree- 324

ment for PHEME was 0.86. Statistics for this 325

dataset can be found in Table 2.

Rumour Type False True Unverified

Deductive 17 25 -
Abductive 5 3 -
Total 22 28 34

Table 2: Statistics of the PHEME-based dataset, com-
prised of rumours. Unverified rumours have no reason-
ing paths.

326

2.3 Experimental Setup 327

2.3.1 Task Definition 328

We provide ChatGPT with a claim/rumour and rele- 329

vant evidence pair, and ask it to identify the rumour 330

as one of {False, True, Unverified} as well as pro- 331

vide justification. 332
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2.3.2 Task Details333

Prompting structure: We conduct experiments334

under three different prompting paradigms, the335

baseline being Zero-Shot prompting. Prompts are336

constructed as follows:337

Q: As an expert journalist, classify the338

following rumour as true or false using339

only the provided evidence.340

RUMOUR: Recovered black box shows a pilot341

was locked out of the Germanwings cockpit342

before the crash.343

EVIDENCE: Germanwings plane crash: Pilot344

locked out of cockpit before aircraft hit345

French Alps, says investigator, German346

state prosecutor The official described347

hearing one of the pilots the cockpit348

lightly knocked on the door at first -349

before pounding on the door.350

A:351

Our second method is Zero-Shot CoT. We follow352

Kojima et al. (2023) and append ‘Let’s think step353

by step.’ to the above prompt.354

Our final prompting method is manual CoT,355

where we follow Wei et al. (2023) and construct356

seven-shot examples as our rationales. The full set357

of examples is provided in Appendix D.358

Closed World Assumption: We instruct Chat-359

GPT to use "only the evidence available". This in-360

struction appears to have been well followed, with361

very few cases that could suggest outside informa-362

tion creeping in to explanations. The model still363

draws upon common-sense knowledge despite this364

instruction, although we consider this both reason-365

able and necessary.366

Role-playing: Significant efforts have been made367

to regulate bias and ensure the safety of propre-368

itary LLMs (Perez et al., 2022; Ganguli et al.,369

2022). Therefore, additional instructions may be370

required for them to generate useful responses.371

In our case, we instruct ChatGPT to evaluate the372

claims/rumours as "an expert journalist", as with-373

out this instruction, the model usually refuses to374

answer prompts on the grounds of ethics or due to375

other constraints supposedly imposed by OpenAI,376

but adding this context enabled us to sidestep these377

constraints.378

Explanations are an important aspect of rumour379

verification. Confidence and acceptability of the380

source of verification is fundamental to classifica-381

tion as we can’t validate claims without plausible382

trustable explanations. Therefore, it is essential 383

to evaluate explanations generated by LLMs for 384

veracity predictions as LLMs are know to hallu- 385

cinate (Bouyamourn, 2023; Rawte et al., 2023). 386

Such explanations have also been shown to be self- 387

contradictory (Mündler et al., 2023). Furthermore, 388

it has been found that CoT methods can exacerbate 389

hallucination (Gao et al., 2023a) and Shapira et al. 390

(2023) found that LLMs show confidence in their 391

predictions even when wrong. 392

3 Results and Discussion 393

3.1 Results Overview 394

ChatGPT performs better on the Wikipeda-based 395

claims than the PHEME-based rumours, proba- 396

bly due the model having more exposure to data 397

surrounding these claims and their more straight- 398

forward nature. In Table 5, both models hit the 399

performance ceiling for causal reasoning on these 400

relatively simple claims, not encountering the Re- 401

versal Curse (Berglund et al., 2023). This suggests 402

they are well acquainted with these topics and thus 403

we focus our analyses on the PHEME-based ru- 404

mours. The LLMs tend to particularly struggle 405

when rumour verification requires abductive rea- 406

soning, although this may be alleviated to some 407

extent by using Manual CoT. Zero Shot reasoning 408

outperforms Zero Shot CoT but not Manual CoT. 409

3.2 Discussion 410

Reasoning Performance When mathematical 411

claims/rumours are excluded as in Table 5 (we al- 412

ready know from López Espejel et al. (2023) that 413

ChatGPT underperforms on them), it emerges that 414

the LLMs perform substantially better on deductive 415

than abductive reasoning. Abductive performance 416

is best with Manual CoT. We hypothesise that since 417

deductive reasoning is by far the most common 418

mode LLMs are likely to encounter in their train- 419

ing data, adding these examples to the prompt may 420

have prompted the model to pursue such lines of 421

reasoning. However, abductive performance of 422

both models on the PHEME-based dataset remains 423

unchanged when the abductive examples are re- 424

moved, suggesting that the presence of deductive 425

examples alone is sufficient to improve abductive 426

reasoning, or perhaps that there were not enough 427

abductive examples to impact performance. 428

One potential difficulty with abductive reason- 429

ing is that the conclusion is by definition uncertain, 430

even though our dataset is designed such that every 431
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F T U

F 12 2 6
T 0 36 4
U 3 2 15

Zero Shot

F T U

F 17 0 3
T 2 31 7
U 10 0 10

ZS CoT (Kojima et al.,
2023)

F T U

F 14 0 6
T 1 31 8
U 1 0 19

Manual CoT (Wei et al.,
2023)

Table 3: 3-class classification results of GPT-3.5-Turbo on the Wikipedia-based dataset under the Zero Shot (ZS)
and Chain of Thought (CoT) paradigms. F = False, T = True, U = Unverified. Bold letters indicate the ground-truth.

F T U

F 7 9 9
T 2 27 1
U 14 6 14

Zero Shot

F T U

F 10 4 11
T 1 17 12
U 6 6 22

ZS CoT (Kojima et al.,
2023)

F T U

F 7 7 11
T 2 23 5
U 4 8 22

Manual CoT (Wei et al.,
2023)

Table 4: 3-class classification results of GPT-3.5-Turbo on the PHEME-based dataset under the Zero Shot (ZS) and
Chain of Thought (CoT) paradigms. F = False, T = True, U = Unverified. Bold letters indicate the ground-truth.

Deductive Abductive Deductive Abductive
gpt-3.5-turbo gpt-4 gpt-3.5-turbo gpt-4 gpt-3.5-turbo gpt-4 gpt-3.5-turbo gpt-4
✓ x ✓ x ✓ x ✓ x ✓ x ✓ x ✓ x ✓ x

ZS 22 2 24 0 3 0 3 0 24 3 25 2 3 4 3 4
ZS CoT 23 1 24 0 3 0 3 0 19 8 24 3 4 3 2 5
Manual CoT 22 2 24 0 3 0 3 0 21 6 22 5 5 2 6 1

Wikipedia-based dataset PHEME-based dataset

Table 5: 2-class {False, True} classification results of GPT-3.5-Turbo and GPT-4 on Wiki and PHEME under
zero-shot (ZS) and chain-of-thought (CoT) paradigms, stratified by reasoning mode, and excluding mathematical
rumours (causal only). Abductive claims/rumours include any with an abductive step in their reasoning path.

rumour/claim can be proven "beyond reasonable432

doubt" with the evidence available. We conduct our433

reasoning experiments in a 2-class setting to pre-434

vent the model from giving the Unverified label in435

such cases - when introducing this possibility, most436

but not all abductive rumours are indeed deemed437

Unverified and Manual CoT no longer yields im-438

provements over the other paradigms. Possible439

reason is bias towards deductive reasoning.440

Prompt Structure Contrary to our expectations441

and empirical evidence (Kojima et al., 2023; Zhou442

et al., 2023), ChatGPT performed better under the443

Zero Shot paradigm than Zero Shot (ZS) CoT for444

PHEME. However, performance is restored, when445

7-shot manual CoT is used instead. The perfor-446

mance improvement with manual CoT also aligns447

with literature (Wei et al., 2023; Chen et al., 2023;448

Gao et al., 2023b). One likely reason of failure of449

ZS CoT might be due to the nature of rumours and450

ZS CoT creating ambiguous reasoning paths for451

ChatGPT. This might be explained through Prys- 452

tawski et al. (2023)’s findings, who show that ZS 453

CoT works well when observations tend to occur in 454

partially overlapping neighborhoods of related con- 455

cepts. For instance, ZS CoT has the most unverified 456

predictions out of all the other paradigms (GPT-4 457

results are provided in Appendix E). This might be 458

due to rumourous samples not having local struc- 459

tures within training data in order for the model to 460

find a valid path. As for manual CoT performance, 461

the provided examples are likely bridging reason- 462

ing paths to reduce confusion within the models’ 463

own paths thus resulting in better performance. 464

Explanations ChatGPT usually generates a con- 465

vincing explanation for its classification. How- 466

ever, the quality of explanation varies based on the 467

prompt paradigm. For PHEME, ZS CoT generated 468

the most verbose explanation (A1) whereas man- 469

ual CoT explanations are much more brief. GPT-4 470

sometimes did not produce explanations even with 471
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ZS CoT and occasionally it performs classification472

without any provided explanation. ChatGPT was473

able to breakdown rumours and provide partial ver-474

ification with ZS CoT, which was not observed for475

the other two prompting methods. For example,476

given the rumour/evidence pair in A2, the explana-477

tion by GPT-4 under ZS CoT was: "The rumour is478

partially true. The evidence confirms that there was479

a shooting at the Canada War Memorial and a per-480

son (a Canadian soldier) was shot. However, the481

evidence only mentions one gunman, not ’numer-482

ous gunmen’". We also noticed self-contradictory483

explanations A3. For the wiki dataset, most gen-484

erated explanations were of similar quality. We485

provide further examples of provided explanations486

in Appendix C.487

Inconsistencies Apart from GPT-4 hitting the488

performance ceiling on the Wikipedia-based489

dataset, we otherwise observe a curious pattern of490

errors. Suppose there exist many claims for some491

model to evaluate, paired with suitable pieces of492

evidence, and of varying difficulty to correctly clas-493

sify. We would expect a model with the ability to494

reason per se (or indeed a human) to achieve near495

perfect results for sufficiently simple claims, until496

a threshold difficulty is reached where accuracy497

decays towards random chance.498

Although the LLMs are reasonably accurate in499

Tables 3 and 4, and are often assumed to be ca-500

pable of human-like reasoning per se (Dasgupta501

et al., 2023), the pattern of errors we observe dif-502

fers from that specified in the previous paragraph.503

Loosely speaking, the models frequently make er-504

rors on rumours we consider to be simple, whilst505

still maintaining reasonable accuracy in more com-506

plex cases. It is more likely that ChatGPT is merely507

displaying some reasoning-like ability via statisti-508

cal means, akin to pulling an answer out of a hat509

containing previously observed relevant answers510

(statistically blurred together).511

This hypothesis is further evidenced by the512

greatly increased failure rate when certain words513

are included in prompts, specifically those which514

can appear in a great number of contexts, and515

thus could be relatively impervious to learning516

via ChatGPT’s (hypothesised) usual statistical517

means. These words include soft references to518

amounts such as "several", and positional words519

like "above". The same logic applies to numbers,520

although we would not expect this contextual issue521

to be the key driver of poor arithmetic reasoning.522

When tested with nonsensical claims which are 523

impossible to verify, ChatGPT usually does not 524

recognise them as such and attempts to resolve 525

them. For example, given the nonsense claim "The 526

Crown television only eats past future centuries." 527

and evidence "The sixth season, which will close 528

the series, will cover the Queen’s reign of the previ- 529

ous century.", GPT-4 predicts False, explaining 530

"The evidence provided contradicts the rumour. 531

The Crown television series does not only cover 532

future centuries, as it is shown to cover the Queen’s 533

reign of the previous century. Therefore, the ru- 534

mour is false." 535

4 Related work 536

4.1 LLMs for Reasoning 537

Most recent literature appears to be centered around 538

evaluation of different types of reasoning capabili- 539

ties of LLMs. For instance, on the task of abductive 540

reasoning, Zhao et al. (2023b) found that GPT-3 541

lacked the ability of abductive reasoning, whereas 542

Shi et al. (2023) showed that GPT-3.5 could be 543

used as an abductive reasoner to generate possible 544

cause events in order to guide an event sequence 545

model. As for analogical reasoning, both Webb 546

et al. (2023) and Hu et al. (2023) found that GPT- 547

3 was capable of performing analogical reasoning. 548

However, Hu et al. (2023) also found that 100 times 549

smaller PLM models could also achieve GPT-3 550

level performance. Yu et al. (2023a) also showed 551

that ChatGPT (GPT3.5-turbo) was capable of ana- 552

logical/comparative reasoning. They also reserved 553

concerns over data contamination issues. Saparov 554

et al. (2023) showed that LLMs were capable of 555

deductive reasoning as they were able to general- 556

ize to compositional proofs. However they also 557

showed that, LLMs have difficulty generalizing to 558

longer proofs such as, proof by cases and proof by 559

contradiction. Akyürek et al. (2024) showed the 560

deductive reasoning capabilities of LLMs through 561

performing deductive closure of a given training 562

set. 563

The evaluation of syllogism, Ye et al. (2023) 564

showed that LLMs failed at inductive reasoning 565

even with CoT and had consistent, systematic fail- 566

ure patterns unique to each LLM family. For causal 567

reasoning, Gao et al. (2023a) performed a compre- 568

hensive evaluation and found that ChatGPT was 569

not a good causal reasoner, although it was a good 570

causal explainer. They also showed that ChatGPT 571

had serious causal hallucination issues and was also 572

7



sensitive toward causal words in the prompts. Lu573

et al. (2023a) showed that LLMs could perform574

complex compositional reasoning through a LLM575

based planner and different tools that ranged from576

LLMs, off-the-shelf vision models, web search577

engines to Python functions and heuristic-based578

modules. Wu et al. (2023b) showed that LLMs579

were able to show nontrivial performance on differ-580

ent counterfactual reasoning tasks. However, they581

also found that LLMs often relied on memoriza-582

tion, shortcuts and non-transferable procedures for583

solving these tasks. Li et al. (2023a) also showed584

that GPT-3 was somewhat sensitive towards coun-585

terfactual cues but also susceptible to lexical as-586

sociative cues. Multiple recent studies have also587

evaluated LLMs on multihop reasoning capabili-588

ties.Stechly et al. (2023) showed that GPT-4 lacked589

multi-hop reasoning abilities when it came to com-590

plex tasks like graph coloring problems. Lu et al.591

(2022) found that LLMs could perform multi-hop592

multi-modal reasoning on multiple choice scientific593

question answering and CoT improved this perfor-594

mance. Using mechanistic interprebility methods,595

Hou et al. (2023) showed that LLaMA(7B) was ca-596

pable of step by step reasoning. Apart from above597

discussion, others have also explored more com-598

plex reasoning processes. A more in depth discus-599

sion of these are provided in Appendix B.600

4.2 Chain of Thought (CoT) prompting for601

reasoning602

The reasoning ability of LLMs has been enhanced603

by the Chain of Thought (CoT) approach (Wei604

et al., 2023), in which models are prompted in605

a few shot manner with rationales for each ex-606

ample instead of the standard in-context learning607

prompt. Kojima et al. (2023) showed that LLMs608

could reason even in a ZS manner just by adding,609

"Let’s think step by step" to the prompt. Wang610

et al. (2023b) found that sampling multiple CoTs611

through majority voting also improved reasoning612

performance, while Xue et al. (2023) also proposed613

a voting method for exampler choice. Their voting614

method is dynamic, setting a consistency thresh-615

old to generate examplers in an iterative manner616

to choose the best set of exampler. Conversely, Xi617

et al. (2023) proposed to iteratively update/refine618

an example instead of generating multiple CoTs.619

Instead of voting or refinement, Li et al. (2023c)620

proposed to generate multiple prompts for creat-621

ing multiple reasoning paths in order to perform a622

reasoning-step aware voting to choose the best CoT623

reasoning path. CoT is still a very active research 624

topic and there have been a plethora of more ad- 625

vanced methods proposed such as Tree of Thought 626

(Yao et al., 2023), Graph of Thought (Besta et al., 627

2024), and linguistic planning (Tian et al., 2023; 628

Wang et al., 2023a). In order to get a more com- 629

plete understanding, readers are suggested to check 630

these survey’s out (Qiao et al., 2023; Chu et al., 631

2023; Yu et al., 2023b). 632

4.3 LLMs for Fact Checking and Rumour 633

Veracity Classification 634

Early work focused on simply asking a LLM to 635

verify a fact in question (Lee et al., 2020). More 636

recently, approaches by Li et al. (2023b) and Che- 637

ung and Lam (2023) augment an LLM’s knowl- 638

edge with up-to-date information retrieved via web 639

search, and presumably could be further improved 640

using the multi-CoT techniques used in (Cao, 2023) 641

and (Li et al., 2023c). Particularly relevant is 642

the claim-splitting approach of (Li et al., 2023b), 643

whereby a claim with multiple parts is split up by 644

the LLM for individual verification, although this 645

does not solve the problem of disregarding inciden- 646

tal trivial claims which might lead a false multi- 647

claim to be classified as “mostly true”. Wang and 648

Shu (2023) showed that formulating claims into 649

first order logic helped with rumour reasoning in 650

a Retrieval-Augmented Generation setting. There 651

have also been studies around misinformation de- 652

tection. (Alhindi et al., 2023) showed the use of 653

LLMs in generating fallacy based misinformation 654

as form of data augmentation. Lin et al. (2023) 655

used LLMs to perform multimodal abductive rea- 656

soning by detecting harmful memes that spread 657

misinformation and hate on the internet. 658

5 Conclusion 659

We have created a novel extendable logical reason- 660

ing framework which is capable of deconstructing 661

any claim-evidence pair into the atomic reason- 662

ing steps required for verifying the claims. We 663

have used the framework to create two small anno- 664

tated datasets. Evaluating ChatGPT on the claims 665

withing the datasets we have shown it performs 666

particularly poorly on reasoning paths containing 667

abductive hops, and contribute further evidence 668

suggesting that these models are unlikely to (yet) 669

possess human-like reasoning abilities. 670
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Ethics Statement671

The PHEME dataset is a pre-existing dataset of ru-672

mours, for which ethical approval was obtained by673

the original research team. Our Wikipedia-based674

dataset is constructed analogously to FEVER us-675

ing publicly available information from Wikipedia.676

All of the evidence we use is freely and readily677

available online via Google Search.678

Limitations679

When ChatGPT generates an explanation, there is680

no guarantee that it is true to the final label assigned681

by the model. We mitigate this issue by obtaining682

both the label and explanation in the same prompt,683

although it should still be treated as merely "a plau-684

sible post-hoc explanation generated by the model"685

rather than the specific reason behind its decision.686

The LLMs used in this paper are closed source,687

and there is no way of looking behind the veil of688

OpenAI. Model outputs have been known to vary689

between runs even when the temperature is set to 0.690

Fortunately, throughout our experiments, this was691

not an issue and the results were almost entirely692

stable.693
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P : Schools went into lockdown and the town ap-1212

pealed to residents to stay inside residents’s houses.1213

[Evidence]1214

Q: The schools have been closed and citizens1215

have been told to stay home. Thus, the town is like1216

in a warzone situation. [Conclusion]1217

One of the core element of deductive inference1218

is that if the premises are true then the conclusion1219

is true by design. Additionally, deductive reason-1220

ing is done based off of deduction rules and as per1221

formal logic there are infinite deduction rules (Mor-1222

ishita et al., 2023). The most used ones deductive1223

rules are modus poens, syllogism and elimination.1224

The readers are referred to these studies (Morishita1225

et al., 2023; Saparov et al., 2023) for a more in1226

depth handling of deduction rules.1227

Inductive Reasoning: Inductive reasoning is1228

the reasoning process where we use observations1229

and outcomes to infer a generalizable rule. Hence,1230

the logical structure can be represented as,1231

• ∀x, observations(x) =⇒ conclusion or1232

• ∃x, observations(x) =⇒ conclusion1233

or in many different forms. One core component1234

of inductive reasoning is that it’s conclusion can be1235

false. As per Flach and Kakas (2000), if premises1236

for any stated argument only provides partial sup-1237

port for the conclusion then that is an inductive1238

argument given the premises are true. An example1239

would be,1240

Observation1 : Eagles have wings. Eagles are1241

birds and eagles can fly.1242

Observation2 : Ducks have wings. Ducks are1243

birds and ducks can fly. and1244

Observation 3a : Pigeons have wings. Pigeons1245

are birds and pigeons can fly.1246

or1247

Observation 3b : Bats have wings. Bats are mam-1248

mals and bats can fly.1249

Conclusion a : All birds have wings and all birds1250

can fly.1251

or1252

Conclusion b : Those who have wings can fly.1253

Here, we can see from the examples that, con-1254

clusion is correct within our premise. However,1255

beyond our premise, we know that there are flight-1256

less birds like Emu, Ostrich, and Penguins and1257

there is wingless bird like Kiwi. Similar can be 1258

said about conclusion b. Conclusion b is true until 1259

we start including flightless birds. 1260

Abductive Reasoning: There is much debate 1261

regarding definition of abductive reasoning (Plu- 1262

tynski, 2011). Therefore, we provide the definition 1263

from Paul (1993). Paul (1993) provides three dif- 1264

ferent approches of defining abductive reasoning. 1265

These are, 1266

• set-cover-based approach, 1267

• logic-based approach, and 1268

• knowledge-level approach. 1269

Here, we will be using set-cover based approach. 1270

In set-cover-approach, we construct a set of most 1271

plausible hypotheses H given some observations 1272

O. Afterwards, we find the best possible explana- 1273

tion E based on H . In other words, A domain for 1274

hypothesis assembly is defined by the triple ϕ, σ, 1275

ϵ), where ϕ is a finite set of hypotheses, σ is a set 1276

of observations and ϵ is a mapping from subsets of 1277

ϕ to subsets of σ. ϵ(ϕ) is called the explanatory 1278

power of the set of hypotheses ϕ and determines 1279

the set of observations σ accounts for. An assembly 1280

problem is given by a set σ′ ⊆ σ of observations 1281

that have to be explained. (Paul, 1993) 1282

One core difference between abductive and the 1283

other two types of reasoning is, deductive reasoning 1284

is formulation of results based on rule and obser- 1285

vation and inductive reasoning is formulation of 1286

rule based on result and observation. Whereas, ab- 1287

ductive reasoning is formulation of an observation 1288

based on rule and result. For example (Flach and 1289

Kakas, 2000), 1290

Rule : All the beans from this bag are white. 1291

Result : These beans are white.. 1292

Conclusion : These beans are from this bag.. 1293

Difference between Inductive and Abductive 1294

Reasoning: 1295

Analogical Reasoning: Analogical reasoning is 1296

the reasoning process concerned with comparison 1297

between two or more objects, arguments, entities 1298

etc. Formally we can define it as, 1299

Premise : α is equivalent to ζ, κ, ϕ, and ω. 1300

Premise : β is equivalent to ζ, κ, and ϕ. 1301

Conclusion : β is probably equivalent to ω. 1302
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Difference between Inductive and Abductive1303

Reasoning: The main differences between induc-1304

tive and abductive reasoning are the completeness1305

of premises and hypothesis generation. Abductive1306

reasoning generates hypothesis in the preliminary1307

phase in order to produce a conclusion whereas1308

inductive reasoning generates a generalizable hy-1309

pothesis as conclusion. Furthermore, abductive1310

reasoning needs to generate a set of hypothesis due1311

to it’s partial complete premises whereas inductive1312

reasoning generates generalizable hypothesis due1313

to more complete premises. For example,1314

Premise (abductive+inductive) : My front lawn1315

was wet.1316

Premise abductive+inductive : I found water un-1317

der my car.1318

Premise (inductive only) : I found my radiator1319

pipe broken.1320

Premise (inductive only) : It is currently autumn.1321

Conclusion abductive : It is likely rained last1322

night.1323

Conclusion inductive : My lawn was due to dew1324

as it is autumn now/Dew falls in autumn.1325

B Extended Related Work1326

In their work, Kawabata and Sugawara (2023)1327

found that InstructGPT lacked critical reasoning1328

capabilities when it came to logical reading com-1329

prehension. It failed to answer subquestions even1330

if it was able to answer a given main questions cor-1331

rectly. Thalken et al. (2023) found that compared1332

to PLMs, GPT-4 performed poorly on classification1333

of legal reasoning as per jurisprudential philosophy,1334

even when given instructions (i.e. prompts) equal1335

to the instructions presented to human annotators.1336

Kang et al. (2023) also found similar results where1337

they showed that ChatGPT was not able to perform1338

legal reasoning based on IRAC method and even1339

if LLMs could produce reasonable answers, they1340

mostly failed to yield correct reasoning paths that1341

aligned with legal experts. Pan et al. (2023) showed1342

that LLMs could be used to reformulate logical rea-1343

soning problems into symbolic formulation and1344

then uses a deterministic symbolic solver to solve1345

different forms of logical reasoning problems. Wu1346

et al. (2023a) used LLMs to play Crafter (Hafner,1347

2022). Here the LLM parsed the Crafter paper to1348

generate question answers related to game mechan- 1349

ics and afters it used to visual descriptor to take in 1350

game inputs, which was then transformed into Di- 1351

rected Acyclic Graph (DAG) with game mechanic 1352

Q/A. The LLM treated this DAG as the reason- 1353

ing module and solved the DAG to take in game 1354

actions. 1355

Apart from the above mentioned works, there 1356

have also been multiple works to evaluate the the 1357

reasoning capabilities of LLM through benchmark- 1358

ing them on multiple datasets. López Espejel et al. 1359

(2023) showed that even though GPT-4 performed 1360

better than GPT-3.5, overall ChatGPT had prob- 1361

lems with inductive, mathematical, multi-hop and 1362

commonsense reasoning tasks. Bang et al. (2023) 1363

performed multilingual and multimodal reasoning 1364

evaluation of ChatGPT and reported that ChatGPT 1365

had variable performance on 10 different reason- 1366

ing tasks. They also reported that ChatGPT was 1367

an unreliable reasoner, showed more issues with 1368

inductive reasoning than deductive and abductive 1369

reasoning. They also reported that ChatGPT was 1370

better at analogical reasoning compared to multi- 1371

hop reasoning and it also had hallucination prob- 1372

lems. Furthermore, contrary to Gao et al. (2023a)’s 1373

finding, Bang et al. (2023) reported that ChatGPT 1374

was good at causal reasoning. However, Gao et al. 1375

(2023a) evaluated larger datasets compared to Bang 1376

et al. (2023). Qin et al. (2023)’s evaluation also 1377

showed that while GPT-4 was good at mathemati- 1378

cal reasoning, it’s performance suffered with log- 1379

ical and commonsense reasoning even with CoT. 1380

Moreover,Arkoudas (2023) posit that LLMs can 1381

not reason per se due to its inconsistent and of- 1382

ten incompetent output, an argument we further by 1383

comparing ChatGPT’s error pattern to that which 1384

might otherwise be expected. Borji (2023) also 1385

arrived at a similar conclusion for specific classes 1386

of reasoning. 1387

Gurnee and Tegmark (2023) showed that loca- 1388

tion data encoded in LLMs can be cast onto a 1389

world map with reasonable accuracy, and argue that 1390

this reflects true understanding of the data. How- 1391

ever, decade-old word embeddings can likewise 1392

be mapped with similar accuracy (Konkol et al., 1393

2017), without the need for understanding. Fu and 1394

Khot (2022) suggest that models trained on code 1395

are better at reasoning and CoT, although admit 1396

the evidence is weak (due to a lack of non-code- 1397

trained non-reasoning models). They hypothesise 1398

that training on code may improve LLMs’ abili- 1399

ties to handle long term dependencies and hierar- 1400
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chical structures. There are also works that show1401

that different strategies can be employed to im-1402

prove reasoning abilities of LLMs. Both Hao et al.1403

(2023) and Zhao et al. (2023a) showed that adding1404

a reward based planning component to LLMs im-1405

prove their reasoning capabilities. Whereas, Si1406

et al. (2023) proposed that, instead of using a sin-1407

gle LLM, using multiple LLMs as a mixture of1408

reasoning expert improved LLM reasoning perfor-1409

mance.1410

Whether or not LLMs have the ability to rea-1411

son consistently is still the subject of much debate.1412

A distinction must be drawn between having the1413

ability to reason per se, and being able to produce1414

some otherwise constructed reasoning-like output1415

(Ullman, 2023). To illustrate the point, an examiner1416

marking the work of a student who has written a1417

series of logical statements may assume they have1418

sound reasoning ability, whereas in reality the stu-1419

dent may have merely memorised the facts and1420

written them verbatim without the need for reason-1421

ing.1422

C Explanations1423

Tables A1-A3 contain examples of prompts and1424

ChatGPT’s responses to them.1425

D Full Prompts for Manual CoT1426

Tables A4-A5 contain the prompts used for Man-1427

ual CoT. For 2-class experiments, the Unverified1428

prompts were removed and instructions modified1429

appropriately. For non-mathematical experiments,1430

the prompts in Table A5 were also removed.1431

E Additional Results1432

Tables A6-A9 contain results that did not fit into1433

the main text due to space constraints.1434
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Prompt Explanation

gpt-3.5-turbo
ZS Based on the evidence provided, the rumour is false. The evidence states that

the cause of the crash is not known and the plane did not send a distress signal.

ZS CoT

As an expert journalist, it is important to analyze the evidence provided and
make an informed classification of the rumor as true or false. The rumor states
that France’s transport minister says a distress signal was sent from the Germanwings plane.
However, the evidence provided contradicts this claim. It states that the cause of the crash is not
known and that the plane sent no distress signal during an eight-minute descent.
Based on this evidence, it can be concluded that the rumor is false. The provided
evidence clearly states that no distress signal was sent from the plane,
which contradicts the claim made by the transport minister.

Manual CoT The evidence states that the plane did not send a distress signal, therefore the rumour is false.

gpt-4
ZS -
ZS CoT The rumour is false.
Manual CoT The plane did not send a distress signal, therefore the rumour is false.

Rumour/Evidence

Rumour: ALERT France’s transport minister says distress
signal was sent from Germanwings plane - @patthomas , @europe1
Evidence: The cause of the crash is not known and
the plane sent no distress signal during an eight-minute descent.

Table A1: Example of generated explanation quality and verbosity.

Prompt Explanation

gpt-3.5-turbo
ZS

Based on the evidence provided, the rumour that there were ’numerous gunmen’
at the Canada War Memorial shooting is false. The evidence states that a gunman shot a soldier
at the Canadian War Memorial and then proceeded to storm the Canadian parliament. There is
no mention of multiple gunmen involved in the incident.

ZS CoT

Based on the evidence provided, it is true that there was a shooting at the Canadian War
Memorial and the Canadian Parliament. It is also true that a Canadian soldier
was shot and a shooter was seen running towards the parliament buildings. However, there is
no specific mention of "numerous gunmen" in the evidence. Therefore, we cannot classify the
rumour as true or false based on the provided evidence alone.

Manual CoT The evidence confirms that there was a shooting at the Canadian War Memorial
and the Canadian parliament, therefore the rumour is true.

gpt-4
ZS -

ZS CoT
The rumour is partially true. The evidence confirms that there was a shooting at the Canada War
Memorial and a person (a Canadian soldier) was shot. However, the evidence only
mentions one gunman, not ’numerous gunmen’.

Manual CoT The evidence confirms that there was a shooting at the Canada War
Memorial and the Parliament, but it only mentions one gunman. Therefore, the rumour is false.

Rumour/Evidence

Rumour: Ottawa Police Service : There were ’ numerous gunmen ’ at the Canada War
Memorial shooting . One person was shot .
Evidence: OTTAWA - Gunfire echoed through the Gothic halls of the Canadian parliament
Wednesday as police swarmed in to tackle a gunman who had shot a soldier outside before storming
the Canadian parliament. 151; – A gunman fatally shot a Canadian soldier in an attack near the
Parliament in what the prime minster called a ’ terrorist ’ act. A Canadian soldier was shot at the
Canadian War Memorial and a shooter was seen running towards the nearby parliament buildings,
where more shots were fired..

Table A2: Example of ZS CoT producing classification based on rumour decomposition.
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Prompt Explanation

gpt-3.5-turbo
ZS

Based on the evidence provided, the rumour is true. The evidence states
that the police officer, Ahmed Merabet, was killed in the Charlie Hebdo attacks,
and a colleague confirmed that he was a Muslim.

ZS CoT

Based on the evidence provided, it is
true that the first person killed in the Charlie Hebdo attacks was a Muslim police officer
named Ahmed Merabet. The evidence states that he was the second police officer
to be killed that day, and it is also mentioned that he was a Muslim according to a colleague.
Therefore, the rumour is true.

Manual CoT
The evidence confirms that the first person killed in
the Charlie Hebdo attacks was not a Muslim police officer, but another officer assigned
to protect Charlie Hebdo’s editorial director. Therefore, the rumour is false.

gpt-4
ZS -

ZS CoT
The rumour is partially true. The evidence confirms that a Muslim police officer,
Ahmed Merabet, was indeed killed in the Charlie Hebdo attacks. However, he was not the first
person killed, but the second police officer to be killed that day.

Manual CoT
The evidence confirms that a Muslim police officer, Ahmed Merabet, was killed in
the Charlie Hebdo attacks, but he was not the first person killed that day. Therefore, the rumour
is false.

Rumour/Evidence

Rumour: The first person
killed in Charlie Hebdo attacks was Muslim police officer
Evidence: The officer, Ahmed Merabet, was the second police officer to be killed that day; another
officer assigned to protect Charlie Hebdo’s editorial director was also killed. PARIS The French police
officer whose point-blank murder by suspected Islamist extremists on a Paris street was
caught on video was a Muslim, according to a colleague..

Table A3: Self-contradiction in ZS.
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Dataset Mode Label Prompts

Wiki

Deductive T

Claim: Emmental cheese typically contains holes.
Evidence: Bacteria within Emmental produce carbon dioxide, creating its charateristic
spherical voids.
Explanation: The spherical voids of carbon dioxide are holes, so the claim is true.

F

Claim: The best selling game of all time is Tetris.
Evidence: Minecraft has sold more copies than Tetris.
Explanation: Since another game has sold more copies than Tetris,
this claim is false.

Abductive T

Claim: Cows may cause serious injury when provoked.
Evidence: The size and weight of a cow makes it difficult to topple by hand.
Explanation: Due to being large animals, cows are probably able to cause serious
injury, so the claim is likely to be true.

F

Claim: Krakow does not have a substantial history.
Evidence: Krakow, the capital city of Poland, was the first
UNESCO World Heritage Site.
Explanation: Its status as a world heritage site suggests that
Krakow has a notable history, so this claim is probably false.

- U

Claim: The most common favourite color of Chicago residents is blue.
Evidence: Chicago is a large American city.
Explanation: The evidence regarding the size of Chicago does not contain
any information about the residents’ favourite color, therefore
the claim can be classified as unknown.

Pheme

Deductive T

Claim: Go outside sheeple! Low vitamin d levels linked to COVID-19
mortality rates #wakeup #touchgrass
Evidence: A new meta-analysis suggests that low vitamin d levels are
linked to COVID-19 survival rates.
Explanation: The meta-analysis confirms that COVID survival rates are
linked to vitamin D levels, therefore the rumour is true.

F

Claim: 7 NEWS an eagle has been filmed carrying away a small dog: #natureismetal
Evidence: The video apparently showing an eagle carrying away a dog is
revealed to be a hoax generated by AI.
Explanation: The video was fabricated by an AI, so the alleged incident did not
occur and the rumour is false.

Abductive T

Claim: BREAKING NEWS: More hostages have escaped the rapidly escalating
situation in Miami. The lockdown continues #MiamiLockdown
Evidence: People were seen running out of the building, according to eyewitness reports
Explanation: People running from the building in the context of this situation are
probably hostages, therefore the rumour is likely to be true.

F

Claim: Donald trump has died by following his own instructions on how to
cure coronavirus #oops
Evidence: More legal trouble on its way for former US President Donald Trump.
Explanation: It is unlikely that Donald Trump has died if he is actively being
litigated against, so this rumour is probably false.

- U

Claim: omg.. everyone knows that terrorists get double points on fridays..
of course it happened like that.
Evidence: The gunman was shot shortly afterwards, although the town
center remains in lockdown as police swarm the scene.
Explanation: The evidence does not correspond to the outlandish claim
that terrorists prefer to act on Fridays, therefore the rumour can be classified as unknown.

Table A4: Prompts used for Manual CoT. Here we provide the five examples that were mode specific only and were
structured around rumours.

Mode Process Label Prompts

Deductive Mathematical T
Claim: The book has over 200 pages.
Evidence: The book has 264 pages.
Explanation: 264 is greater than 200, therefore the claim is true.

Temporal F
Claim: Alice’s birthday is in the last half of the year.
Evidence: Alice was born on 10th March 1996.
Explanation: March is not in the last half of the year, therefore the claim is false.

Table A5: Last two prompts used for Manual CoT. These prompts were targeted towards mathematical and temporal
reasoning. Therefore, they were created as more generic examples than rumour specific.
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Deductive Abductive
gpt-3.5-turbo gpt-4 gpt-3.5-turbo gpt-4
✓ x ✓ x ✓ x ✓ x

ZS 23 1 23 1 2 1 3 0
ZS CoT 22 2 24 0 3 0 3 0
Manual CoT 21 3 24 0 3 0 3 0

Table A6: 3-class classification results of GPT-3.5-Turbo and GPT-4 on WIKI under zero-shot (ZS) and chain-
of-thought (CoT) paradigms, stratified by reasoning mode, and excluding mathematical claims. Abductive
claims/rumours include any with an abductive step in their reasoning path.

Deductive Abductive
gpt-3.5-turbo gpt-4 gpt-3.5-turbo gpt-4
✓ x ✓ x ✓ x ✓ x

ZS 21 6 20 7 2 5 1 6
ZS CoT 16 11 17 10 1 6 2 5
Manual CoT 18 9 19 8 2 5 1 6

Table A7: 3-class classification results of GPT-3.5-Turbo and GPT-4 on PHEME under zero-shot (ZS) and chain-
of-thought (CoT) paradigms, stratified by reasoning mode, and excluding mathematical rumours. Abductive
claims/rumours include any with an abductive step in their reasoning path.

F T U

F 19 0 1
T 0 37 3
U 3 1 16

Zero Shot

F T U

F 18 0 2
T 0 38 2
U 5 1 14

ZS CoT (Kojima et al.,
2023)

F T U

F 19 0 1
T 1 36 3
U 1 0 19

Manual CoT (Wei et al.,
2023)

Table A8: 3-class classification results of GPT-4 on the Wikipedia-based dataset under the Zero Shot (ZS) and
Chain of Thought (CoT) paradigms. F = False, T = True, U = Unverified. Bold letters indicate the ground-truth.

F T U

F 5 9 11
T 0 26 4
U 1 4 29

Zero Shot

F T U

F 7 6 12
T 2 21 7
U 1 4 29

ZS CoT (Kojima et al.,
2023)

F T U

F 9 3 13
T 3 23 4
U 1 4 29

Manual CoT (Wei et al.,
2023)

Table A9: 3-class classification results of GPT-4 on the PHEME-based dataset under the Zero Shot (ZS) and Chain
of Thought (CoT) paradigms. F = False, T = True, U = Unverified. Bold letters indicate the ground-truth.
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