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Abstract—Traditionally, machine learning models that focused
on specialized tasks facilitated straightforward evaluation. How-
ever, the evolution of Large Language Models, has increased
the complexity w.r.t. performance measurement. Evaluation and
benchmarking of large language model is a significant challenge
due to their versatility and improved capability to perform a wide
range of tasks. This manuscript examines existing literature for
various benchmarks and identifies a comprehensive overview of
the emerging trends in benchmarking methodology.

Index Terms—Large Language Models, Machine Learning,
Benchmarking

I. INTRODUCTION

Benchmarking is the process of evaluating the performance
of Large language models (LLM) against standard set of tasks.
Benchmarking enables researchers to guide the development
of the LLMs and evaluate its effectiveness against other similar
competing models while giving insights into the strengths and
weaknesses of the LLMs being evaluated.

While there is past literature [1] that covers different bench-
marks and evaluation methodologies for LLM; LLMs have
been improving rapidly in their capabilities and this neces-
sitates a need to improve the benchmarks as well. Creating
LLM benchmarks that are sufficiently hard to beat as well
as comprehensive enough to enable model comparison has
become a challenge in itself. In the subsequent sections we
cover the emerging trends in development of LLM benchmarks
and what we can expect in near future.

In Section II, we cover the emerging trends of compre-
hensive benchmarks which consider multi-dimensional assess-
ments and real world tasks. In Section III, we present how
LLM are compared for specific capabilities such as reasoning,
tool usage or code analysis. Lastly, in section IV we present
human centric benchmarking trends which focus on explain-
ability, reasoning and evaluation with implicit feedback.

II. BENCHMARKING AGAINST COMPREHENSIVE
EVALUATION CRITERIA

Traditionally, machine learning models were built to solve
specific problem and hence evaluation was easier against spe-
cific tasks. LLMs, on the other hand, showed promise across
multiple different tasks. Liang et al. [2] through their HELM
benchmark showed that LLMs are good at wide variety of
tasks across multiple domains and a holistic evaluation is nec-
essary that goes beyond accuracy metrics. Such comprehensive
evaluation can be classified under following subcategories.
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A. Multi-dimensional assessment

Most recent benchmarks focused on LLMs have moved
from a single score assessment to multi-dimensional assess-
ment which measures performance of LLMs across multiple
dimensions. White et al. [3] for example presents LiveBench,
a benchmark that measures performances of LLMs across
dimensions such as Coding, language, reasoning, instruction
following, math and data analysis.

HELM [2] is another multi dimensional benchmark that
creates a taxonomy of scenarios and metrics to provide a holis-
tic evaluation framework. For example, for language specific
tasks HELM has created 16 scenarios such as summarization,
question answering, sentiment analysis etc. For metrics HELM
focuses not just on correctness but also has measures of
fairness, robustness and toxicity.

B. Real-world tasks

As LLMs are being increasingly applied to real world tasks,
developing such real world task benchmarks is a new emerging
trend. Reed et al. [4] shows GATO agent’s adaptability to
perform a variety of tasks and the need of multi-modal bench-
marks to assess the agent’s capabilities in real-world settings.
Srivastava et al. [5] proposed a benchmark that consists of
tasks covering diverse domains such as linguistics, mathe-
matics, common sense reasoning, and social bias detection to
evaluate LLM for real world tasks.

OSWorld [6], a benchmark to measure performance of
LLMs and VLMs against real world computer usage tasks,
reveals significant limitations of state-of-the-art LLM/VLM-
based agents. While humans achieve a success rate of over
72%, the best performing model only reaches 12% [6].

Research suggests that LLMs are still very much behind
humans when it comes to tasks in real-world settings hence
benchmarks are crucial to improve the existing LLMs.

III. BENCHMARKING AGAINST SPECIFIC CAPABILITIES

With evolving language models and its expanding real
world application, one emerging trends in benchmarking is
to measure performance of models for a specific capability.
While traditional benchmarking can evaluate the model for
accuracy, it may fail to address the strength or weaknesses of
the model within a specific context.

Guo et al. [7] brings attention to the need of a compre-
hensive LLM evaluation with knowledge and reasoning as
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fundamental to the capabilities of LLM. LogiQA [8] is one
such benchmark that goes beyond factual question answering
and measures the performance of LLM based on its capability
to answers through reasoning and deduction over an expert
written dataset of question. ReClor [9] is another benchmark
that explains how Machine reading comprehensive models can
exploit the bias in the dataset to achieve high accuracy score
without understanding the context. To challenge the model
for its reasoning capabilities, ReClor evaluated the model
against datasets with and without biases and exposed how
pre-trained models performed poorly with random guessing on
dataset without a bias. Highlighting, the need of more logical
reasoning targeted benchmarks.

Code generation which is seen as a special ability of LLMs,
has seen progress from simple benchmarks such as MBPP
(Mostly Basic Python Problems) [10] which targets Python for
its simplicity to benchmarks such as HumanEval [11] which
can evaluate a model’s capability to solve higher complexity
problems.

As LLMs are deployed in specialized domains like
medicine, science and legal etc, specialized benchmarks are
even more necessary to make sure the model is reliable and
fine-tuned for higher accuracy. MedQA [12] is a benchmark
that evaluate the model against real world medical problems.
LEGALBENCH citeguha2023legalbench benchmark evaluates
a model for its legal reasoning via a set of tasks categorized
among various legal reasoning.

Research around Specific capability benchmarks underlines
the need of advanced benchmarks to evaluate these models for
higher accuracy and guide development of next set of models.

IV. HUMAN CENTRIC BENCHMARKING

Language tasks are inherently subjective in nature due to
context dependency, ambiguity, and reliance on human inter-
pretation. While Automated metrics can capture the technical
aspects or correctness, they often fail to capture the subjective
qualities. Human centric benchmarking focuses on this aspect
of LLM tasks and involves humans in evaluating a model’s
output, crafting datasets and formulating prompts. Following
is a broad classification of ways human centric benchmarking
can bridge the gap between traditional automatic metrics and
the nuances of language.

A. Data Creation and Curation

Human involvement in designing, building or improving
datasets ensures diversity and a broader range of language
use. HumanEval [11] utilizes a dataset of hand-written coding
problems designed to benchmark the code-writing capabilities
of LLMs against a diversified and realistic problem scenarios.
Truthful QA [13] uses a set of human crafted questions that
test truthfulness of an LLM model.

B. Task and prompt Development

LLM benchmarking with an emphasis on task and prompt
development by humans reflects the understanding that hu-
mans are best equipped to create tasks even with the nu-
ances of language understanding. Such tasks and prompts can

8806

also address any potential harm associated with LLM. Big-
Bench [5] introduces a collaborative benchmark with tasks
contributed by numerous authors. Truthful QA [13] introduces
a set of questions crafted by humans to evaluate if a model can
avoid generating false answers learned from imitating human
texts.

Evaluation tasks and prompt crafted by humans ensures that
the evaluation is comprehensive, and the LLM performance is
aligned and relevant to human use of a language.

C. Evaluation and Feedback

Humans can directly evaluate LLM outputs for qualities that
automatic metrics often miss, such as coherence, readability in
summaries, or potential harm in generated text. This evaluation
can directly be used as a standard of LLM performance,
to compare the evaluation with automatic metrics, or as a
feedback to train the LLM model for fine tuning.

Stiennon et al. [14] showcases the role of human evaluator
in ranking outputs which are provided as direct input for fine-
tuning the models. The result shows that training with human
feedback significantly outperforms strong baselines on English
summarization. Gehman et al. [15] discusses a benchmark
where humans evaluate the outputs for toxicity to ensure that
models do not generate harmful or offensive content. Direct
evaluation by humans can also include reviewing or rating the
automated metrics based on their perceptions of output quality.
This can help ensure that automated metrics accurately reflect
human judgment and remain useful for benchmarking.

Human involvement in feedback and evaluation helps fine
tune the model towards outputs that align with human pref-
erences while also addressing limitations of relying solely on
objective metrics.

D. Shaping Benchmarking Practices

Direct Human involvement during the benchmarking pro-
cess can help make sure the process is robust and reliable
given the fast moving evolution of LLMs. Stiennon et al.
[14] showcases how human involvement can ensure reliable
benchmarking results by establishing quality control measures.
Human involvement can help identify the most relevant and
useful metrics to assess the performance of LLM models and
developing new metrics that are currently hard to assess with
existing automated metrics.

BIG-bench [5] exemplifies the role of human collaboration
in shaping benchmarking practices. Humans contribute various
tasks and perspectives to this benchmark which allows a more
broader and detailed evaluation of the models.

Even though helpful in numerous ways, human involvement
creates challenges for scaling and accounting for the bias
among the humans. We expect the future research to focus
on developing scalable human centric benchmarks.

V. CONCLUSION

Benchmarking guides the development of LLMs and allows
for comparison with other models. The emerging trends in
benchmarking suggests three broad areas of interest for LLM
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benchmarks. Firstly, comprehensive benchmarks that measure
LLM performance across multiple dimensions with complex
tasks. Secondly, specialize benchmarks that measure LLMs
for their performance against highly specialized tasks. Lastly,
as LLMs improve and match human performance in many
areas, human centric evaluation criteria that uses real humans
to evaluate LLMs is also an area of active research and interest.
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