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Abstract

We uncover how SGD interacts with batch nor-
malization and can exhibit undesirable training
dynamics such as divergence. More precisely,
we study how Single Shuffle (SS) and Random
Reshuffle (RR)—two widely used variants of
SGD—interact surprisingly differently in the pres-
ence of batch normalization: RR leads to much
more stable evolution of training loss than SS.
As a concrete example, for regression using a
linear network with batch normalized inputs, we
prove that SS and RR converge to distinct global
optima that are “distorted” away from gradient
descent. Thereafter, for classification we charac-
terize conditions under which training divergence
for SS and RR can, and cannot occur. We present
explicit constructions to show how SS leads to
distorted optima in regression and divergence for
classification, whereas RR avoids both distortion
and divergence. We validate our results empiri-
cally in realistic settings, and conclude that the
separation between SS and RR used with batch
normalization is relevant in practice.

1. Introduction

Recent work in deep learning theory attempts to uncover
how the choice of optimization algorithm and architecture
influence training stability and efficiency. On the optimiza-
tion front, stochastic gradient descent (SGD) is the de facto
workhorse, and its importance has correspondingly led to
the development of many different variants that aim to in-
crease the ease and speed of training, such as AdaGrad
(Duchi et al., 2011) and Adam (Kingma & Ba, 2014).

In reality, practitioners often do not use with-replacement
sampling of gradients as required by SGD. Instead they use
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without-replacement sampling, leading to two main vari-
ants of SGD: single-shuffle (SS) and random-reshuffle. SS
randomly samples and fixes a permutation at the beginning
of training, while RR randomly resamples permutations at
each epoch. These shuffling algorithms are often more prac-
tical and can have improved convergence rates (Haochen &
Sra, 2019; Safran & Shamir, 2020; Yun et al., 2021b; 2022;
Cho & Yun, 2023; Cha et al., 2023).

Architecture design offers another avenue for practitioners
to train networks more efficiently and encode salient induc-
tive biases. Normalizing layers such as BatchNorm (BN)
(Ioffe & Szegedy, 2015), LayerNorm (Ba et al., 2016), or In-
stanceNorm (Ulyanov et al., 2016) are often used with SGD
to accelerate convergence and stabilize training. Recent
work studies how these scale-invariant layers affect training
through the effective learning rate (Li & Arora, 2019; Li
et al., 2020; Wan et al., 2021; Lyu et al., 2022).

Motivated by these practical choices, we study how SS and
RR interact with batch normalization at training time. Our
experiments (Fig. 1) suggest that combining SS and BN can
lead to surprising and undesirable training phenomena:

(1) The training risk often diverges when using SS+BN
to train linear networks (i.e. without nonlinear activa-
tions) on real datasets (see Figure 1a), while using SS
without BN does not cause divergence (see Figure 10).

(i) Divergence persists after tuning the learning rate and
other hyperparameters (Section 4.3) and also manifests
more quickly in deeper linear networks (Figure 1a).

(iii) SS+BN usually converges slower than RR+BN in non-
linear architectures such as ResNet18 (see Figure 1b).

1.1. Summary of our contributions

In light of these experimental findings, we seek to develop a
theoretical and experimental understanding of how shuffling
SGD and BN collude to create divergence and other unde-
sirable training behavior. Since these phenomena manifest
themselves on the training risk, our results are not strictly
coupled with generalization.

Put simply, the aberrant training dynamics stem from BN
not being permutation invariant across epochs. This simple
property interacts with SS undesirably, although a priori
it is not obvious whether it should. More concretely, one
expects SGD+BN to optimize the gradient descent (GD)
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Figure 1. Surprising training phenomena using SS/RR+BN.

risk in expectation. However, due to BN’s sensitivity to
permutations, both SS+BN and RR+BN implicitly train
induced risks different from GD, and also from each other.

* In Section 3.2, we prove that the network f(X;0) =
WTBN(X) which batch normalizes the input features
converges to the optimum for the distorted risk induced
by SS and RR (Theorems 3.2.2 and 3.2.3); the diagonal
matrix I' denotes the trainable scale parameters in the
BN layer. Our proof requires a delicate analysis of the
evolution of gradients, the noise arising from SS, and the
two-layer architecture. Due to the presence of I, our
results do not assume a fully-connected linear network,
which distinguishes them from prior convergence results.
In Section 3.3, we present a toy dataset for which SS is dis-
torted away from GD with constant probability while RR
averages out the distortion to align with GD. We validate
our theoretical findings on synthetic data in Section 3.4.

* In Section 4.1, we connect properties of the distorted
risks to divergence of training risk, gaining insights into
which regimes can lead to divergence (Theorems 4.1.3
and 4.1.4). We show that in certain regimes, SS+BN
can diverge, whereas RR+BN provably avoids divergence.
These results motivate us to construct a toy dataset where
SS diverges with constant probability, while RR avoids
divergence (Section 4.2). In Section 4.3, we empirically
validate our results on deeper linear+BN networks on a
variety of datasets and hyperparameters. Our experiments
also demonstrate that SS trains more slowly than RR in

more realistic nonlinear settings, including ReLU+BN
networks and ResNet18. In doing so, we extend the rel-
evance of our theoretical results to more complex and
realistic settings.

It is worth noting that to obtain our results, our analysis had
to overcome complications due to the non-i.i.d. stochastic
gradients, the non-i.i.d. data X (Assumption 2), and the
intricacies introduced by BN’s permutation sensitivity.

1.2. Related work

Theoretical understanding of BN. Since the introduction
of BN by loffe & Szegedy (2015), there has been a long line
of work investigating the theoretical properties of BN; see
e.g. (Bjorck et al., 2018; Kohler et al., 2018; Arora et al.,
2018; Li & Arora, 2019; Kohler et al., 2019; Daneshmand
et al., 2020; Li et al., 2020; Lobacheva et al., 2021). Much
attention has been devoted to studying how BN can bene-
fit optimization (Arora et al., 2018; Santurkar et al., 2018;
Kohler et al., 2018), for example by implicitly tuning the
learning rate or smoothing the loss function. The effect of
BN on the intermediate representations of random networks,
such as orthogonality or rank collapse, has also been studied
(Daneshmand et al., 2020; 2021). We study the general
setting with nonrandom linear activations. The scale invari-
ance induced by BN also interacts with other optimization
choices such as weight decay, which can lead to instability
phenomena (Lobacheva et al., 2021; Wan et al., 2021; Lyu
et al., 2022). However, these phenomena have a different
origin than the distorted risks studied in this paper.

Interplay between BN and SGD. Prior theoretical work
primarily studied how BN interacts with GD or with-
replacement SGD (Arora et al., 2018; Santurkar et al., 2018;
Li & Arora, 2019; Cai et al., 2019; Wan et al., 2021; Lyu
et al., 2022). Arora et al. (2018); Wan et al. (2021) assumed
global bounds on the smoothness with respect to network
parameters and the SGD noise to analyze convergence to sta-
tionary points. We instead prove convergence to the global
minimum of the SS distorted risk £, with no such assump-
tions (Theorem 3.2.2). Li & Arora (2019) assumed the
batch size is large enough to ignore SGD noise, whereas we
explicitly exhibit and study the separation between shuffling
SGD and GD. For fully scale-invariant networks trained
with GD, Lyu et al. (2022) identified an oscillatory edge of
stability behavior around a manifold of minimizers. Our BN
network has trainable scale-variant parameters W and T,
and we train with shuffling SGD instead of GD. Hence, the
noise that leads to distorted risks is fundamentally different.

BN’s effect on risk function. Previous work identified the
distortion of risk function due to noisy batch statistics in
BN. Yong et al. (2020) studied the asymptotic regulariza-
tion effect of noisy batch statistics in expectation for with-
replacement SGD. In contrast, we characterize this noise
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nonasymptotically w.h.p. over 7 for SS and a.s. with respect
to the data for RR. Wu & Johnson (2021) studied the diffi-
culty of precisely estimating the population statistics at train
time, especially when using an exponential moving average.
We avoid these issues altogether by evaluating directly on
the GD risk. Moreover, we prove concentration inequalities
for without-replacement batch statistics (Proposition C.2.4).

Ghost batch normalization. In the presence of BN, it
is common practice to use ghost batch normalization, a
scheme which break up large batches into virtual “ghost”
batches, as this tends to improve the generalization of the
network (Hoffer et al., 2017; Shallue et al., 2019; Summers
& Dinneen, 2020). Minibatch statistics are calculated with
respect to the ghost batches, and each gradient step is com-
puted by summing the gradient contributions from the ghost
batches. This algorithm is closely related to our method of
analysis for SS+BN/RR+BN. Indeed, in our setup we also
break up the full batch into mini-batches, and our analysis re-
duces to showing that SS+BN and RR+BN trajectories track
those obtained by following the aggregate gradient signal
from summing over mini-batches. We comment more on the
similarities between ghost BN and our setup in Section 3.1.

Shuffling and optimization. Outside SGD, the effect of ran-
dom shuffling has also been studied for classical nonlinear
optimization schemes such as coordinate gradient descent
(CGD) and ADMM (see Sun et al. (2020); Giirbiizbalaban
et al. (2020) and references therein). On convex quadratic
optimization problems, they demonstrate separations in con-
vergence rates between SS, RR, and with-replacement sam-
pling. Our main focus is the optimum that the algorithms
converge to rather than their convergence rates.

Implicit bias. Our work is also motivated by a burgeon-
ing line of work which studies the implicit bias of different
optimization algorithms (Soudry et al., 2018; Gunasekar
et al., 2018; Ji & Telgarsky, 2018; 2019; 2020; Yun et al.,
2021a; Jagadeesan et al., 2022). These results establish
how optimization algorithms such as gradient flow (GF),
gradient descent (GD) or even with-replacement SGD are
biased towards certain optima. For example, in the inter-
polating regime, GD converges to the min-norm solution
(Gunasekar et al., 2018; Woodworth et al., 2020) for linear
regression and the max-margin classifier for classification
(Soudry et al., 2018; Nacson et al., 2019b;a). While our
work does not focus on generalization, it is connected in
spirit to implicit bias. Indeed, our analysis centers the study
of how the risk functions and optima are affected by choices
of the optimizer (SS/RR) and the architecture (BN).

2. Problem setup

Forn € Z% we use the notation [n] = {1,...,n}. We write
7 to denote a permutation of [n], and S,, is the symmetric

group of all such 7. For any matrix A € R>*" 70 A €
R?*™ is result of shuffling the columns of A according
to m. Also, ||Al|, and ||A|| refer to the spectral norm
and Frobenius norm, respectively. We write o, (A) =
inf),=1 [[Av]| to denote minimum singular value of A.
We use Span(A) to denote the span of A’s columns. The
(coordinatewise) sign function sgn(-) : R — {—1,0,1} is
defined as sgn(x) = x/|z| for z # 0 and sgn(0) = 0.

Data. Let Z = (X,Y) be the given dataset, with X =
[:1:1 mn] € Rixn representing the feature matrix
and corresponding labels Y = [y yn] € RP*". In

the classification setting we will assume Y € {41}'*".

Prediction model. A batch normalization (BN) layer can be
separated into a normalizing component BN and a scaling
component I'; we ignore the bias parameters for analysis.
Given any matrix B = [x; x,] € R (here,
q > 2 is arbitrary), the normalizing transform BN(-) maps
it to BN(B) € R%*4 by operating coordinatewise on each
x; in B. In particular, for the kth coordinate of x;, denoted
as ; i, the transform BN sends ; 5, % where p,
and o7 are the batch empirical mean and variance of the
kth coordinate, respectively, and € is an arbitrary positive
constant used to avoid numerical instability. For technical
reasons, we omit € in our analysis. The scaling matrix
T' € R¥¥9 is a diagonal matrix which models the tunable
coordinatewise scale parameters inside the BN layer.

Throughout the paper, we consider neural networks of the
form f(-;0) = WIBN(-)!. We use © = (W,T) to de-
note the collection of all parameters in the network. With
the presence of batch normalization layers, the output of f
is a function of the input datapoint as well as the batch it
belongs to. Even changing one point of a batch B can affect
the batch statistics (i.e., p%’s and o7’s) and in turn change
the outputs of f for the entire batch.

Loss functions. We study regression with squared loss
U9,y) = |19 — yH2 and binary classification with logistic
loss £(j,y) 2 — log(p(y)), where p(t) = 1/(1 + e~t).
Let Y, Y € RP*? denote network outputs and true la-
bels for a mini-batch of ¢ datapoints, respectively. Define
the mini-batch risk as the columnwise sum £(Y,Y) £

p E(YZ,Z-, Y.;), where Y. ; denotes the ith column of Y.

Optimization methods. We consider shuffling-based vari-
ants of SGD, namely single-shuffle (SS) and random-
reshuffle (RR). These algorithms proceed in epochs, i.e.,
full passes through shuffled dataset. As the names suggest,
SS randomly samples a permutation 7w € S,, at the begin-
ning of the first epoch and adheres to this permutation. RR

"We can readily generalize to arbitrary learned (but frozen)
feature mappings under suitable changes to the assumptions.
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randomly resamples permutations 7, € S,, at each epoch k.

Throughout, the (mini-)batch size will be denoted as B. For
simplicity, we assume that the n datapoints can be divided
into m batches of size B. With a permutation 7 € S,,, the
dataset Z = (X,Y) is thus perfectly partitioned into m
batches (X1, Y!),...,(X™ Y™), where XJ ¢ R¥*B
and Y/ € RP*B consist of the (j(B — 1) +1,...,jB)th
columns of the shuffled 7 o X and 7 o Y, respectively.

For a parameter © optimized with SS or RR, we denote
the jth iterate on the kth epoch by @?. The starting iterate
of the kth epoch is ©F which is equal to the last iterate of
the previous epoch ©%~1. For each j € [m], SS and RR
perform a mini-batch SGD update with stepsize 1, > 0:

@? — @f,l - ﬁkveﬁ(f(Xig @;?71)7 YTgk)'

3. Main regression results: convergence to
optima of distorted risks

In this section, we introduce the framework of distorted risks
to elucidate the distinction between SS+BN and RR+BN.
For ease of theoretical analysis, we consider the simpli-
fied setup where BN is applied only to the input features,
although we note that the framework can be readily gener-
alized to any learned but frozen features. This framework
also applies to classification; we continue to study it in Sec-
tion 4. We then present our global convergence results (The-
orems 3.2.2 and 3.2.3) for the distorted risks induced by SS
and RR for squared loss regression. In the one-dimensional
case, we uncover an averaging relationship between the SS
and RR optima (Proposition 3.3.1) which can help RR re-
duce distortion. We exemplify this averaging relationship
with a simple example and extend it to higher dimensions
with experiments on synthetic data.

3.1. Framework: the idea of distorted risks

We now formally introduce the notion of a distorted risk.
Distorted risks are crucial to our analysis, as they encode the
interaction between shuffling SGD and BN. We show that
these distorted risks £, and Ly are respectively induced
by certain batch normalized datasets X  and X gg obtained
by batch normalizing the input features.

The undistorted risk we actually want to minimize is the risk
that corresponds to full-batch GD. Define the GD features
X p = BN(X), which induces the GD risk:

Lep(0©) = L(f(X;0),Y) = LWTIXap,Y).
However, during epoch &, SS or RR optimize a distorted
risk dependent on 7. To see why, define the SS dataset

X, 2 BN, (X) 2 [BN(XY) BN(X )]

Y, £ [Yﬂl Ym]7

™

for ever}i)ermutation m € S,. Similarly, form the RR
dataset (X grr, YRR) GB‘“(”'”I) x RP* (1Y) by concate-
nating the SS datasets (X, Y;) across all 7.

Crucially, the SS data X . encodes the distortion due to the
interaction between SS with permutation 7 and BN; the RR
data X gy does the same for RR and BN. Indeed, since SS
uses a fixed m, it implicitly optimizes the SS distorted risk

£,(0)2 Y L(f(X2:0), YY) = LWTX,, ;).

Jj=1

Likewise, by collapsing the epoch update into a noisy “SGD”
update, we observe that RR over epochs implicitly optimizes
the RR distorted risk

1 1 __
Lrr(©) = ] > Le(0) = JEWITXgr, Yrr).

TES,

We reiterate that SS and RR distortions originate from using
both shuffling and batch normalization: shuffling alters the
batch-dependent affine transforms that BN applies. With
this notation, the connection between SS+BN/RR+BN and
ghost BN becomes more evident: one can view the full batch
as the batch in ghost BN and the mini-batches as the virtual
ghost batches. Moreover, the proofs of Theorems 3.2.2
and 3.2.3 demonstrate that ghost BN would witness the
same type of distortion as SS+BN/RR+BN.

To aid clarity, we adopt the convention that overlines con-
note batch normalization with some batching, and vice versa.
For example, the SS dataset X , = BN (X)) is normalized,
while the shuffled dataset X, = 7w o X is not.

3.2. Convergence results for regression

We now present our main regression results: SS+BN and
RR+BN converge to the global optima of their respective
distorted risks encoded by the SS dataset X, and the RR
dataset X gr. We require the following rank assumptions.
Assumption 1 (Full rank assumption).
(@) X, € R¥*" satisfies rank(X ) > d. In particular,
(XX ) > 0.
(b) Xgrr € R satisfies rank(Xgrgr) > d. In par-
ticular, o min (YRRY;R) > 0.

It is natural to ask when Assumption 1 holds. We demon-
strate that the following mild assumption implies it; the
assumption states that the feature matrix X is drawn from a
joint density on matrices in a potentially non-i.i.d. fashion.

Assumption 2. X is drawn from a density with respect to
the Lebesgue measure on R,

Since BN centers the mini-batch features, we have
rank(X,) < mim{d7 (B — 1)%} and rank(Xgrg) <
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min {d, (B — 1)(}) }.> We now show that if B > 2 these
upper bounds are achieved almost surely. Thus, we iden-
tify reasonable conditions under which Assumption 1 holds
almost surely over the draw of data, irrespective of shuffling.

Proposition 3.2.1. Assume Assumption 2 and B > 2.
Then we have rank(X,) = min{d, (B —1)%} and
rank(Xgrr) = min {d, (B —1)(})} a.s.. Consequently,
if (B —1)5 > d, Assumption 1(a) holds a.s. for X ., and
if (B — 1)(2‘,) > d, Assumption 1(b) holds a.s. for X rg.

Although we could have just assumed Assumption 1, the
nonlinearity introduced by BN makes it nontrivial to identify
mild sufficient conditions on the original features to control
the rank of SS and RR datasets. Furthermore, controlling
the rank of these datasets is crucial to our analysis of GD
risk divergence in the classification setting (see Section 4).

Next, we present our main SS convergence result: SS con-
verges for appropriate stepsizes. We defer the proof and
explicit convergence rates to Appendix A.1.

Theorem 3.2.2 (Convergence of SS). Let f(;0) =
WTBN(-) be a linear+BN network initialized at ©} =
(W, T8) = (0,I). We train f using SS with permutation
w and suppose that Assumption 1(a) holds for this w. SS uses
the following decreasing stepsize, which is well-defined:

1 ) 1 V2B=1 poly (omin (X))
e = B ~m1n{0(amin(fwiz))7 poly (n,d,[[Y ]| ) }’

where 1/2 < 8 < 1. Then the risk L.(O}) converges to
the global minimum L. as k — oc.

Theorem 3.2.2 shows that using both SS and BN induces
the network to converge to the global optimum of the SS
distorted risk instead of the usual GD risk. The proof pro-
ceeds by aggregating the epoch-wise gradient updates on the
collapsed matrix WT'. The main difficulty lies in carefully
bounding the accumulation of various types of noise.

‘We now turn to RR convergence. For the sake of analysis,
we make the following compact iterates assumption which is
common in the RR literature (Haochen & Sra, 2019; Nagaraj
et al., 2019; Ahn et al., 2020; Rajput et al., 2020).

Assumption 3. For all (i, k), the iterates ©F = (W} T'F)
satisfy HWZC I‘f H2 < ARR for some absolute constant Agg.

Finally, we can show that RR converges in expectation to
the global optimum of the RR distorted risk Lrr. We defer
the proof and explicit convergence rates to Appendix A.2.

Theorem 3.2.3 (Convergence of RR). Assume Assump-
tion 1(b) and Assumption 3. Using the same f and initializa-
tion as in Theorem 3.2.2. we train training [ using RR with

Note that X rr contains many duplicate batches; only (g) of
them are unique, up to permutations of B columns inside a batch.

the following decreasing stepsize, which is well-defined:

1 . 1 V2B—1
M= B 'mm{o(anmﬁmf;,))’ poly (m,d,[¥T . Arr) }

where 1/2 < 3 < 1. Then the risk Lrr(OF) converges in
expectation to the global minimum Ly as k — oo.

The proof of Theorem 3.2.3 is similar to the SS case; the
main subtlety is using Assumption 3 to handle expectations.

The main takeaway of Theorems 3.2.2 and 3.2.3 is that
SS+BN and RR+BN converge to the optima of the SS and
RR distorted risks, respectively. These distorted optima may
differ from optimum of the GD risk. Moreover, the required
stepsize for convergence is usually smaller for SS (where
the requirement depends on 7) compared to RR.

3.3. RR averages out SS distortion

Having shown that the two different algorithms drive the
network parameters to global optima of two different dis-
torted risks, it behooves us to study these optima. By
collapsing the final layers W and I into a single matrix
M = WT € RP*?, we can study the global optima M}*
and My, on the normalized datasets X . and X gg. These
global optima naturally correspond to the global optima
of £, and Lgrg. In this section we illustrate how RR can
average out SS distortion in the one-dimensional case.

We first relate the SS optima M} to the RR optimum
Mg, A simple gradient calculation reveals M5y =

> Y,TY,—: >, Y,TY: )~L. Since BN enforces the unit

. . <~ ~ ! . .
variance constraint, XX = = n if d = 1. Simple alge-
braic manipulation then implies the following proposition.

Proposition 3.3.1. Ifd =1, My, = 4 > s M.
Proposition 3.3.1 identifies an explicit averaging relation-
ship between RR and SS in the one-dimensional case. This
motivates the following simple construction where RR’s
averaging behavior removes SS distortion.

Dataset: SS distorted with constant probability, RR av-
erages out distortion. We visualize our toy dataset with
16n datapoints where d = p = 1, B = 2, and n = 3 in
Figure 2a, along with the possible SS optima M. The
dataset is comprised of four clusters of 4n points in the
square [—1,1]2. By vertical symmetry of the clusters and
Proposition 3.3.1, the RR and GD optima coincide at zero.
However, SS is distorted away from GD. An anticoncentra-
tion calculation shows M* # 0 with probability 1 — O(ﬁ)

and |M*| = Q(ﬁ) with constant probability. The key in-
sight is linking SS distortion to breaking symmetry in the

SS dataset (see Proposition E.1.1 for details).
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3.4. Regression experiments

For our regression experiments, we used synthetic data with
n = 100, B = 10, and d = 10. For ¢ € [n], we sampled
x; ~ N(0,1;) and generated y; = Mipex; +€; € R
with Miye ~ U[—1,1]¢ and ¢; ~ N(0,1). We trained
the network WT'BN(X) using SS and RR with an inverse
learning rate schedule initialized at = 0.01. We observed
convergence to near optimal values on the SS and RR risks
(Figure 7), which supports the convergence results (Theo-
rems 3.2.2 and 3.2.3).

We also extended the toy dataset to the synthetic setup de-
scribed above. As Figure 2b makes apparent, SS is con-
sistently distorted away from the GD optimum, whereas
RR averages out this distortion effect. We generated 500
datasets and evaluated the distortion for each one with the
normalized distance d(M) £ % For SS, we com-
puted the mean d(M ) for 1000 random draws of 7. For
RR, we approximated d(Mf;;) as follows. We sampled
1000 fresh random permutations to approximate the RR
dataset X rR, which we then used to approximate Mg
(since it is intractable to average over all n! permutations).
We see that d(M ) > 1 for all of the SS experiments while
d(M?) =~ 0.1 for all of the RR experiments.

4. Main classification results: divergence
regimes based on distorted risks

We now turn to analyzing linear+BN binary classifiers
f(X;0) =sgn(WI'BN(X)) trained with the logistic risk.
To characterize divergence, we identify salient properties
of the distorted risks first introduced in Section 3.1. These
properties identify regimes where the SS+BN classifier can
diverge on the GD risk (Theorem 4.1.3) yet the RR+BN
classifier does not diverge (Theorem 4.1.4). This motivates
the construction of a toy dataset (Section 4.2) where the
optimal SS classifier diverges on the GD risk with constant
probability. In Section 4.3 we extend our results to more
realistic networks and datasets, demonstrating that these
phenomena are not an artifact of our theoretical setup. Our
theoretical results offer some justification for the empirical
phenomenon of divergence when SS SGD is combined with
BN for classification.

We briefly remark on why we analyze divergence conditions
instead of directional convergence. The main difficulty lies
in analyzing SGD instead of GD. One could hope to extend
the techniques for directional convergence for homogeneous
networks in Lyu & Li (2019) to the stochastic setting, but
this is outside the scope of our paper. Furthermore, the
analyses for deep linear networks such as Ji & Telgarsky
(2020) rely on invariants which do not hold for us due to the
diagonal T" and the BN layers for deeper networks.

0 cn—
Cluster 2 Cluster 1

0.00 =

-0.25
~0.50 o Z°4

-0.75 M*

— M, Cluster3 Cluster 4
RR cmmmms L]

-1.00

—1.00 -0.75 -0.50 =0.25 0.00 0.25 0.50 0.75 1.00

(a) Dataset with 48 datapoints demonstrat-
ing distortion of SS optima M.

Normalized distance to GD optimum

== RR
=5
0 .
0.2 0.4 0.6 0.8 1.0

(b) Normalized distance to GD optimum
d(M) = |[M — Mcpl||/|Mcol|-

Figure 2. Top: toy dataset for regression, showing how RR can
average out the distortion of SS. Bottom: histogram of distortion
of SS and RR optima on synthetic data for d = 10. The SS
optima significantly deviate from the GD optima, whereas the RR
optima are relatively close. This supports the intuition that RR can
nontrivially smooth out the bias of SS in higher dimensions.

Throughout, we use v = (WT)T € R? to refer to the
vector that determines the decision boundary of our classi-
fier f. We remind the reader of the datasets which induce
the different distorted risks (Section 3.1). Given dataset
Z = (X,Y), the GD dataset is Zap = (Xcp, Yap) =
(BN(X),Y). Similarly define the SS dataset Z,
(X+,Y:) = (BN,(X),moY) and the RR dataset Zrg =
(XRrR, Yrr) by concatenating Z . over all permutations 7.
If the labels are clear from context, we occasionally abuse
terminology and refer to the features as the dataset.

> ||>

4.1. Analysis of problem structure for classification

To analyze the optima of the distorted risks, we introduce rel-
evant concepts from Ji & Telgarsky (2019). Given a dataset
Z = (X)Y) = {(x;,vi)},—,, with labels y; € {£1},
greedily define a maximal linearly separable subset S¥5 =
(XS, Y1) as follows. Include (x;,y;) in S™5 if there ex-
ists a classifier u; € R? with gthTacZ > (0 and yjuiTa:j >0
for all j. For reasons that will be clear shortly, denote the
complement of S5 in Z by §5C £ (X3¢ yS€),
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In particular, there exists a classifier uw such that: (1) S LS
is perfectly separated by w (2) the datapoints X 5€ in §5¢
are orthogonal to u, so they are on the decision boundary.
We can choose u to be the max-margin classifier u™™ on
S5, The notation S5 is chosen because the logistic risk
is strongly convex when restricted to bounded subsets of
Span(X5¢), meaning there is a unique finite minimizer
v5C in this subspace. Ji & Telgarsky (2019) show that
linear classifiers trained on the logistic risk with GD are
implicitly biased towards the ray v5¢ + ¢ - uMM for ¢ > 0.

We now identify a salient property of the distorted risks.

Definition 1 (Separability decomposition). The separability
decomposition of dataset Z refers to Z = S5 11 §5C,

If S¥S = Z, we say Z is linearly separable (LS). If both
S™S and S5€ are nonempty, we say Z is partially linearly
separable (PLS). Finally, if S5¢ = Z, we slightly abuse
terminology and say Z is strongly convex (SC).?

Because the logistic loss does not always have finite infima,
we now introduce the notion of an optimal direction.

Definition 2 (Optimal direction). Given dataset Z =
(X,Y), we say a sequence of iterates v(t) infimizes L if
L(t)"X,Y) — inf,cpe L(w X,Y). We call v € RY
an optimal direction if there exists u € R? such that
{u + tv},-, infimizes L.*

Definition 1 is motivated by the following results which
identify how the separability decomposition affects optimal
directions. Their proofs are deferred to Appendix B.4.

Lemma 4.1.1. Let Z = S“S 1 §5C. If v is an optimal
direction for L, then v’ x = 0 for all x € Span(X5€) and
yiv x; > 0 for every (x;,7y;) € ST5.

Combining the above lemma and the definitions yields the
following proposition, which characterizes SS and RR di-
vergence using the separability decomposition.

Proposition 4.1.2. Suppose Assumption 1(a) holds, the
iterates v, (t) infimize L., and their projections onto

Span(fic)l converge in direction to some optimal direc-
tion v} for L. Then the GD risk Lgp diverges if and only
if Z . is PLS or LS and there exists some (x;,y:) € Zcp
such that y;v:"x; < 0. The analogous statement holds
true for Zyrr under Assumption 1(b). Furthermore, the “if”
part holds true for SS and RR without Assumption 1.

In particular, Proposition 4.1.2 implies that if the RR dataset
is SC and rank d, the GD risk does not diverge. Moreover,

3Here, PLS refers to the “general case” discussed in Ji & Tel-
garsky (2019), but we chose to use this alternative terminology
because we found the term “general” can lead to confusion.

“This definition is catered towards the SC+full rank X or
PLS/LS case. However, since Proposition 3.2.1 provides suffi-
cient conditions for full-rank data, this subtlety is unimportant.

it naturally leads to the question of understanding ranks and
separability decompositions of the SS and RR datasets; the
former question is already answered by Proposition 3.2.1.

To analyze the separability decomposition with high proba-
bility or almost surely, we assume the labels are balanced.

Assumption 4 (Balanced classes). The data Z either has
(a) an equal number of positive and negative examples; or

(b) at least B positive and B negative examples.

Finally, we informally state our main classification result:
SS+BN can diverge in some regimes (see Theorem B.2.1
for details).

Theorem 4.1.3 (SS+BN can diverge (informal))). Assume
Assumption 2, Assumption 4(a), and B > 2. If d <
(B = 1)%, SS can diverge if B = Q(logn) and Zcp's
separability decomposition can change with small pertur-
bations. Otherwise, SS can diverge regardless of the batch
size and the separability decomposition of Z gp.

Whereas Theorem 4.1.3 establishes regimes where SS+BN
can diverge, we can show that RR+BN prevents divergence
in a much larger regime (see Theorem B.3.1 for details).

Theorem 4.1.4 (RR+BN does not diverge (informal)). As-
sume Assumption 2, Assumption 4(b), and B > 2. If
d<(B-1) (g), RR does not diverge almost surely.

Theorem 4.1.3 implies that one cannot prevent SS diver-
gence by simply increasing the batch size B; it is also
necessary for the GD dataset to be “robustly” LS or SC.
Moreover, as soon as d > (B — 1)%, SS can diverge. In
stark contrast, Theorem 4.1.4 establishes that even for small
B, RR is almost surely robust to divergence as long as
d < (B —1)(J}). Although our theorems do not prove that
SS+BN necessarily diverges, they offer some theoretical
explanation for why SS+BN appears to be less stable than
RR+BN for classification.

4.2. RR prevents divergence while SS diverges

We present a toy dataset where SS drastically distorts the
optimal direction, leading to divergence with constant prob-
ability. Meanwhile, RR does not diverge on this dataset. We
use d = B = 2 to simplify the construction.’

Dataset: SS often diverges; RR does not. We describe
our construction (Figure 3a) at a high level; see Proposi-
tion E.2.1 for details. The GD dataset is PLS with unique
optimal direction v, (its decision boundary is the purple
dash-dotted line). Moreover, with constant probability the
SS dataset is PLS with unique optimal direction v, (green
dotted line) distorted away from v¢,,. Also, v} misclassi-

fies points in the GD dataset (Y:rr and X __.). Under the

err

3Since B = 2, there is no contradiction with Theorem 4.1.3.



Training Instability of Shuffling SGD with Batch Norm

-1.0 . =

=15 -1.0 -0.5 0.0 0.5 1.0 15

(a) Toy classification dataset showing di-
vergence of SS with constant probability.
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(b) 3 layer linear+BN networks trained with varying stepsizes.

Figure 3. Top: Toy dataset demonstrating divergence of GD risk
with constant probability. The dashed lines trace out the convex
hulls of the positive and negative points. Bottom: divergence of
GD risk for a variety of stepsizes on CIFAR10. Note that there
was eventually a separation for 7 = 10™* (see Figure 8).

additional assumptions in Proposition 4.1.2, the GD risk
diverges. Finally, since the RR dataset is SC and rank d, RR
does not diverge on the GD dataset.

4.3. Experiments on linear and nonlinear networks

We now verify our theoretical classification results on lin-
ear+BN and extend them to nonlinear networks on a va-
riety of real-world datasets. This demonstrates that the
separation between SS, RR, and GD is relevant in realis-
tic settings and not merely an artifact of the linear setting.
We refer to the linear+BN network WI'BN(X) as 1-layer
linear network, and also consider deeper linear networks
with tunable parameters inside BN layers. We observe
strikingly different training behaviors in the shallow and
deep linear networks. The networks are formally defined in
Appendix D; see https://github.com/davidxwu/
sgd-batchnorm-icml for the experiment code.

As a motivating example, we ran an experiment on synthetic
data (Figure 4) with the 2-layer linear network f(X) =
WTBN(AX). Note that the tunable matrix A acts be-
fore BN. Intriguingly, we observe that the SS dataset with
features X, = BN, (AX) is SC at initialization, but up-

dating A with SS makes it LS after training. Moreover,
the batch size is large relative to n, so this dataset satisfies
the necessary conditions for divergence in Proposition 4.1.2
and Theorem 4.1.3.

More specifically, Figures 4a and 4c plot the 2-dimensional
GD and SS datasets, respectively, which are SC at initial-
ization. However, after training with SS, we can see from
Figures 4b and 4d that SS updates A to make the SS dataset
LS, whereas the GD dataset stays SC. Hence, by Propo-
sition 4.1.2, the GD risk diverges. This example partially
explains the discrepancy in training behavior between the
1-layer and deeper networks. Indeed, whereas the 1-layer ar-
chitecture has static Z, the deeper networks have evolving
weights inside BN which can push Z . to be LS/PLS.

To exhibit the above divergence on real data, we conducted
experiments on the CIFAR10. Using SS and RR, we trained
linear+BN networks of depths up to 3 for 7' = 103 epochs
using stepsize 7 = 1072, batch size B = 128, and 512
hidden units per layer (see Appendix D for precise details).

As depicted in Figure la, we consistently observed SS
divergence for the deeper networks (see Figure 9 for
more evidence of divergence). As predicted by Theo-
rem 4.1.4, RR did not exhibit divergence behavior. These
phenomena persisted despite ablating the learning rate in
{0.01,0.001,0.0001}, momentum in {0,0.9,0.99}, and
batch size in {32, 64, 128}. The learning rate ablation is
shown in Figure 3b; see Appendix D for the rest.

For the nonlinear experiments, we extended to the CIFAR10,
MNIST, and CIFAR100 datasets. We used SS and RR to
train 3-layer 512 hidden unit MLPs with BN and ReL.U ac-
tivation for T' = 102 epochs, and also to finetune pretrained
ResNet18 for T' = 50 epochs. We consistently observed that
in the final stages of training (i.e., relatively small training
risk), SS trained slower than RR across all of the datasets,
even after tuning the learning rate (see Figures 5 and 6).

5. Conclusion

This paper established that training BN networks with SS
can lead to undesirable training behavior, including slower
convergence or even divergence of the GD risk. However,
RR provably mitigates this divergence behavior, and experi-
mental evidence suggests that using RR usually converges
faster than SS. This separation in training behavior between
SS, RR, and GD is because data shuffling directly affects
how BN operates on mini-batches. Our theoretical results
establish a separation for the special case where BN is ap-
plied to the input features. The more general and realistic
case where BN is applied to dynamically evolving layers is
left as an important direction for future work. We also ob-
served in preliminary experiments that a similar separation
manifested for generalization, and we hope that adopting
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Figure 4. Snapshots of GD dataset Zap and SS dataset Z . before and after running SS for 7 = 10* epochs with 32 positive and negative
synthetic examples. While the GD dataset remains SC, the SS dataset become LS. Here B = 16, n = 1072, and € = 10~° for BN.
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Figure 5. 3 layer ReLU+BN MLP on (left to right): CIFAR10, CIFAR100, and MNIST. Note the slower convergence for SS versus RR in
the final stages of training for CIFAR10 and MNIST, and the early stages of training for CIFAR100.
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Figure 6. ResNet18 finetuned on (left to right): CIFAR10, CIFAR100, and MNIST. Note the slower convergence for SS versus RR across
datasets in the final stages of training for CIFAR10 and MNIST, and the early stages of training for CIFAR100. For the smallest learning

rate n = 1073, we observed a separation after 200 epochs.

a similar perspective will prove fruitful in pursuing this
direction. We remark that similar surprising phenomena
may arise when using other design choices that are imple-
mented in a mini-batch fashion such as mixup (Zhang et al.,
2017) and Sharpness-Aware Minimization (SAM) (Foret
et al., 2020). For these reasons, we generally recommend
that practitioners use RR instead of SS. Further future di-
rections include establishing directional convergence for
homogeneous classifiers trained with shuffling SGD and
theoretically understanding conditions under which deeper
networks diverge faster.
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A. Proofs for regression results

In this appendix, we provide the full details for the proof of convergence for SS and RR in the regression case.

Additional notation. We introduce some additional notation which we will use throughout the proof of Theorems 3.2.2
and 3.2.3. For a matrix A, we use A; . and A, ; to denote the ith row and jth column of A, respectively. We also use
A; ; to denote the (i, j)th entry of A. The Hadamard product of two matrices A, B € R™*" is denoted by A ® B, with
(A® B);; = A, ;jB; ;. The diagonal operator diag : R™*™ — R™*"™ is defined by diag(A) = I ® A. We denote the
Frobenius inner product (A, B) . =, ; A; ; B; j and its induced norm by || A 5.

Also recall from Section 2 that when © is optimized with SS or RR, the ith iterate on the kth epoch is denoted by ©F. For
simplicity, we will often say the (4, k)th iterate to refer to ©F. Denote the collapsed parameter matrix defined in Section 3
by M £ WT. We will abuse notation and sometimes denote the (i, k)th iterate by M} = W}FTE,

Recall that the mini-batch risk used for updating the (i, k)th iterate of SS or RR is given by £(f(Xit1;0F), Yitl) =
| Y+t — WETFBN(X ) Hi where 7 denotes the permutation chosen for the kth epoch and X7 € R¥*5B and Y/ €
RP*B consist of the (jB — B+ 1,...,7jB)th columns of 7 o X and 7 o Y, respectively. Since this notation is a bit lengthy,
we simplify it to £(X7;0) = L(f(X7;0),Y7) for any j € [m]. Here, we can also view the mini-batch risk as a function
of M = WT, so we will sometimes abuse notation and write

L(X5: M) 2 ||¥7 — MBN(X)|[.
VaL(X]: M) 2 ~(Y] -~ MBN(X])BN(X])T.

For SS, we work with a fixed permutation 7 € S,, and input dataset (X, Y'). Recall that we defined X , = BN, (X) from
Section 3, i.e., the column-wise concatenation of all batches after batch normalization: X, = [BN(X}) --- BN(X™)].
When the context of parameters © = (W, T') and permutation 7w € S,, chosen by SS are clear, we denote the collection of
outputs over the dataset by Y, £ WI'X,. Also recall that the distorted SS risk £ (©) we set out to optimize is defined to

be L,(0) =L, (W,T) = HYﬂ - WI‘Y,FH; With M £ WT, we also abuse notation and write

Lo(M) 2 ||Y, — MX.|[;.
Voarle(M)2 (Y, - MX )X,

T

We will use big—O notation throughout to simplify the presentation of the proofs. When we write O(n)},) for some exponent
t > 1, we hide constants that depend on m, | X ﬂH o and various absolute constants defined explicitly below. These
constants have at most polynomial dependence on these parameters and absolute constants.

A.1. Proof of convergence for SS

Let us first prove Theorem 3.2.2. First, we draw the reader’s attention to some standard properties in optimization theory
that allow us to prove global convergence. We then sketch out the proof in Appendix A.1.2 and flesh out the details in
subsequent sections.

A.1.1. OPTIMIZATION PROPERTIES

It is profitable to keep in mind the general idea behind proving global convergence of SGD for a function £(©), which has
been exploited in Ahn, Yun, and Sra (2020); Zhou and Liang (2017); Nguyen, Tran-Dinh, Phan, Nguyen, and van Dijk
(2021). The following two properties of the optimization problem are critical in such approaches:

Property 1 (Smoothness). G-smoothness of L, i.e., the gradients of L are G-Lipschitz. In particular, it implies the following
two standard properties:

(i) L(©) < L(O) +(VeLl(0),0-0)+ 5[0 — O|? for all ©,0' in the domain of L.
(ii) The Hessian H = V% L(0) satisfies |H ||, < G for all © in the domain of L.
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VLO)|? > 2a(L(0) —

Property 2 (PL condition). The loss function L satisfies the a-Polyak-Lojasiewicz condition, i.e.,
L*) for all © in the domain of L.

In our case, we can use global smoothness and strong convexity (which implies the PL condition) of £, with respect to
M = WT, but these global properties do not hold with respec to our optimization variables © = (W, T'). Importantly,
unlike the analyses of Ahn, Yun, and Sra (2020); Nguyen, Tran-Dinh, Phan, Nguyen, and van Dijk (2021), we cannot
directly leverage the global smoothness and strong convexity as is, because we do not directly perform gradient updates on
M. Instead, we effectively use a “dynamic” PL condition which depends on I'. The subtlety in the analysis is to show that
such behavior can be controlled to ensure convergence in the end.

Finally, a third property — which is often exploited to prove convergence results for linear neural networks — is the notion
of an (approximate) invariance property satisfied by the layers of the neural network. Indeed, in the continuous time case,
i.e., when we minimize £, (©(t)) with gradient flow ©(t) = —V gL, (O(t)), such an invariance can be directly shown by
the differential equations, see Wu, Wang, and Ma (2019) for instance. To that end, define the following quantity

D 2 I + diag(W'™W —TI?), )]

which we refer to as the invariance matrix. For each iterate ©F of SS, the corresponding D¥ can also be naturally defined.
In gradient flow, D(¢) actually remains invariant with time ¢ € [0, 00). We quickly prove this property here, and later prove
that an approximate version holds in the discrete and stochastic case, although the bounds are messier.

Fact A.1.1. In the gradient flow formulation, we have %D(t) = 0. Moreover, in both the gradient flow and discrete time
formulation, we have

diag(W ' VwLs) = (VrL,)T. @)

Proof. For the proof, we write out the (full) gradients of £, with respect to W and I" for reference:
VLl =—(Y: — Vo)X, T, 3)
Vil = —diag(WT (Y, - V)X ). @)

A direct calculation shows that diag(W ' VwL;) = (VrL,;)[. Due to the gradient flow formulation O(t) =
—VoLl,(©(t)) we have %W(t) = —-VwZL, and %l"(t) = —VrL,, so it follows from Equation (2) that %D(t)
0.

o

We now formally state the smoothness and PL. guarantees for our setup.
Lemma A.1.2 (Smoothness with respect to M). The SS risk L, is G z—smooth with respect to M = WT, where

< |12
G = [| Xl

Proof. We directly check the Lipschitz gradient condition. Indeed, we have
”VMEﬂ(M) - VMEW(M/) |2
_ H(Yﬂ - MX)X. - (Y, - MX)X,

T2

= |- M Z XL < (XM - Ml

Note that the same inequality holds (with the same value of GG;) if we instead used the Frobenius norm, due to the fact that
|AB| » < ||B||5|| Al in the last line. O

Lemma A.1.3 (Strong convexity with respect to M). Under Assumption 1(a), SS risk L is a—strongly convex with

respect to M = WT, where

Or é Omin (Yﬂ'f;lr—)

Hence, L is also a.—PE with respect to M.

Proof. Take the Hessian of £ (M) with respect to the vectorized version vec(M) of M to obtain VZ_ () Ln(M) =
YWYI ® I,,, where ® denotes the Kronecker product. Then evidently V3, 5 p) Lr(M) = amin(YWYI)I ». Owing to

vec(
Assumption 1(a), this proves the claim. O
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A.1.2. PROOF SKETCH OF CONVERGENCE

Proof sketch of Theorem 3.2.2. The high level idea is this: we want to prove that £, (MEF) — L% as k — oo. However,
we will instead show the much stronger statement that £, (M}) — L% for all i € [m]. Our high level approach is
heavily inspired by the proof strategies in Wu et al. (2019); Ahn et al. (2020). Indeed, many of the technical lemmas in
Appendix A.1.4 are analogous to ones proved in Wu et al. (2019), and the motivation for unrolling shuffling mini-batch
updates to an epoch update with additional noise comes from Ahn et al. (2020).

As a necessary ingredient of the proof, we will demonstrate that for sufficiently small chosen 7, we have an update equation
that roughly looks like (modulo constants and noise terms)

Lo(MFY — 25 < (1 —m)(La(MF) = £5) + O(n}) forall 0 < i <m — 1. )
Remark A.1.4. Note that it is not necessarily the case that
ETr(MiIZrl) - ‘C;kr 5 (1 - nk)(‘cﬂ’<Mzk) - ‘C;kr) + O(U}%)

That is, the SS excess risk L, does not necessarily “decrease” from one iterate to the next; however, we can instead
guarantee that the per-epoch progress bound (Equation (5)) holds for any fixed iteration index i € [m] after every epoch.

We impose an ordering relation on pairs (a, b) in the natural way: we say (a,b) < (i,k) if k = band a < 4, orif b < k.
This is just tracking whether the iteration index (a, b) (the ath iterate of the bth epoch) is seen before the iterate (7, k). To
complete the induction on an iterate (¢, k 4+ 1) we need three inductive hypotheses L[a, b], D[a, b], and R]a, b] to hold for
all (a,b) < (i,k + 1). We define them formally below.

Hypothesis 1 (Loss stays bounded by an absolute constant). For all a, b satisfying 0 < a < m — 1 and b > 1, the inductive
property L[a, b] states L(0%) < Cr, for some appropriately chosen absolute constant C,.

In particular, we can set C';, & max {Eﬂ(@%) 0<t<m— 1}. Since we only look at the loss values for the first epoch,
C, is indeed an absolute constant depending on T.

Hypothesis 2 (Loss satisfies one-epoch inequality). For all a, b satisfying 0 < a < m — 1 and b > 1, the inductive property
Rla, b] states that

La(M}) — £3 < (1= ST ) (La (MY = £3) + O},
where the constant hidden in the O(n?) does not depend on k.

Hypothesis 3 (Approximate invariances hold). For all a,b satisfying 0 < a < m — 1 and b > 1, the inductive property

Dia, b] states that
b—
HDbH < CDZ@:%UES
iz CDZ¢=177t2§

where Cp is an appropriately chosen absolute constant which does not depend on a or b.

ifa=0,
otherwise,

N[ po =

Since the first iterate of the kth epoch OF is the same as the last iterate of the (k — 1)th epoch ©F , the same convention
applies to inductive hypotheses; for example, by L[m, k — 1] we mean L[0, k].

In particular, the inductive hypotheses imply the following claims.

P+ Yy &

(i) By Corollary A.1.8, L[a, b] implies that HM3H2 < &0

(ii) Also by Corollary A.1.8, D[a, b] and L|a, ] together imply that we have || W?||> < d?(1+€) and | TS| < 8+d2(3+

§). For the sake of notational convenience we will write Cy, £ /3 + d?(§ + &), so that max {||W2||,,, [ T%||,} <
Cy.

(iii) By Corollary A.1.13, Dla, b] implies that o;, (T'2)2 > 1/2.
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(iv) By Proposition A.1.23, if R[a, b] holds for all (a, b), then for appropriately chosen 7y, the risk £, (M?) converges to
L% at a sublinear rate.

We will explain at a high level how these statements together allow us to conclude that L[i, k + 1], D[4, k+ 1], and R[i, k +1]
hold. The idea, as in Ahn, Yun, and Sra (2020), is to accumulate the gradient updates in each epoch and isolate the signal
and noise components of each gradient update. For clarity of exposition, we assume for now that ¢+ = 0. Here are a couple
subtleties which we spell out explicitly, including how to generalize to 7 > 0.

* We are not directly performing gradient updates on M ; we instead perform gradient updates on W and I'. Nevertheless,
the effective gradient signal for M can still be extracted, and we term the remaining noise the mismatched gradient
noise. For every iterate (j, k), this will formally be denoted by qf.

* We are not taking a full batch gradient step from M to Mé”l. Rather, we are taking mini-batch updates which induce
path dependency. Nevertheless, as previous works have shown, even at iterate (j, k), we can still extract the full-batch
gradient signal evaluated at M, and we term the remaining noise the path dependent noise. For every iterate (j, k),
this will formally be denoted by e?.

e If 7 > 0, then the stepsize changes from 7, to 7,41 in the middle of our pass through the entire dataset. Nevertheless,
it’s not hard to see that this noise should be relatively small, of order 741 — n, — which is O(n3), as n = Q(1/k).
We will call this the stepsize noise, the accumulation of which for an epoch update starting from iterate (¢, k) to

(i, k + 1) will be denoted by SE::L)

We can accumulate these noise terms across the update across epoch k to form a composite noise term r*. The full-batch
update signal for M starting from M will be denoted by g*. We emphasize that g # V pr L. (MF) because we only
perform direct gradient updates on the component layers W and I'. Then as we will show in Appendix A.1.3, we can write

MEH = ME — n.g" + nirt. ©6)

Next, as seen in Lemma A.1.2, £ is globally G —smooth with respect to M for some absolute constant G which depends
on 7. Thus, using the smoothness inequality as in Property 1, we obtain

G, 2
Lo(MG™) = L2(MG) < (VL (M), Mg+ = ME) o + =5 || Mg+ = M| ..

The main idea is that we have the following inequality (proved in Lemma A.1.14) that shows that even though g~ #
VL, (MPE), it is nonetheless correlated to the “correct” gradient update V L. (MF):

~ 1
(VarLa(M§).8") 1 > 0win (0| Var Lo (M) [ = 5|V ar Lo (M)

due to the inductive hypothesis D]0, k].

For the stated stepsizes 7, one can then plug in the gradient update Equation (6) and massage the inequalities a bit to obtain
that
Nk 2
Lo(My™) = Lo(MG) < = ||V a Lo (MF)[,; + O(1), @)
where the constant hidden by the big—O notation is poly (m, Cy, Cp, Hfﬁ ‘ ’ )

We now use a.-strong convexity of £, with respect to M (and hence «,.-PL) shown in Lemma A.1.3 to obtain

La(M{F) = £3 < (1= S5 ) (Lo (ME) = £5) + O01). ®)

Note that this is precisely the statement of R[0, k + 1].

Provided that we can appropriately bound the noise terms ¥ to get the asserted O(n3) term above, this will imply R[0, k+1].
For sufficiently small stepsizes 7, we can also use Equation (8) to prove L[0, k + 1].
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On the other hand, to prove D|0, k + 1], we can directly bound the update HDg Dk | ||2 < O(n}) and combine this
with the inductive hypothesis D[m — 1, k] using the triangle inequality. If the stepsize 1, = O(1/k%) for 1/2 < 8 < 1,

then Y, -, 17 < oo, so the absolute constant C'p can be picked such that HD’OCJr1 H2 <1

Hence, R|0, k], as stated in Equation (8), holds for all k& by induction. We can thus unroll the inequality and conclude that
L (MF) converges to L under the stated stepsize assumptions, as desired. O

We now outline the structure of the proceeding sections, which fill in the details of the above proof sketch. In Appendix A.1.3,
we explicitly write out the accumulation of gradient updates across an entire epoch, decomposing into signal and noise
components. In Appendix A.1.4, we prove some technical lemmas controlling the singular values and norms of various
weight matrices and gradients via the approximate invariance matrix D and the inductive hypotheses. In Appendix A.1.5
we leverage the norm bounds developed in Appendix A.1.4 to demonstrate that the accumulated noise terms defined in
Appendix A.1.3 are negligible. Using these results, we are able to establish the R[i, k + 1] and L[i, k 4 1] in Appendix A.1.6.
We then turn to bounding the approximate invariances to establish D[i, k + 1] in Appendix A.1.7. The stray details of the
induction are spelled out in Appendix A.1.8.

A.1.3. REWRITING SS EPOCH GRADIENT UPDATES
To show that L[0, k + 1] holds, we need to accumulate gradients from M¥ to Mé““.

First, we look at a single iterate update. For every j < m we have

M}, = (W) - VwL(XITH05) (T8 — nVeL(XIT; 08)) )
= M} — g} + 174} (10)

where we have defined ' _
gj £ VwL(X[T 05T, + WiveL(XIt el), (11)

which is the gradient of the (j + 1)th batch of X, evaluated on the jth iterate on epoch k, and

q; £ VwL(X705)VeL(X]He)), (12)
which is the mismatched gradient noise term associated with the fact that we performed gradient updates on W and I rather
than M directly.

The key observation here is that
gy = VM L(XITH MP)(T)? + W diag(W)) TV L(XIH MY)).

In other words, gf is correlated to the “true” mini-batch gradient V s £( X7 M f) with respect to M through the
“interaction terms” I‘? and ij.

We show in Lemma A.1.16 that we can control the size of the noise terms q;? which arise from the fact that we are not truly
taking gradient updates with respect to M. More specifically, Lemma A.1.16 implies that Hq;C H P O(1).

Next, we actually accumulate gradients. The main obstacle we have to deal with is that the mini-batch updates prevent the
gradient accumulation from being exactly equal to the full-batch update starting at M. Inspired by the approach in Ahn
et al. (2020, Theorem 1), we separate out the gradient update g;-“ into a signal term gf and noise term e?. Specifically, we
write

MF, = MF —ngh +niel + niqb, (13)

where ‘ ,
g & VwL(XIT 05Tt + WivrL(Xit ef), (14)

is the signal of the gradient update of the (j + 1)th batch evaluated with parameter values ©F (instead of @?) and
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In particular, in Lemma A.1.18 below we show that ||e H = O(1), so that indeed the noise term is negligible with respect
to the true gradient signal.

Taking this as given for now, when we accumulate the gradient updates across epoch k, we see that we can define

m—1
gt e = Vw L (OFTE + WEV L, (0F), (16)
7=0
so that the accumulation reads
m—1
Myt = Mg —mg" +ni ) (ef +df) a7
j=0
= My —ng" +mir”, (18)
where we have additionally defined the composite noise term:
m—1
2 (e + g, (19)
7=0

Note that if we instead start from ¢ > 0, then the composite noise term r* will have an additional noise term SEZ kll), which
we will address in Appendix A.1.5. In particular, we show there that the norm of sEz k1) is O(1). Combining this with

Lemmas A.1.16 and A.1.18, we can conclude that ||7*|| . = O(1).

A.1.4. NORM AND SINGULAR VALUE BOUNDS BASED ON APPROXIMATE INVARIANCES

In this section, we prove several helper lemmas which help us bound noise terms in Appendix A.1.5 and the approximate
invariances in Appendix A.1.7.

Upper bounds on the norms of W and I'. Much of Wu, Wang, and Ma (2019) is dedicated towards showing that the
approximate invariances control the weight norms. The trouble with directly extending their strategy lies in the fact that in
our setting the invariance D is diagonal, which complicates the process of bounding various matrix norms. We first state the
following technical lemma which involves the operator norm of Hadamard products.

Lemma A.1.5 (3.1f in Johnson (1990)). Let A, B € R**? be matrices such that A is positive definite. Then | A ® B, <
Al 1Bl

We leverage Lemma A.1.5 to prove the following useful helper lemma that relates bounds on ||[I © W TW || , o [W],.

Lemma A.1.6. Suppose ||[I ® WTWH2 < B, where W € RP*4. Then |W ||, < \/dB. Conversely, if |W||, < 3, then
[row W, <5

Proof. Note that I ©® W T W is a diagonal matrix with diagonal entries VV:EVV;J, VV:TQVV;,Q, o WEW@, where W. ;

denotes the ith column of W. Hence Tr(I ® WTW) = |W/||3.. Hence |W |7 < df (or tighter by replacing d with
the rank of W), from which it follows that ||W||, < /dj. For the other direction, we set A = I and B = W' W in
Lemma A.1.5, so HI@ WTWH2 < ||W||§ < 2, as desired. O

With Lemma A.1.6 in hand, we prove the following technical lemma which gives a uniform bound on the norms of I" and
W based on & = ||WT,.

Lemma A.1.7. If | D||, < e < 1land |WT|, <& we have

Wy <dv1—e+,

and

HF2H2 <14e+d*(1—e+).

18



Training Instability of Shuffling SGD with Batch Norm

Proof. We have from |[WT'||, < ¢ that
IwrwT, < €.

Next, our hypothesis that || D||, = ||T + diag(W TW) — I'?||, < ¢ implies that
WI2W ' = W((1 - e)I + diagW' ' W))W '.

Taking norms of both sides and applying the reverse triangle inequality, we obtain that
& > |W diag(W W)W ||, — (1 —¢)||[W]5.

We now lower bound ||W diag(W W)W T||,. In particular, we expand out the matrix product. Note here that
diag(WTW),,; = ||W1||§ Thus we can write W diag(W W)W T as

2
HW,l |2 WTL

2 T
IW.2ll5 W,

W, W.o - Wy,

IWealls] L W
from which we observe that the ith diagonal entry of W diag(W T W)W T is

d
(W diag( W WY)W ), ; = Z IW..; H;WZZJ
=1

It follows that Tr (W diag(W W)W ) = Z?Zl [W..;|l;. Note that || A||, > max; ; |A; ;| (the RHS is also known as
the max norm). For our case we set A = W diag(W T W)W T and note that the diagonal is nonnegative. So in fact in our

case we obtain
d
: 1 4
|W diag(W W)W T, > v Z W3-
Now notice that -, |W. ; ||;1 =20 ij)2. Applying Cauchy-Schwarz to the outer sum we find that

Lo (0, W2
I

but the RHS is equal to ||W||3.. Since [|W ||, > |W

5> we conclude that

W5
az -

|W diag(W W)W ||, >

In summary, we have
4
W1,
d2
Applying the quadratic formula, we find that

—(L-|W|;-€ <o.

Wy <dy1—e+&

For the bound on ||T'||,, we start from the definition of D and apply the reverse triangle inequality to obtain

|1+ [|diag(W T W], — [|IT°],] <«

SO we obtain

[T2]|, < 1+ e+ [|W]L3,

where we used || ® WTWH2 < ||W||§ from Lemma A.1.6. From this, the conclusion directly follows. O
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Under the inductive hypotheses, Lemma A.1.7 implies that we can uniformly bound max { ||ij

I, 51, - This is
spelled out in the following corollary.

Corollary A.1.8 (Norms stay bounded). Suppose that L[j, k| and D[j, k] hold. Define

1
Cy = 3+d2<2+£),

2
with "
ee O+ ¥y
Omin(X ;)
Here C1, was defined in Hypothesis 1. Then
17| < ¢,

and
maae {[[W ] [P}, } < O

Proof. We have by triangle inequality that

| M;X IMPX x| < [[¥e = MPX x|+ 1 Yallp < La(MP)Y2 + (Ve

all, < P =

Since L[j,k] holds, we have have HY7T — MffﬂHi < (Cy. Furthermore, as n > d, we know that ||M]’-“Y
Cmin (7:) HM J’? H , and by Item Assumption 1(a) we have Umin(fz) > 0. Hence we obtain

ll, =

1/2
CrP 4 1Yl

H2 Omin (er—) -

1
It follows that & works as a bound on ||M f || , for the application of Lemma A.1.7. Since DJj, k] holds by assumption, this

means that the hypothesis on Df is satisfied with e = 1/2. In summary, all the hypotheses of Lemma A.1.7 are satisfied.
We can thus conclude that

maX{HWf 2 lez} < Cy,

as desired. O

The importance of these upper bounds on weight norms is that they allow us to upper bound the norms of gradients of £
with respect to various parameters.

Upper bounding the norms of gradients. The following lemma gives an upper bound on the norms of various gradients.
Lemma A.1.9. Forany a € [m] and © = (W ,T') we have

IVwL(X%0)|7 < [T)2IBN(XS)|L(XE; )
IVrL(X%0)|5 < [|[W3IBN(XS)|2L(X%:0)
IV MmL(XE M)||5 < |BN(X2)[5£(X2; M)
Proof. First, we have by definition
L(X2;0) = [WIBN(XZ) - Y25

Hence, the mini-batch gradients can be computed explicitly as

VamL(Xg; M) = —(Y; — MBN(X7))BN(X;)", (20)
VwL(X$;0) = VuL(Xy M)T, 1)
VrL(X;0) = diag(W ' VarL(X 5 M)). (22)
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Since L(X%; M) = ||[Y,* — MBN(X;:)H% and ||[AB| < ||All,||B|| », Equation (20) gives
IV arL(X s M) < [IBN(X3)[5£(X5: M).
It thus follows from Equation (21) that

IVwL(X5:0)l7 < T3 VarL(Xs: ©)[7 < [Tl IBN(XD)[5L(X 7 ).

Similarly, inspecting Equation (22), since ||diag(A) ||i-, < HA||§,, we have
a 2 a 2 2 a 2 a
IVrL(X3:0)| < [WTVML(XE0)|[, < [IW]5IBNX7)[LL(X7: 0).
O

As a consequence of Corollary A.1.8, under the inductive hypotheses we can also bound the gradient norms by absolute
constants.

Corollary A.1.10. Assume D|[j, k] and L[j, k] hold. Then, for any a € [m], we have
a 2 a\ |12
IV ar (X5 MP) [ < CLlBN(XD)]l,
a 2 a
IVwL(Xz: 0|, < CROLIBN(XD)]l,
a C 2 a
IVeLxs: 5[, < CLoLlBN(XS)]S,
where C, was previously defined in Corollary A.1.8.

We now turn from upper bounds to lower bounds. The crux here is to start with bounding the minimum singular value of T'
away from zero. This in turns allows us to lower bound the correlation between g* and V pr L. (M) away from zero. As
we will see, we can also show similar correlation lower bounds for the cases 7 > 0.

Bounding the minimum singular value of I'2. In order to bound o, (I‘f) away from zero, we need to show that the
approximate invariances prevent I' from vanishing on any coordinate. To do so, we appeal to an alternate formulation of the
Courant-Fisher theorem for singular values, which we restate below for completeness.

Theorem A.1.11 (Courant-Fisher). Let A, B € R"*". Then |o},(A) — or(B)| < ||A — BY|, for k € [min{m, n}|.

With this in mind, we formally prove that the minimum singular value of I'? is bounded away from zero.
Lemma A.1.12. Suppose that || D||, = ||I + diag(W W — l"2)H2 < €. Then we have

O'min(]._‘z) > 1—e

Proof. Setting A = T + diag(W " W) and B = I'? in Courant-Fisher yields
|oa(I + diag(W W) — 04(T?)| < || + diag(W W) — |,
Since the RHS is just D, we obtain that
Tmin(T?) > 1+ opin(diag(W W) — [|D||.

The conclusion easily follows. O

Under the inductive hypothesis D[i, k], i.e. || DF||, < 3. this immediately implies the following corollary. We will see in the
following section (in Corollary A.1.15) that this minimum singular value bound for T'¥ can be interpreted in the following
manner. Although the effective PL condition evolves dynamically, the associated PL constant always stays bounded away
from zero.

Corollary A.1.13 (PL. bounded away from zero). Assume D[i, k] holds. Then we have

1
O—min(rf)2 2 5
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The accumulated gradient signal is correlated with the full-batch gradient signal.
Lemma A.1.14 (Correlation of g* and V pr L. (ME)). For all k, we have

(VML (ME),3%) = omin(T6)?|| Vs L (M) HF.
Proof. Recall that we previously defined
9" & Vw Lr(65)T + W5 VrLn(6F).

Note that if we have A, A € R™*", with A = diag(\q, ..., \,,) a diagonal matrix with nonnegative entries, then
2
(A, AA), = <AA1/2,AA1/2>F - HAA1/2HF > min A || A%

Also, we have
(A, diag(A)) , = (diag(A), diag(A)) » = ||diag(A)|7 > 0.

Hence combining Equations (20) and (22) and the above inequalities, we have
(VarLe(M§), %) p = (VarLa (M), Vi L (O5)T) 1
<VM/3 (Mo) WokVF£ (@]5)>F
= (VML (M), VarLn( )2,
+((W§) VaLs (Mo) dlag((Wo )"V Lr (M)
> 0win () |V s £ (MF) -

O
We obtain the following corollary of the above lemma and Corollary A.1.13.
Corollary A.1.15. Assume D0, k] holds. We have
(VmL(M;),5") f||VM£ (M) (23)
More generally, assume Dli, k| holds. We have
<VM£7T(M;f),g(ivk>> %Hch M5, (24)

where g8 is the analogous quantity to gF for accumulating gradients starting at iterate (i, k) rather than (0, k). It is
defined more formally in Equation (26).

A.1.5. BOUNDING NOISE TERMS

We now turn to bounding the composite noise term 7*. This is crucial to ensure the global convergence via Equation (8) and
also to control the approximate invariances.

Mismatched gradient noise is negligible. As promised, we show that the mismatched gradient noise terms q}“ are
negligible when we accumulate gradients from M} to M.

Lemma A.1.16. Assume that L[j, k| and DIj, k] hold for j < m. Then we have
lafll,. < CaowlIBNGE

Furthermore, for any t < m we have

t
>~ o} G20 I
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Proof. Recall the definition of q;-“, reproduced here for reference:
q; &£ VwL(XIThehvrL(XIT ek,
Since L[j, k] and D[j, k] hold for (j, k), we can apply Corollary A.1.10 to conclude that

lafll. < CaowlIBNCE

Since the inductive hypotheses hold for every j < m, when we accumulate the noise terms from (0, k) to (¢, k), we can
apply the above bound to conclude that

t t
S llafll < D BN ke
j=0 j=0
m—1

< O30 Y ||BNCXE|[;
j=0

— 20X

where the last equality used the definition of X . O

Path dependent noise arising from mini-batch updates is negligible. In order to bound the noise term coming from
mini-batch updates, we first prove the following auxiliary lemma that shows that the iterates don’t move far within an epoch.

Lemma A.1.17. Fixt < m and assume D[j, k] and L[j, k] hold for all j < t. Then we have

HWtk - W(;C < \/EnkaCé/QHYﬁHF.

I
The same inequality holds true if we replace W with T.

We also have o S
Mt = ME |, < 2V CL0y 2 | X+ mRC3 O X

Proof. We have by definition that
t—1

W} =Wg —n Z Vw (X o).
=0
Now, we have
t—1 ‘
Wi = Wi, < me D [IVweXit e,
§j=0

t
1/2 j
< mCwCy* Y |IBN(XEH)
j=0

< Vi Cy O X,
where in the first line we have applied the triangle inequality, in the second line we have applied Corollary A.1.10, and in the
last line we have applied Cauchy-Schwarz.
The same proof holds for I".
For M, Equation (10) gives

t—1 t—1
MP=M§ - gh+m Y 4.
=0 =0
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Combining Equation (11) and Corollaries A.1.8 and A.1.10 yields
lg7ll, < 751,17 w L& 0D, + WL [[VeLXz s 05,
<2030, [BNCGT |,
Hence, summing up over j, using Cauchy-Schwarz, and applying the noise bound Lemma A.1.16, it follows that

M~ MY, < 2V 201 | X x| + m2C2CL [ X5

Now we show that the noise term ||e§?H2 isO(1).
Lemma A.1.18. If L[j, k| and D[j, k| both hold for all j < m then we have for each j that
l€bll, < 4VICCH 2K (€1 + G2 ) + O,

Hence, we also have

m—1
> llebll, < am® i or* [ Xal (€1 + Ol X x| ) + OCme).
i=0

Proof. Inspecting the definition of e;? (Equation (15)), let us bound the quantity
nej = Vw L(XI00)I — Vw L(X; 6))T)
(Y]
+ WVrL(XITh 0f) - WFvrL(Xith eh).

an

First, we have by triangle inequality and the identity Equation (21) that the norm of (I) is at most
|[VwL(XIT 05T — Vw L(XIH; 05)T)],
+ | VwL (Xt e5)Th — Vw £L(XIT Tk,
< |5 (05 = To)|, | Var (X2 Mg
+ |T5 |V s £(X 2T MY)TG — Va L(XT M)TS
< [[T5 (@7 = To) [ Var£(X2T: M),

i

O L]

+ | VM L(XIH MDY — Vi L(X3T M) r’fy|2>
< (76, + L5175 = To 1], [ Var £(X5 5 M),
D31V ar L0 M) — O ar£(X M),
Applying the weight bounds in Corollaries A.1.8 and A.1.10 and Lemma A.1.17 to the first term yields an upper bound of
2C, - (v/imCow O | Xl ) - (IBN(XZHY)|,01/%) < 24/GmC2CL | Xx ||

P

Turning to the second term, we can apply the smoothness bound in Lemma A.1.2 and the inductive bounds in Corollar-
ies A.1.8 and A.1.10 and Lemma A.1.17 to obtain an upper bound of

CRlIBNGISlIf — M|, < 2/imCh 0y [Xe | + kLKl
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Putting it together, we have

M) < 2/ im0 | Xr | (CH? + C2|[ Xl o) + mECLCL | X[

Similarly, for (II) we have the exact same bound since we can apply Lemma A.1.5 to remove the diagonal operator and
uniformly bound HW}“H2 and HI‘§H2 by Cl.
Finally, combining (I) and (II) and dividing through by 7, we can conclude that

lebll, < 4v/GCECr [ Xl (O + G2l ) + Olne)-

Summing up ||e¥||, over all j and crudely bounding Z;";OI V7 < m?3/2, we see that

m—1
> llebll, < am® iy [Xal[ (€1 + G2 X x| ) + Olme).
=0

O

Stepsize noise is negligible for ; > 0. We now quickly show that the effect of generalizing the induction to ¢ > 0 is
negligible. In particular, we can carry out the same proof, except we will have to redefine the per-epoch update so it can
account for gradient updates starting at an arbitrary iterate (, k) rather than (0, k). We explicitly redefine these terms below
by quickly revisiting the signal-noise decomposition in Appendix A.1.3. Recall that a single-iterate update at iteration (a, b)
can be written as (Equation (10))

M}, =M} — gl +n7q),
where we defined

gb & Vi £L(XoH, 00 + WPVLL(Xo:eb),
LV L(XoH 00)VrL(X et 0h).

Consider carrying out the same accumulation as in Appendix A.1.3, but this time choosing (¢, k) instead (0, k) as the “pivot.”
For this purpose, we will change our notational convention a little bit and use superscripts to denote the pivot or the starting

point (4, k). As the redefinitions of the “signal” QZ (Equation (14)) and path dependent noise ez (Equation (15)), we define
giH £ Vw L( X ONT + WHVeL(Xet er),
Qlh) & gom — gl
la) = U
for indices (a, b) satisfying (i, k) < (a,b) < (i — 1,k +1).

This way, the accumulation of updates on M from iteration (4, k) to (¢ — 1, k 4 1) can be represented as

m—1 m—1
M = M’“—mZgﬁnqu]—mHZgﬁ +nk+quk“
(1—1,k+1) (i—1,k+1)

=M -n > g+n > d

(a,b)=(i,k) (a,b)=(4:k)

(Mk+1 — M) Z SR + (W41 — ) quH

(i—1,k+1)
=M} —mpg® ) +np N (eEa'Z)) + qZ) +Es o (25)
(a,b)=(i,k)
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where in the last equality we used g° = g((lZ ) _ Nk eéq )) and also defined the accumulated signal §(*) (a redefinition of
gk from Equation (16)) and the stepsize noise sgi’z)ﬂ) as
(i—1,k+1)
g e Y gt = Vw L (O] + WiVrLe(6f), (26)
(a,b)=(3,k)
i—1 i—1
stk A Nk+1 — Tk kL 77k+1
Sy =T g, Z : @7)
M=o =0

(i,k)
(2,k+1)

Now notice that Equation (25) can be thought of as a generalization of the per-epoch update (Equation (17)) originally
obtained for 7 = 0. For now, suppose we ignore the last term of Equation (25) involving the stepsize noise sg k)+1) Then, if
we carry out the above analysis for bounding the remaining terms in Equation (25), there is no difference in the argument up
to reindexing; we can consider this as using 7, for the stepsize even for the iterates (a,b) where b = k + 1. In particular, the
lemmas of the previous sections all hold up to reindexing notation.

(4,k)
(4,k+1)

As a sanity check, we can quickly see that the stepsize noise s is zero if ¢+ = 0.

Therefore, it now suffices to show that the stepsize noise s
‘ @n = o).
Lemma A.1.19. Assume L[j, k + 1] and D[j, k + 1] hold for all j < i — 1. Suppose that

1
n=0(5)

(i,k)
(z k+1)

is of the same order as the other noise terms; in particular,

Sor some 1/2 < 8 < 1. Then the stepsize noise

Proof. Since D[j, k + 1] holds, Lemma A.1.16 demonstrates that ||g) ||, = O(1). On the other hand, Corollaries A.1.8
and A.1.10 show that ||gf+1||2 = O(1). Since ny = O(1/kP) and 8 < 1, we have nj11 — n. = O(1/kP*Y) = O(n?).
Similarly 57, — n = O(1/k***1) = O(n}). Plugging these into Equation (27), we conclude that H (Z (k1) H =0(1),
as desired. O

Composite noise term is negligible. Now that we have formally defined the stepsize noise that arise for ¢ > 0, we also
redefine the composite noise term r* (Equation (19)) originally defined for i = 0. The updated definition is simply

(i—1,k+1)
ik) A (4,k) b (i,k)
p(Bk) & Z (e(a)b) + qa) + 8 kt1) (28)
(a,b)=(i,k)

which allows us to rewrite the epoch update spelled out in Equation (25) as
Mik:-‘rl Mk _ nkg(l k) + n? ,’,(7. k) (29)
which is a generalization of Equation (18).

It is left to show formally that the composite noise term (%) defined in Equation (28), obtained from combining the
mismatched gradient noise terms q°, the path dependent noise eg )) for (i, k) < (a,b) < (i — 1,k + 1), and the stepsize

noise SE::ZZFl)’ is indeed O(1).

Proposition A.1.20 (Composite noise term). Suppose L[a,b] and D[a,b] hold for (i,k) < (a,b) < (i — 1,k + 1), and
n, = O(1/kP) for some 1/2 < 3 < 1. Then the composite noise term r(F) satisfies

Hr(i’k) HF < POIY(ma OW7 CL7
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Proof. Combining Lemmas A.1.16, A.1.I8 and A.1.19, taking care to analyze the constants (which are all
poly(m, Cy, CL, HX 7TH 1)) hidden by the big-O notation, yields the desired result. O

A.1.6. ACCUMULATED LOSS UPDATE

In this section, we formally account for the noise terms and prove that an accumulated loss inequality holds. More precisely,
we can use the gradient update spelled out in Equation (29) and the noise bounds in Appendix A.1.5 to obtain a single epoch
loss update. In other words, this section prove the inductive step that the hypotheses R[i, k + 1] and L[i, k 4 1] holds. For
the sake of simplicity, in this section we focus on the case ¢ = 0. However, as discussed above, the case 7 > 0 only adds a
negligible stepsize error and the same arguments go through.

We start with the following proposition, which proves the hypothesis R[0, k& + 1].

Proposition A.1.21. Assume that L[j, k] and D|j, k] hold for all j < m. Consider optimizing the linear+BN network with

stepsize satisfying
1
< —

forl/2<pB <1
Then

* aﬂ' k * ~V
Lo(ME) = £ < (1= Z55 ) (Lr(M§) = £3) + poly(m, Cuv, O || X 0, (30)
where the poly(m, Cy,, Cr, ||Y7r || F) term is independent of k and has constant degree.
Proof. First, we use the G .-smoothness of £, with respect to M guaranteed by Lemma A.1.2 to obtain

Gr
La(Mg™) = Lr(Mg) < (VarLr(Mg), Mg — Mg) . + = [ Mg+ = Mg|[ ..

Using the gradient update Equation (18) and Cauchy-Schwarz, we can upper bound the RHS by
<VM£ ( ) ng +77krk>F 71—||]\4-(§7—"_1 - OHF
< i (T Lo (M), [ e 0 (M) |+ S gt = ag

Next, we can use Lemma A.1.17, with t = m, together with the inequality (a + b)? < 2a? + 2b?, to obtain an upper bound
of

< i (VL (M), 3+ 0l |V na 0 (M5,
G -
+ S i CL LR + kORI 1),

Then, because the inductive hypotheses apply we can apply Corollary A.1.10 to bound gradients, Corollary A.1.15 to bound
the inner product (V L (M), §k>F. Moreover, since 7, = O(1/k”), we can use Proposition A.1.20 to bound ||7*|| e
This yields an upper bound of

S ar L () [} 4 2[5 00 0 ()] + ol o, o |

Yﬂ' Hp)nk

< <_”2’f >||VM/3 ()| + poly (m, Cuv, .|

<—*HVM£ (k)| % + poly(m, Cy, C1, | X

Yﬂ' Hp)nk

71'Hp)nk

In the second line, we have used ab < %(a2 + b2), and throughout, we have used the assumption 7 < % to reduce higher
order terms of 7.

Putting it together, we find that

Lo(MEFY — £ (M) < —%’“HVMM(MA“)Hi + poly(m, Cy, O, | X || )i
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We now use a.,—strong convexity with respect to M (and hence a.,-PL) guaranteed by Lemma A.1.3 to obtain

Lo(ME) = £5 < (1= T55) (£a(MF) = £2) + poly(m, Cus, Cr, | X | )k
O

One consequence of Proposition A.1.21 is that if the stepsize 7, is small enough, we can guarantee that the loss decreases
from L. (MF) to L. (M),

Next, from Proposition A.1.21, we can prove the other inductive hypothesis, namely L[0, k& + 1].
Corollary A.1.22. Suppose L[j, k] and D|j, k] hold for all j < m and the stepsize satisfies

e < im ! e
k= k 2 poly(m CwaCL’ HX HF

forsome 1/2 < B < 1.
Then L0, k + 1] holds, i.e.
L.(MJ™) < Cy.

Proof. Since n;, < Wlﬁ, we can apply Proposition A.1.21 to conclude that Equation (30) holds. Then, for the bound
L.(MEF) < €, to hold, it suffices to show that

Qr
(1— 77k)CL—i-poly(m Cw,Or, || X HF n < Cp.
Equivalently,
— aﬂ_
poly(m, CW? CL7 |X7THF)77]C S ?CL
Clearly this holds for the stated assumption on 7. O

Finally, we show that by inductively unrolling the inequality in Proposition A.1.21, we can show that £, (MF) converges to
L% at a sublinear rate.

Proposition A.1.23. Assume we are in the same setup as Proposition A.1.21. Suppose that the stepsize satisfies
c

nk:kiﬁa

for some absolute constant c such that c < min {%, O%} and 1/2 < B < 1. Further suppose that R[0,b] holds for every
be [k+1]. Thenif 8 < 1 we have

9 —
« % Ol & pOly(ma CW; CL; XTr ) logk
£a(05) - £5 = (La(0)) - £y (57 2 1) ) + O [ Xl s

Proof. Note that by inspecting the proof of Proposition A.1.21 and Proposition A.1.20, the term poly(m, Cy,, Cr, || X« H F)
has no dependence on k. So for simplicity we will assume that this term is bounded by some absolute constant A. Since
Nk < ﬁ, Proposition A.1.21 implies that

Lo(ME) = £ < (1= ZZB) (Lo (M) - £) + An? 31)

‘We can unroll the recurrence to obtain

k k
Lo(MEFYY = L5 < (La( oIl (1- O"’"t) +AZm I1 (1- %) . (32)
t=1 =1 j=t+1
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We have for any ¢; < 1 that

b b
H (1—¢) <exp (Z log(1 — ct)>

t=a t=a

b
< exp(— z)
t=a

where we have used log(1 — z) < —x forz < 1. For 1/2 < 8 < 1 we have

b8 —qgl=h

b b
1 1
— > —dt=——
tz_;tﬁ—/atﬂ 1-8

QnC

= < 1, we have

Hence, since we assumed 7y, = k%, and

b (o7 ] co
T (1- %) < 52607 - i-9)

t=a

Now we can bound

k k=1 o

k 2
9 Q) c*A c*A cQn 1-8 1
Ay | I1 (- 5" fw+zmexp(‘z(1_m<’“ ~(t+1) ﬁ>>
t=1

j=t+1 t=1

Define T £ k — CkPlog k, where C' > 0 is an absolute constant to be picked later. We can split up the sum into ¢ < 7" and

t > T'. For the terms ¢ < T" we can use concavity to deduce that
B -+ )P > 1 =B)(k—t—1)k" > 0(logk),

where the constant hidden in ©(log k) increases with C. Hence we pick C' so that for ¢ < T" we have

cour

m(klfﬂ —(t+1)'"F) > Blogk.

Then,
2A couy _ _ A
S S e (gt (K = (4 ) ) < expl-p1oR) Y- S

t<T 1-5) t<T
c?A
<o(%)
On the other hand, for the terms ¢ > T we can naively bound the exponential term by 1 and obtain

2A - B _ ZA
Y (g - ) < TG

t>T t>T

2
< 6(k?log k);—;g

c2Alogk

Hence we have that

Lo(MF™) — L5 < (L.(Mg) — c;)eXp<2(f0‘ﬂ5)(2 _ kl—ﬁ)) " @<02f;1;gk)7

and the inequality in the proposition statement holds by recalling that A = poly(m, Cy, CL,

Xl p)-
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A.1.7. BOUNDING APPROXIMATE INVARIANCES

Armed with Corollaries A.1.8 and A.1.10, we slog through the arduous task of inductively bounding the approximate
invariance. As a reminder, these corollaries tell us that assuming the inductive hypotheses L[j, k] and D{j, k] hold, all
weight norms and losses for iterate (j, k) can be bounded by uniform constants.

Lemma A.1.24. Suppose L[j, k] and D]j, k] hold for some j < m. We have
; 2
1D41 = Djll, < 2C5CL[|BNXZ)[;n3

Hence, if D[t, k] holds for all t < j, we have

k
< 112
1Dl = 205C XAl >
t=1

Proof. We have
(W)W = (W — e Vw L(XITH 00)) T (W) — i Vw £(XIH 08))
= (W) W} = [Vw L(X7 05) "W+ (W) TV £(X] ™ 67)]
+ i ]

Similarly, we have

(T34

)? = (TF — e Ve L(XITH 0M)(TF — i Vw L(XIT; 0F))
= (TF)? = [VeL(XITH 0Ny + TEveL(XIT 0h)
+ e ]

The gradient invariance in Fact A.1.1 cancels out the 7, term in D;?H =1+ diag((ijJrl)TVV;Zr1 - (I‘;?H)Z. Hence, if

we take the operator norm of Df 1= D;“ and use Lemma A.1.5, we can ignore the diagonal operator. Then, since the
inductive hypotheses hold, we can apply the inductive gradient bound (Corollary A.1.10) to obtain

|Dk,, DA, <t |

<2020 ||BN(XZH) 202

To conclude, we apply triangle inequality and the inductive hypothesis on D[t, k|, yielding

J
< [|DE]l, + 265 Cunt 3 BN,
t=0

+ QCV%CLUﬁHYszF

1D5

< || Dg]l,

k
<2020 KLY
t=1

O

As a corollary, we see that for stepsizes of the form 7, = c¢/k” for 1/2 < § < 1, we can select c to guarantee that
| DF||, < 1/2 for all (4, k).

Corollary A.1.25. Assume that D|t, k] holds for all t < j < m andmy, = 3% for 1/2 < g < L. If

9 1

¢ < T — >
41+ 25—1)Cv2vCLHXWHF
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then

k
—— 2
151, < 2C5CL XAl D

t=1

IN

1
5
In other words, D[j + 1, k] holds.

Proof. Lemma A.1.24 implies that

k [eS)
D51, < 20201 Xl Y- < 2030w K5 St

t=1 t=1

For 1/2 < 5 < 1, we have

=1 ® 1 > 1
— <1 —dt=14—— 720 =1
;1& = +/1 126 t123 T
Hence, if
9 1
¢ < 1 —
4(1+ 2ﬁ71)cv2vCLHX7THF
then evidently HD;?HH2 < %, as desired. O

A.1.8. COMPLETING THE INDUCTION

With all the pieces in place, we formally state the theorem for SS convergence.

Theorem A.1.26 (Formal statement of convergence for SS). Let m € S,, be such that Assumption 1(a) holds. Let
f(:;0) = WTIBN() be a 2-layer linear+BN network initialized at ©f = (W}, T§) = (0,1I). Consider optimizing f
using SS with permutation m and decreasing stepsize

. min 1 2 a,C, 1
k— 753 ° ) ~ ) —

ke 2" ax " poly(m, Cu, Cr, [ X[l o) "\ 4(1 + g51)C2CL | Xa [
forany 1/2 < 8 < 1. Then the SS risk satisfies

pOlY(m) d7 CL; HYT"HF” ﬁf‘r)) 1Og k

In particular, the SS risk converges to the global optimal risk L.

Proof of Theorem A.1.26. We proceed by induction on the epoch. We restate the key inductive statements to prove:(with
appropriate selection of 7):

o L[y, k|: Eﬂ((a?) stays bounded above by some uniform constant C, > HYﬂH? — this is the content of Corol-
lary A.1.22.

* R[j,k]: /:,r(@;?) satisfies the per-epoch loss inequality — this is the content of Proposition A.1.21.
* D[j,k]: The approximate invariances stay bounded in norm away from 1. More precisely, HD;C H , =
202CL|| X » Hj, iy m? < 3 — this is the content of Corollary A.1.25.
Notice that the assumptions on 7, exactly satisfy the hypotheses of Corollaries A.1.22 and A.1.25 and Proposition A.1.23.
The base cases follows from the initialization. Recall that we set

Cp=max{L(0;):0<t<m—1}.
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Since we only look at the loss values for the first epoch, C}, is indeed an absolute constant depending on 7. So L[j, 1],
as defined in Hypothesis 1, holds for all j < m. Next, we have from the initialization that D§ = 0. Then, applying
Lemma A.1.24, we can conclude DJj, 1] also holds for all j < m, so Hypothesis 3 holds. Finally, there is no need to check
Hypothesis 2 because it is only defined for k£ > 1.

Now our inductive hypotheses are that L[j, k], R[j, k], D[j, k] hold for all j < m. For the inductive step, we want to prove
L[0, k + 1], R[0, k + 1], D[0, k + 1]. By construction of 7, the hypotheses of Corollary A.1.22 is satisfied, so L[0, k + 1]
holds. Moreover, the hypotheses of Proposition A.1.21 are satisfied, so R[0,k + 1] holds. Finally, the hypotheses of
Lemma A.1.24 are satisfied, so that D[0, k + 1] holds.

As asserted earlier, the above argument is robust up to reindexing if we want to prove the statement for ¢« > 0. In particular,
all of the results of the previous section go through, as we showed in Proposition A.1.20 that the stepsize noise is negligible.
Hence the induction is completed for all (4, k) and so the unrolled update equation in Proposition A.1.23 holds for all k.
This gives the formal rate of convergence for the stated stepsize. In particular, we see that the SS risk £, converges to its
global minimum. O

Proof of Theorem 3.2.2. All we need to do is convert the stepsizes requirements. Examining the stepsize requirements in
Theorem A.1.26, they depend on C,, C,, and HXWHF

Now recall the definition of C, in Corollary A.1.8:

3 1 CY2 4y
2 2 L TIE
Cy<g+d <+T :

2 Omin (Y'rr )

T . . <~ T T .
Hence Cy, = poly(d, Cr, ||Yx| z, 1/0min(X . )). Finally, since ||X7TH% =dn, omin( XX ;) = omin(X ;)% and C, is
an absolute constant, we can convert the stepsize requirements into

1 . min{ ! 2 WPOIY(Umin(Y:)) }

Nk = 73 Y J— )
kﬁ 2 O'min(XﬂX:) pOIY(nvd’ ||Y7r||F)

which directly implies the stepsize requirements in Theorem 3.2.2. O

A.2. Proof of convergence for RR

In this section, we prove Theorem 3.2.3. With RR, we randomly resample permutation 7, € S,, on epoch k. Hence, it is
natural to seek a convergence bound in expectation. We briefly comment on the complications that arise in this setting.

Since we want to prove convergence an expectation, an inductive approach that controls the approximate invariances and loss
evolution is complicated by the necessity for bounds on these quantities that are stronger than merely being in expectation.
This is precisely why we need Assumption 3.

Additional notation. As introduced in Section 2, we can view RR as optimizing the risk
1
A
Lrr(©) £ — ZS L(©)
TESR

via with-replacement SGD on an epoch level (i.e., L, is sampled uniformly with replacement at every epoch), albeit with
noise terms due to the shuffling algorithm. Motivated by the setup in Section 2, we can also write Ly in an equivalent form
to Lgp as follows:

Lrn(©) 2 1 3" L(f(X4:0),Y) = - L(WIBNgi(X), Vi),

" TES,
where BNRR(X) 2 [Yﬂl R Yﬂ'n!] c I&dx(n'n!)7
Yir 2 [Yr, - Yi,] e RPXD,

For notational convenience, we also write X rg = BNggr (X)), and reiterate that overlines indicate the presence of batch
normalization.
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Just as in the SS case, we will abuse notation and refer to the RR risk function as a function of M = WT by writing
Lrr(M) £ L > res, £x(M). Similarly, we will often refer to the gradient of the RR risk with respect to M as
VMLrr(M) £ 53 o VarLy(M). We will find it helpful to use the notation X max,2 = argmax, cg, HYWH2
Similarly we will denote the maximum Frobenius norm batch normalized dataset by X yax,r £ argmax, ¢g HYW H o
Furthermore, it follows from the unit variance constraint in the definition of BN that ||Ymax72H2 < HYmaX’ F || P < Vidn.
At a high level, the RR proof of convergence closely follows the SS proof of convergence. Indeed, most of the technical
legwork has already been fleshed out in the SS case — most of the results port over immediately, taking care to replace 7
with 7. However, we will be careful in accounting for where we need to deviate from the SS logic.

A.2.1. CHECKING OPTIMIZATION PROPERTIES
We first check the smoothness and strong convexity property with respected to the merged matrix M that we heavily relied
on for the proof of convergence for SS.
Fact A.2.1 (Smoothness of RR). Define
1
L
Grr = — Zs: Gor.
TESY

Then Lrr (M) is Grr-smooth with respect to M.

Proof. The statement follows from combining Lemma A.1.2 with the fact that if f; are G;-smooth, then > . | f; is
>, Gi-smooth. O

As before, we cannot directly use a PL inequality on W or I'; we must instead bootstrap this from the strong convexity of
the risk with respect to M = WT.

Fact A.2.2 (Strong convexity). Suppose that Assumption 1(b) holds for some m € S,,. Then the loss function Lrr (M) =
L > res, Lx(M) is arg-strongly convex with respect to M with arr £ Ly Omin (Yﬂf;r) =53 an

Proof. Take the Hessian of Lrg with respect to vec(M) to obtain V2 (v Lrr(M) = Ly cs., fﬁf,—: ® I. Hence we

have V?/ec( M)CRR(M ) = % > Omin(X ﬂY:) Since we assumed Assumption 1(b) holds, the sum is strictly positive,
so Lgg is indeed strongly convex. O
A.2.2. PROOF SKETCH OF RR CONVERGENCE

We first state the modified inductive hypothesis for the one-epoch risk update, which replaces R][j, k].

Hypothesis 4. For k > 1, the inductive hypothesis S[k| states that

« — — *
Er, [Lrr(M§) 1 Fima] = Lin < (1= S ) (Lra(ME™) = Lin)

+ 77]%—1 pOIY(m7 Awa ALa HYmax,F ||F)’

where E, | denotes the expectation over random draws of the permutation Tj_1.

Proof sketch of Theorem 3.2.3. As before, we start by writing out the smoothness inequality with respect to M :

Grr

; M — g (34)

Lrr(MFT) < Lrr(MY) + (VM Lrr(M]), MG — MF) +

Next, we have the same gradient update
My*t = Mg — mg" + nirt,

but now all quantities involving 7 turn into 7g. For example, we redefine

[u

3" 23" gF = VwLe, (ME)TE + WEVELy, (ME).
0

t=
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Since we want to prove convergence in expectation, it is standard to consider the natural filtration F, of which permutations
we have picked up to (but not including) epoch k. Formally, 7, = o(m1,...,mk—1), where o(Z) denotes the o-algebra
generated by the random variable Z.

Noting the identity
Er[VrLr(Mg)] = Vi Lrr(MY),

it follows that if we can apply Corollary A.1.15, then
- - 1
Er, [(VarLrn(M), ") ] = (VarLan(M§) En,[6") - = 5|V as Lan (M)

Hence, we can follow the same argument for upper bounding the smoothness inequality for SS and take a conditional
expectation over 7 conditioned on Fj,. Assuming for now that the weight norms are bounded by some absolute constant
A, and the relevant losses are bounded by an absolute constant Ay , this yields

Ex, [Crr(MyT)|Fr] < Lrr(Mg) — HVMERR (M) HF + it B, [pOLy (m, Aw, AL, | X || )]

Noting that we can upper bound || X, ||~ uniformly by ||Ymax’ F H - Which does not depend on F, this shows that we have

Er, [Crr (METH)|Fi] < Lrr(ME) - HVMERR ME) ||F + 72 poly(m, Ay, Ap, HXmaxFHF

Next, agr—strong convexity yields

* o * J—
Er, [Con(M§ )P — L < (1= Z55) (Lrn(ME) — Liw) + 02 poly (m, A, AL, [ Koasor | )

This is exactly the statement of S[k + 1]. To proceed, we must fill in the following details. First, we must show that the
relevant losses are bounded by A;, — see Corollary A.2.6. Then, we show that the weight norms are bounded by Ay, — this
is shown in Corollary A.2.7. Finally, we must show that D[j, k] holds, i.e., bound the approximate invariances — this is the
content of Corollary A.2.9. Once we address these technicalities, an inductive argument similar to the SS version proves the
theorem. Note that the SS inductive hypotheses L[j, k] and R[], k] are not active in this proof. O

A.2.3. WEIGHT BOUNDS

In this section we elucidate the connection between weight norms and the loss evolution. In particular, we show that bounds
on the weight norms confer a bound on the loss function value. First, we state the following inequality, which follows from
a quick application of Cauchy-Schwarz.

Fact A.2.3. We have 5" o (Ln(M))'/? < Lrr(M)'2

With this identity in hand, we derive the following corollaries about weight and gradient bounds.

Proposition A.2.4. We have
IV e Lrr (M) < ([ K a2 Lo (M)/2.

Proof. We have ||V prLrr(M)||, < 53 [VarLr(M)]|, by the triangle inequality. Applying the individual gradient
bounds in Lemma A.1.9 and uniformly bounding HYW || by HY

IV Lrr(M)|ly < || Xmax.2]], - !Zﬁi/Q(M)

Applying Fact A.2.3 yields the desired result. O

As promised, we quantify the relationship between Lrr, L, and || M ||, with the following proposition.
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Proposition A.2.5. Letog = 55 amin(fz). We have

2 2
Lan(M) ~ 2 Y15 _ e (1Y ]e+ Lan (M)
2l X S 2= 70 '
1 X .||
Similarly, for any m € S,,, we have
9 2
Lo(M) =2 Y5 o (YHF +LW<M>1/2>
— 2 > 2> — :
2] Xl Omin (X )

Proof. First, we have

1 - 1 _
= Y IMX ], < Y I+ = D | Ye = MX |,

TES,

1
= Vg S0 Lo (M),

where we have used in the first line the fact that ||Y|| = ||Y|| » for all 7. Therefore by Fact A.2.3 and using || M X .| , >
Gmin (X )| M|, we find that

1 T
2 omin(X )My < [Yllp + Lrr(M)'2.

It follows that
1Yz + Lrr(M)'/?

M|, <
1], < =

For the other direction, note that
Lo(M) = || ¥y — MX |5 < 2| V]2 + 2| M| XA [

Averaging over all 7 € S,, gives us

n!

2| M||? _
Can(d) <2)v 2 + A 5~ 5 2

Uniformly bounding ||Y7r ||i by ||Ymax, F ||2F and rearranging yields the desired result.

The set of inequalities for 7 also follow by a similar argument. O

As a corollary of Proposition A.2.5, it follows from Assumption 3 that each of the losses L. (M}F) stay bounded by an
absolute constant throughout training.

Corollary A.2.6 (Uniform bound on SS losses). Under Assumption 3, for every m € S,, we have
‘C7r (M»Lk) S AL7
where o 5
Ap 22|V |7 + 2435 || X max, 7 | -

Here, Agrg was previously defined in Assumption 3.

Finally, Assumption 3 implies the following inductive statement about the weight norms.
Corollary A.2.7 (Uniform bound on weight norms). Assume Assumption 3 and D|j, k] holds. Then for RR, we have

max { W], [TF],} < 4w,

where
A2 = d2 L A
w=35t 5 TARR ).

Here, Agr was previously defined in Assumption 3.
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A.2.4. BOUNDING APPROXIMATE INVARIANCES

In this section we formally bound the approximate invariances throughout RR training under Assumption 3. In particular, as
a consequence of Corollaries A.2.6 and A.2.7, the following two claims follow almost directly upon inspection of the proofs
of Lemma A.1.24 and Corollary A.1.25.

Lemma A.2.8. Suppose D[j, k] holds for some j < m. We have
k k 2 i+14](2, 2
D51 — D5 ||, < 243 AL||BN(XZ)[ 50z
Hence, if DIt, k| holds for all t < j, we also have

k
HD;?+1||2 < 2A\2NALHYmax,FH; Zn?

t=1
Corollary A.2.9. Assume that DI[t, k] holds for allt < j < mandn, = 15 for 1/2 < 3 < 1. If

1
A<

T A+ ) AZ AL K ||

then

k
HD;’C—HHQ S 2A\2;VALHYmax,FH;Z7]? S

t=1

1
5
In other words, D[j + 1, k] holds.

A.2.5. COMPLETING THE PROOF

With the connection between the RR loss function and weight bounds in hand, we can complete the proof of convergence
for RR. Finally, we formally state the RR convergence result.

Theorem A.2.10 (Formal statement of convergence for RR). Suppose Assumption 1(b) and Assumption 3 hold. Let
f(;©) = WTIBN(:) be a 2-layer linear+BN network initialized at ©f = (W3,T}) = (0,I). Consider optimizing f
using RR with decreasing stepsize

n —i~min 1 2 !
k= 1B 2’ arr’ 4(1+2ﬁ171)A3VALHYmaX,FHi*

forany 1/2 < 8 < 1. Then the RR risk satisfies

< pOIY(na d> ARR7 ||YHF) IOg k
— kﬁ .

In other words, the RR risk converges to the global optimal risk L.

E[Lrr(O§™)] — Lir

Proof of Theorem A.2.10. We inductively prove that D[j, k] and S[k] hold. There is no need to check S[1] because
Hypothesis 4 is defined for & > 1. The proof that the base cases D7, 0] all hold follows the same proof as that in the SS
case.

Now suppose for the sake of induction that D[4, k] and S[k] hold. We will show that D[j + 1, k] holds. Once we show that
DJj, k] holds for all j < m, we can then show that S[k + 1] holds.

In particular, by the assumption on 7, Corollary A.2.9 implies that D[j + 1, k] holds. Hence by induction D[j, k] holds for
all j < m. We see that assuming Assumption 3 simplified the proof strategy significantly, as we did not have to go through
the trouble of proving LI[j, k].

Next, let’s understand what happens to the per-epoch loss bound in S[k + 1]. Explicitly, we can follow the same steps as in

the proof sketch — which only required 7, < ;% where ¢ < min {l i} — to see that

27 QRR

. Ak

Eny[Le, (MEFY)|F - £5 < (1 ) (Crr(ME) = Lig) + poly(m, Aw, AL, [Kmas || )k
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Indeed, under Assumption 3 and D{j, k] for j < m, we can apply Corollaries A.2.6 and A.2.7 to rigorously bound all of the
analogous noise terms a.s.. We can then follow the same argument as in Proposition A.1.23 to unroll the recurrence, using
iterated expectation to obtain a total expectation in the end. We can thus conclude that with 7, = ;% for 1/2 < < 1 and
the constant c chosen as the theorem statement that

E[Crr (057)] = Lin < (Crr(0}) — £2) exp<CO‘RR<z - w))

2(1-5)
pOIY(mv va AL; Hymax,FHF) logk
+
]
< Ly _ p* _CORR (o _ 11-8
< (Crn(@3) - £ exp( 575 2 19)
poly(n,d, Arr, [|Y || ) log k
+ 5 .

In the last line we used the fact that A;, = poly(Aggr, || Y|z, ||YmaX7pHF) from Corollary A.2.6, A,, = poly(d, Arr)

from Corollary A.2.7, and || X max,r Hf, = dn. The desired claim immediately follows.

We can also immediately see how the stepsize requirements match that of Theorem 3.2.3. O

B. Proofs for classification results

In this section we lay out the groundwork for formally proving our main results Theorems B.2.1 and B.3.1 about the
separability decomposition of SS+BN and RR+BN (cf. Theorems 4.1.3 and 4.1.4). At a high level, we show that the
separability decomposition is closely linked to the presence of monochromatic batches (Lemma B.1.1) and the dimensionality
of the batch normalized dataset (Lemma B.1.2). In Appendix B.4, we formally characterize the optimal directions of
linear+BN classifiers. We defer the proofs of the more technical lemmas to Appendix C.

ADDITIONAL NOTATION AND SETUP

We lay out some additional notation that will aid in our discussion of classification. Division of two vectors should be
interpreted in a coordinatewise fashion, so g € R? with kth coordinate pr/oy. For a matrix A € R4*" we define
| All, oo = max;epn || A. |5, i.e., the maximum Euclidean norm of the columns.

We remind the reader of some notation introduced previously, with an important redefinition for X ggr. For a dataset
Z=(X,Y),wewrite ZT = (X, Y ") and Z~ = (X, Y ") to denote the positive and negative examples, respectively.
Recall that we write the dataset batch normalized under a permutation 7 as Z. 2 (Yﬂ, Y, ), where X, 2 BN, (X) €
R¥>" and Y, = m o Y. We also use Y: and X _ to denote the submatrices of X, containing its columns corresponding
to the positive and negative examples, respectively.

For the sake of analyzing the rank of X rgr, we will redefine it as follows by throwing out redundant batches. Let ([g})
denote the set of all (]’;;) unique (up to permutation) batches of size B that can be created from choosing the columns of
X € R, Fix an arbitrary labelling of these (},) batches, and let B/ € R* 5 refer to the jth such batch. Then

n

X 2 BNrr(X) 2 [BN(BY) ... BN(B(H)| e R*P(E)

Note that the rank of X gy is the same as the rank of the original definition, since all we did was throw out redundant
batches for the purposes of analyzing the rank.

We now turn to laying down some of the background necessary to introduce our technical results. As a motivating step, recall
Proposition 4.1.2. It states that SS with permutation 7 can cause divergence of the GD risk if Z is PLS or LS, but not if it
is SC. Hence, determining sufficient conditions for when Z  is SC is of primary interest. Intuitively, Z, being SC should
be related to some notion of genericity — the convex hulls of positive and negative features should be full dimensional. To
formalize this intuition, we take a quick detour and recall several standard notions in convex analysis, defined for example in
Boyd et al. (2004).

For S C R, its interior int(.S) denotes the largest open set contained in S. We say that S is affine if for any =, x5 € S, the
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line Az +(1—\)xy C S. An affine combination of k points &1, . .., z;, € R is given by Zle \;x; where Zle A =10
The affine hull of S is the set of all affine combinations of S, and is denoted by aff(.S), and clearly aff(.S) is an affine
set. Similarly, the relative interior relint(S) denotes the largest open subset of aff (S) contained in S. For a matrix A, we
slightly abuse notation and write aff (A) to denote the affine hull of its columns. Similarly, we use conv(A) to denote the
convex hull of its columns.

Let zg € aff(S) be any element of the affine hull of S. It is not hard to see that aff (S) = x¢ + V, where V' is a linear
subspace of R?. Furthermore, this V is uniquely determined by S. One can think of x as an offset and V' as the space of
valid directions to move in to stay in aff(S). We define dim(S) £ dim(V).

Definition 3. A ser S C R? is called full dimensional if dim(S) = d. This definition is equivalent to saying that
int(conv(S)) is nonempty. Similarly, for any matrix A € R¥™, we say A is full dimensional if the set of its columns is full
dimensional.

This formal definition of full dimensional allows us to identify sufficient conditions for a dataset Z = (X,Y") to be SC.

B.1. Preliminary results on separability decomposition

In this section, we introduce the technical results that help us analyze the separation between shuffling SGD and GD. A
unifying theme is to understand the effect of monochromatic batches and rank on the separability decomposition — and
thus, divergence. In particular, we show that having monochromatic batches and being full-rank prevents divergence in the
underparameterized regime. In a later section (Appendix B.4), we also show that these properties also significantly influence
the optimal directions under the logistic loss.

The following lemma formalizes how monochromatic batches affect the separability decomposition.

Lemma B.1.1. Given a permutation T, suppose there are two batches Z} and Z?2 such that Z consists entirely of positive
examples and Z? consists entirely of negative examples. Then, if we consider the resulting Z . = (X ., Yy ), the submatrices
<+ - .

X, and X _ of X satisfy

relint(conV(X:)) N relint(conv(X ) # 0.

Consequently, Z . is not LS.

o . 1 <=2 S
Proof. Batch normalization ensures that the batch normalized features X | and X are mean-zero. But this implies that O

is in the convex hulls of each batch, which implies that conv(X ) intersects conv(X ). In fact, 0 is in the intersection
of their relative interiors as well. To see this, we prove that the mean p of a batch B = {x1,...,xp} lies in the relative
interior of conv(B).

This can be shown via an inductive argument on the batch size. If B = 2, then p is the midpoint between x; and x, which
is in the relative interior of conv(B). Now assume it’s true for all possible batches of size B. When we add 51, we
get a new batch B’, with mean p’ = BLH;L + %Hm3+1. Hence if £ 541 € conv(B), clearly ' € relint(conv(B)) by
convexity. If g1 € conv(B), then 1 is one of the vertices of conv(B’). Since p € relint(conv(B)) and convexity,
the segment between g and @ 1 must stay in the relative interior of conv(B’) except at the endpoints. Since g’ is in the
relative interior of this segment, the conclusion follows.

: . : 2 . <+ — =1 —— =2 L
Hence relint(conv(X . )) intersects relint(conv(X )). Since we have X . 2 X _and X, D X _, the relative interiors of
the larger convex hulls intersect as well.

Finally, suppose Z, was LS. By definition there must exist a strict separating hyperplane for the two hulls. But the hulls
intersect, so this is a contradiction. We conclude that Z  is not LS. O

As Lemma B.1.1 establishes, monochromatic batches lead to Z ;. being PLS or SC. The following lemma synthesizes nicely
with the above result; it demonstrates that if X is full dimensional, and the relative interiors of the convex hulls of Xt and
X ~ intersect, then Z is SC.

Lemma B.1.2. Ler Z = (X,Y) be such that

SHere, unlike the definition of a convex combination, the \;’s are allowed to be negative.
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(1) X is full dimensional.

(2) relint(conv(X ™)) intersects relint(conv(X 7)).
Then Z is SC.

Proof. Consider any halfspace in R?. First, since the relative interiors of the hull of positive points and negative points
intersect, then so too do the hulls themselves. So there is no hyperplane that separates X+ from X —, i.e. Z is either PLS or
SC.

Suppose that Z is PLS, i.e., there exists a hyperplane v such that y;v "x; > 0 for every (x;,y;) € Z. Since X is full
dimensional, the hyperplane orthogonal to v cannot pass through through every point of X — hyperplanes are affine
subspaces of dimension at most d — 1. So yivai > ( for some 7 and also ijTa:j = 0 for some ¢ # j; otherwise, Z is LS,
which is a contradiction. Hence conv(X ™) and conv(X ~) touch only at the hyperplane defined by v, which contradicts
the assumption that the relative interiors intersect. Hence Z is SC. O

Lemmas B.1.1 and B.1.2 taken together show that to identify sufficient conditions for Z . to be SC, one should look for
conditions under which X  is full dimensional and monochromatic batches are present. We already answered the former
question in the main text with Proposition 3.2.1, which we restate for reference. Its proof is deferred to Appendix C.3.

Proposition B.1.3. Assume that the original features X € RY*™ satisfies Assumption 2 and B > 2. Then if we batch
normalize and remove one datapoint from each normalized batch, to form a d x (B — 1) matrix in the SS case and a
dx (B-1) (g,) matrix in the RR case, the dataset is full-rank almost surely, regardless of which datapoints we remove. In
particular, we have rank(X ) = min {d, (B — 1)% } and rank(X rr) = min {d, (B — 1)(}) } almost surely.

Let us now consider the other question about the presence of monochromatic batches. Intuitively, under Assumption 4(a),
there should be many monochromatic batches w.h.p. as long as B is small. The following lemma formalizes this intuition;
its proof is contained in Appendix C.1.

Lemma B.1.4. Assume Assumption 4(a). If B = o(logn) then there are Q(n) monochromatic batches w.h.p.. If B =
O(logn), then there are no monochromatic batches w.h.p..

The upshot of Lemmas B.1.1, B.1.2 and B.1.4 and Proposition B.1.3 is that small batch sizes naturally prevent divergence.
However, there is a natural tradeoff here: small batch sizes also entail significant variance in the batch statistics, so they can
lead to large (but non-diverging) values of the GD risk anyway when we train the network with SS.

Remark B.1.5 (Multiclass classification). In the multiclass case with K > 2 different classes, one can directly generalize
the above analysis to look at all (12( ) pairwise combinations of classes. Lemma B.1.1 generalizes by requiring the existence

of a monochromatic batch for each class. Hence as K increases the batch size must shrink to ensure that Z . is SC w.h.p.,
opening up a wider range of batch sizes for SS divergence.

Finally, we formally define a robust notion of the separability decomposition that will prove helpful for quantifying the
effects of increasing the batch size. To do so, we rely on the notion of the margin of a linearly separably dataset and the
so-called penetration depth of overlapping convex hulls.

Definition 4 (Margin and penetration depth). Let Z = (X,Y) be a dataset, and let X, X~ denote the positive and
negative features, respectively. If Z is linearly separable, then the margin of Z is defined to be the {2 margin corresponding
to the maximum margin classifier for Z.

If Z is not linearly separable, then by definition conv(X ™) intersects conv(X ~). The penetration depth (Agarwal et al.,
2000) of Z is defined as the smallest Euclidean distance of translation of conv(X ) such that the resulting convex body
still intersects conv(X 7). In words, this quantifies the smallest perturbation we need to make Z linearly separable.

Definition 5 (y-robust separability decomposition). Let Z = (X,Y) be a dataset and S&}) U SES, be the separability
decomposition of Zcp = (Xap,Y) 2 (BN(X),Y).

For v > 0, we say that Z is y-robust if the following conditions hold.
(1) One of the following:

39



Training Instability of Shuffling SGD with Batch Norm

(@) Zgp is LS and S(Ii% has margin at least ~y; o,
() Zap is SC and S(S;% has penetration depth at least 7.

(2) Let o, ak, and by, denote the standard deviation, min, and max of the kth feature of X. Then miny¢q) bk‘ii’“ak =Q(1).

3) ||[Xep H2 o= O(Vd), i.e., the maximum Euclidean norm of datapoints in BN(X) is O(/d).

Definition 5 formalizes the informal statement in Theorem 4.1.3 that “Z ¢p’s separability decomposition can change with
small perturbations.” If a dataset is robust, its separability decomposition cannot change easily by small perturbations (e.g.,
due to batch normalization) on datapoints. Notice here that PLS datasets can never be robust; to see why, note that Z is PLS
whenever Zqp is PLS. It follows that if Z is PLS then it is not -robust for any v > 0.

This definition of robustness is also natural from the perspective of concentration, since it provides an immediate link
between concentration of batch statistics and the separability decomposition of Z . In order to estimate X gp well, we
need to estimate o to within a multiplicative factor, which explains (2). Moreover, the degree to which the SS datapoints
concentrate around the GD datapoints also depend multiplicatively on the size of GD datapoints, which explains (3).

The following proposition provides a sufficient condition for the datapoints concentrating within a distance ~y of the GD
datapoints (cf. the definition of y-robustness); its proof is deferred to Appendix C.2.

Proposition B.1.6. Suppose Z is y-robust and B = Q(dlog(nd)/~?*). Then with probability at least 1 — 1/ poly(n, d)
over the choice of m, we have HX,r —Tmo XGDH2 o = O(y).

With this setup in hand, we are ready to present our main theorems characterizing the separability decompositions of SS+BN
and RR+BN.
B.2. Separability decomposition for SS

Theorem B.2.1 (Separability decomposition for SS, formal). Throughout this theorem, assume that B > 2 and Assump-
tion 4(a) and Assumption 2 hold.

Suppose that d < (B — 1)%. Then the following hold.

(1) Z, is SCw.h.p. for B = o(logn). If we relax Assumption 2, then Z . can be PLS as well.
(2) Suppose further that Z is y-robust. Then Z, has the same separability decomposition as Zgp w.h.p. for B =
Q(dlog(nd)/+?).
Now suppose d > (B — 1)%. Then the following hold.

(3) Z, is PLS w.h.p. for B = o(logn).
(4) Z, is LS w.h.p. for B = Q(logn).

Proof. We consider cases based on whether the batch size is large or small.

Small batch size. By Lemma B.1.4, when B = o(log n), w.h.p. we get a batch comprised solely of positive examples and
a batch comprised solely of negative examples. By Lemma B.1.1, this implies that Z . is PLS or SC, and the relative interior
of the positive features intersects the relative interior of the negative features. By Lemma B.1.2, if X is full dimensional,
then Z . is SC. Hence it suffices to analyze the rank of X,

The maximal rank of X is min {d, (B-1) %} because of the mean zero constraint enforced in every batch. Because we
assumed that Assumption 2 holds, Proposition 3.2.1 implies that X . achieves this upper bound almost surely. Putting it all
together, we conclude that when d < (B — 1) B> X, is full-dimensional. It follows that Z . is SC w.h.p. over the choice of
m, which proves (1).

On the other hand, when d > (B — 1) %, there always exists a hyperplane that passes through all of the monochromatic
batches of Z, and perfectly classifies non-monochromatic batches (see Appendix B.4). It follows that Z . is PLS, which
proves (3).
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Large batch size. Now consider when B = Q(logn). In this regime, Lemma B.1.4 implies there are no monochromatic
batches with high probability. Moreover, Proposition 3.2.1 implies that the features are full rank. It thus follows that when
d> (B —1)%, Z, is LS, which proves (4). Let us now consider the case d < (B — 1) 5.

When Z is y-robust, we can directly apply Proposition B.1.6 to prove (2). Indeed, for B = Q(dlog(nd)/v?), each SS
datapoint is within distance O(7) of the corresponding GD datapoint with probability at least 1 — 1/ poly(n, d). By
increasing the batch size by at most a constant factor, we can guarantee that each SS datapoint is in fact within distance /3
of the corresponding GD datapoint.

If Zgp is LS, y-robustness implies that the max-margin hyperplane for Zqp has margin at least ~y. Since each SS datapoint
moves at most 7y/3 from the corresponding GD datapoint, this hyperplane still has margin at least 27y/3, implying that Z is
LS. If Zgp is SC, then vy-robustness implies that we need to translate the convex hulls of positive and negative points by
at least ~y to separate them. But we can only translate them by a total of v/3 + /3 = 2v/3 < ~, so the hulls stay strictly
overlapping. This implies Z is also SC. This concludes the proof of (2). O

Remark B.2.2. If Zp is not y-robust for any y > 0 (for example if Z qp is PLS), then it is not hard to construct examples
where the separability decomposition of Z is LS or PLS, and SS diverges. For a good example of this scenario, see
Figures 4b and 4d. Even if Z gp is y-robust, if B = o(dlog(nd)/~?), then concentration can fail to hold in the worst case,
and we can find analogous constructions where SS diverges.

B.3. Separability decomposition for RR

Theorem B.3.1 (Separability decomposition for RR, formal). Suppose that B > 2 and Assumption 4(b) and Assumption 2
hold.

Ifd<(B-1) (g,), then Zwg is SC and X rg is full-rank almost surely, regardless of the separability decomposition of
ZGD-

Otherwise, ifd > (B — 1) (g), then ZRg is deterministically PLS, regardless of the separability decomposition of Z gp.

Proof. When there are at least B positive and B negative examples, there exists a batch of all positive and a batch of
all negative examples. Hence by Lemma B.1.1, ZyR is PLS or SC. By Proposition B.1.3, under Assumption 2, X rr
attains the maximal rank of min {d, (B-1) (g) } almost surely. So by Lemma B.1.2,ifd < (B — 1) (g), Znrr will be SC
and X gg is full-rank almost surely. On the other hand, if d > (B — 1) (g) , then Zyg is PLS deterministically because
there always exists a hyperplane that passes through all of the monochromatic batches of Zry and perfectly classifies
non-monochromatic batches. ]

B.4. Characterizing the optimal direction of classifiers

Thus far, we have primarily considered the separability decomposition of Z; and ZyR. In fact, we can say more about the
direction of optimal classifiers under the logistic loss. First, we prove Lemma 4.1.1, which constrains optimal directions via
the separability decomposition. Next, we leverage overparameterization and the rank properties shown in Proposition B.1.3
to characterize the optimal direction under the logistic loss for data drawn from a density. Using these insights, we can
prove our main result of this section, Proposition B.4.3.

We first restate and prove Lemma 4.1.1.

Lemma B.4.1. Let Z = S"S i S5C be the separability decomposition of Z. If v is an optimal direction for L, then
v'x = 0forall z € Span(X5°) and y;v "x; > 0 for every (x;,y;) € S5,

Proof. By definition of S5, there exists some (x;, ;) € S5 such that y; (v, x;) < 0. If (v, x;) # 0, then y; (tv, x;) —
—o00 as t — oo, which contradicts the assumption that v is an optimal direction. Similarly, if y; (v, ;) < 0 for some
(x5, ;) € S5, then clearly u + tv cannot infimize £, as there exists a hyperplane which strictly separates S™° and is
orthogonal to Span(S5©). O

Next, we restate and prove Proposition 4.1.2.
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Proposition B.4.2. Suppose Assumption 1(a) holds. Assume that the iterates v, (t) infimize L, and their projections onto
Span(fic)l converge in direction to some optimal direction vy for L. Then the GD risk Lap diverges if and only if . Z,
is PLS or LS and there exists some (x;,y;) € Zap such that yiv;‘r—rwi < 0. The analogous statement holds true for Zrr
under Assumption 1(b). Furthermore, the if part holds true for SS and RR without Assumption 1.

Proof. First suppose Assumption 1(a) holds. Then if Z is SC, Lemma B.4.1 implies that any optimal direction v must be
orthogonal to all of R?, so v} = 0. Hence the iterates v, (t) converge to a finite optimum, which implies the GD risk cannot

diverge. Note that if Assumption 1(a) doesn’t hold, then the only difference is that being orthogonal to Yic does not imply
that v} = 0.

Now suppose Z . is PLS or LS. Regardless of whether Assumption 1(a) holds, if v, (t) infimizes L, we necessarily have
lvx(t)||; = +oo. Hence any mistake on (;,y;) € Zgp implies divergence. And clearly, if there is no mistake on any
(z;,y;) then the GD risk does not diverge.

The same proof also goes through for ZxR, so this proves the theorem. O

At first glance, one might expect to be able to perfectly classify all the datapoints in the overparameterized regime. However,
under the logistic risk, the optimal direction instead puts monochromatic batches on the decision boundary; the following
proposition formalizes this notion.

Proposition B.4.3. Suppose Assumption 2, B > 2, and d > (B — 1) 3. Almost surely, for any T € S,,, there exists v € R¢
which satisfies (1) for any non-monochromatic batch 7; we have sgn('v—rfi) =Y/ and (2) for any monochromatic batch

7: we have UTY: = 0". Furthermore, any optimal direction v’ for the logistic risk L, necessarily satisfies both (1) and
(2). The same conclusion holds for RR as well, with the requirement d > (B — 1)(J).

More precisely, our analysis is motivated by the fact that if d > n and X € R?*™ is full-rank, then given any ¢ € R™ we
can find some halfspace v € R? such that v " X = ¢'. In our binary classification setting, linear separability is implied by
sgn(c’) =Y. However, we cannot directly apply this fact because BN actually prevents X . from being full-rank due to
the mean zero constraint. However, it turns out that the following slightly weaker statement is true. We can always find a
halfspace v € R? that perfectly separates all the non-monochromatic batches. The following lemma proves this half of the
proposition.

Lemma B.4.4. Suppose Assumption 2, B > 2, and d > (B — 1) 5. Then almost surely there exists v € R? such that for

every non-monochromatic batch 7{7 = (er, Y/), we have sgn(vTYi) =Y. The same conclusion holds for RR as well,
with the requirement d > (B — 1)(}).

Proof. We denote er =BN(XJ) =[x1 -+ @plandYJ = [y1 --- yg]. Since Assumption 2 holds, it also
follows that Proposition 3.2.1 holds. Hence, within each batch, any B — 1 of the datapoints are linearly independent

almost surely. This implies that we can find v € RY such that for any batch er and ¢ € RP~!, we have v'x; = ¢;

for all ¢ € [B — 1]. In particular, we can pick ¢; such that sgn(c;) = y;. Next, we show that v can be picked such that
sgn('va B) = yp. The mean zero constraint enforces that vieg=— Zf:ll c;. But if the labels are not monochromatic,
we can just increase the absolute value of one of the ¢;’s so that sgn(— Zf:ll ¢i) =y, as desired. O

Hence, in the overparameterized regime minimizing the logistic risk will lead to a classifier which separates all the non-
monochromatic batches. What happens to the monochromatic batches? It turns out that minimizing the logistic risk will
lead to a classifier whose decision boundary contains all of the monochromatic batches.

Lemma B.4.5. Assuming d > (B — 1)%, any optimal direction v, € R? for the logistic risk simultaneously puts all of the

monochromatic batches on the decision boundary. More precisely, for any monochromatic batch 73, = (Yﬁr, Y?) we have
v;'—yzr =0". Similarly, ifd > (B — 1) (g) the same conclusion holds for the RR dataset.

Proof. Again, we denote the monochromatic batch by 7i by Yﬁr =[x - xp|landY? = [y -+ ygp|. The
logistic loss on a single input x; for classifier v € R%is £(v " x;, y;) = — log p(y;v " ;), where p(t) = 1/(1 + exp(—t))
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is the sigmoid function. WLOG suppose that y; = 1 for all ¢ € [B]. Hence the minibatch risk is

B B-1 B—1
— > logp(v @) =~ logp(v @) —logp (—UT > w) :
=1 =1 =1

For each i we can look at the first order optimality condition for s; = v ;. This yields p(s;) = p(— Zf:ll Si).

Note that this is satisfied when s; = 0 for all ¢ € [B], and by strict convexity this is the unique minimizer. And because of
overparameterization, we can find a v, that will satisfy s; = 0 for each monochromatic batch, i.e., the batch entirely lies on
the decision boundary of the classifier defined by wv..

The proof carries over immediately to the RR setting, except in that setting, being overparameterized means d > (B —1) (g)
Hence the lemma is proved. O

The geometric interpretation of Lemma B.4.5 is that in the overparameterized regime, if the dataset contains any monochro-
matic batches, then any optimal direction v, must be orthogonal to the subspace spanned by the monochromatic batches.
Note, however, that the definition of overparameterized here depends on whether we look at Z . or Zgrg. In the former
case, overparameterized means d > (B — 1) %, whereas in the latter case, overparameterized means d > (B — 1)(]75’,)
This insight motivates the construction of the toy datasets in Section 4.2. We conclude our characterization of the optimal
direction in the overparameterized regime by proving Proposition B.4.3.

Proof of Proposition B.4.3. Proposition 3.2.1 implies that for d > (B — 1) and assuming assumption 2, almost surely

we have rank(X ) = (B — 1)%. We can lower bound the infimum of the SS logistic risk by the sum of the infima of the

mini-batch SS logistic risks. Combining Lemmas B.4.4 and B.4.5, the claim follows. The same argument holds for Zrr
assuming d > (B —1)(}). O

C. Proofs of technical lemmas

In this section we spell out the formal details of our guarantees for how permutations interact with BN. In Appendix C.1, we
show that given a batch size B = o(logn) and a constant number of classes K, then w.h.p. over the choice of 7 there exists
(many) monochromatic batches. In other words, for small batch sizes there are many batches consisting solely of positive or
negative examples (in case of K = 2). Conversely, we show that above this threshold such monochromatic batches do not
appear w.h.p.. In Appendix C.2, we show that there is a commensurate threshold above which the batch statistics themselves
concentrate in the without-replacement setting. To do so we will appeal to the recent results of Bardenet & Maillard (2015)
on the concentration of without-replacement estimators. Finally, in Appendix C.3, we prove that assuming the original
features were drawn from a density, the batch normalized features have maximal rank almost surely. In other words, batch
normalization preserves genericity of the original features modulo the mean zero constraint inside each batch.

C.1. Presence of monochromatic batches

In this section we formally prove Lemma B.1.4 via standard concentration arguments. One of the potential pitfalls of any
mini-batch based algorithm is that its batches may not be representative of the entire dataset. More precisely, let’s suppose
we have a dataset Z with labels coming from K classes. Suppose furthermore that the dataset is balanced — each class
contains n = Bm examples (here K is a constant). For any batch size B which is not sufficiently large, i.e. B = o(logn),
then w.h.p. over the permutation 7 we will have ©(n) batches which are monochromatic — batches which only consist of
examples in the same class. This is closely related to the classic coupon collector problem, but we restate the guarantees
here for the sake of completeness.

To prove this claim, we appeal to standard martingale concentration inequalities. Consider the batches 7; for i € [K'm]

and define the indicator variables T; = 1[7; is monochromatic], and set 7 2 3 ; T5, the total number of monochromatic
batches.

Next, note that the sequence
E[T),E[T|T1], E[T|T1, T2], .. ., E[T|T1, Ts, . . ., Tiem)
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is a Doob martingale. Indeed the martingale property follows from the tower property:

EE[T [Ty | BT T (e—1))] = E[T[T1: (1))

Note that E[T|T1,...,Tkm] = T and E[T1] = K(g)/(g”) Hence by linearity E[T] = K;” ((Iﬁ))
B

Let us now show that the martingale increments E[T'|Ty.;] — E[T'|Ty.(;—1)] are bounded a.s.. In the worst case, the kth

batch can only decrease this conditional expectation by at most K, since for any fixed class we can only remove at most one

monochromatic batch from it. Hence the total number of potential monochromatic batches left can decrease by at most K.

This worst case guarantee still holds under conditional expectation, so |E[T'|Ty..] — E[T|T1.x—1)]| < K as..

Azuma-Hoeffding then tells us that for any € > 0 we have

PT — E[T]| > ¢ < 2 Be

— e — .
s ATy C)

This gives us the following fact which we use in both the regression and classification setting.

Fact C.1.1. Forany 6 € (0,1), and a constant number of classes K with n datapoints each, we have with probability at
least 1 — 0 that the total number of monochromatic batches T satisfies

T_KQn (%) < 2nK310g(2/5).
B (%) B

For K = O(1), we note that the above inequality guarantees that we can get within O(1/nlogn) of the true expectation
with at most 1/ poly(n) failure probability. For the toy regression dataset in Section 3.3, we have K = 2 and B = 2, so
we can use Fact C.1.1 to deduce that there will be ©(n) monochromatic batches with high probability. We can also use
Fact C.1.1 to prove Lemma B.1.4.

Proof of Lemma B.1.4. In the classification setting, we have K = 2 classes (positive and negative). Using the folklore

inequalities
E E
(1) <)< (P

we can deduce the lower bound on the expectation of 7":

ElT1 2 5o

The lower bound is 2(n! =€) for any € > 0 whenever B = o(logn), so indeed when when B = o(log ) we have a positive
number of monochromatic batches w.h.p.
Let us now upper bound the probability of obtaining any monochromatic batches. We have

n B-1 B-1
(B) < g—o (N — k) < 9 dlk=0 (n—k) < 9—B+1

Py = 1] = 27575 < -1 = 1 =
| | (B) kB:O (2n — k) kB:O 2(n — k)

Hence by union bound the probability that 7' > 0 is upper bounded by 525 This is 1/ poly(n) for some B = Q(logn), so

indeed when B = Q(logn) we have no monochromatic batches with probability at least 1 — 1/ poly(n). This concludes
the proof. [

C.2. Concentration of batch statistics for without-replacement sampling

In the following, we are generating B samples of X; € R without replacement from a population of size n, contained in
[a,b] a.s.. We let u be the population mean and o2 be the population variance.
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Lemma C.2.1 (Corollary 2.5 in (Bardenet & Maillard, 2015)). Let ip denote the sample mean for a sample of size B
drawn without replacement from the overall population. For all B < n and 6 € (0, 1) we have with probability at least
1 — 0 that

log(2/9)

s — 1l < (b= a)y | EL,

Similarly, they prove the following result about concentration of the empirical variance
Lemma C.2.2 (Lemma 4.1 in (Bardenet & Maillard, 2015)). Let 63 £ L B (Xi — fip)? be the (biased) empirical
variance estimator and 65 = \/ 6%. Then for all § € (0,1) we have with probability at least 1 — § that

0B 20—3(b—a)\/%.

We now prove the other side of this concentration inequality with a quick application of (Maurer, 2006, Theorem 1),
following the same notation as in Bardenet & Maillard (2015).

Lemma C.2.3. Forall 6 € (0,1) we have with probability at least 1 — ¢ that
log(1/5)

Proof. We take the self bounded random variable Z = BQ)Z VB, where

(=K

(Xi — p)?

Wl =
&Mm

Il
-

7y 2

K3

is computed with the samples X; sampled with replacement. On the other hand,

(X] —p)?

W =
.Mm

I
—

Vp &

K2

is computed with the samples X/ sampled without replacement. We can relate the concentration of Vj to that of Vi the
latter quantity is possible to analyze with the entropy method. Indeed, a routine modification of the proof of Bardenet &
Maillard (2015, Lemma 3.3) (which uses essentially the same definition of Z) implies that

b—a)2 (b— CL)262
Ve — o2 > (7 < N7 =
IP)|: B g €:| exp< B 3 .

Solving for € in terms of § yields € = % log(1/4), so we obtain

Vg —o? > (b—a)ay/m%él/d)

Since Vg = (ip — p)* + 6% > 6%, we can complete the square to obtain

P &129><0+(b—a) W) <.

P <.

2B

So with probability at least 1 — ¢, we have

2
6% < <o+(b—a> bg;g‘”) ,

and taking square roots implies the desired result. O
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Now, let us return to the question of concentration for batch norm with a randomly selected permutation 7. The following
proposition shows that assuming the batch size is large enough, the features of corresponding SS and GD datapoints are
close to each other.

Proposition C.2.4. If

log(nd)
B=Q ; ok V2.2 |’
mmke[d](brak) €

then with probability at least 1 — 1/ poly(n, d) we have

Here, we remind the reader that for a matrix A € R¥", we define || Al|, ., = max;cpy) || A.illy ie. the maximum

Euclidean norm of the columns.

2

Proof. WLOG consider the unnormalized first batch X! = {x1,..., z}. We initially handle concentration along its first
coordinate {x1, ...,z p} for its first datapoint ;. Write (1,6 € R? to denote the mini-batch mean and standard deviation,
respectively, and iy, 6% € R for the kth coordinate of these vectors. Similarly let i1, o € R? denote the full-batch mean and
standard deviation, and let y,, 03, € R to denote the kth coordinate of these vectors, respectively. Finally, let a, b € R?
denote the coordinate-wise min and max of X, with ag, by, € R denoting the min and max for the kth coordinate of X.

Hence, the first feature of the first datapoint in the normalized first batch Y}T is “U;l“l, whereas the corresponding quantity
in YGD is Jhg;lln_
Pick
1
o of oa(1/9) )
(—ZL_)2¢2

bi—ay

Then from Lemmas C.2.1 to C.2.3, we see that |{i; — 1| < €01 and |61 — 01| < eo; with probability at least 1 — § for the
first datapoint ;.

Now, we have

ml*ﬂl S !
o1 o1

T1 — M1 7I1*M1+M1*ﬂ1
o1 o1 o1
T — M1 n leﬂﬂ
g1 g1
1 — M1
01

o1 — 01

IA

o1

€01
(1 —¢)oy

€ Tl — M1
—1—e€ o1

+ €01
(1 —¢€)oy

+

1—¢€

To aggregate this bound across features, we need to pick B such that |fip — pi| < eoy and |6 — 0| < eoy, for every
feature & € [d]. Indeed, this is achieved via the union bound by picking § = 1/ poly(d) and

5= ) ).

mingeq) (525 )%€

For this batch size, we see that

wl—ﬂ_ml—u € ||y —p +6\/§
o o |, 1—¢| o |, 1-¢€
Note that a similar inequality holds for all of 1, ...,z 5. Now, recalling the definition of |-, . . by applying union bound

on all the batches, we have
eVd

— — € —
% — 70 Knly ., < 1 [Fenll, + 22

~1—c¢
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which occurs with probability at least 1 — 1/ poly(n, d) when we appropriately choose B = Q <1°g("f,)€)262>. O

n’liIlkE[d] ( br—ag

We now use the above proposition to prove Proposition B.1.6.

Proof of Proposition B.1.6. Conditions (2) and (3) in the definition of ~-robustness ensures that minj ¢4 (52—)* = Q(1)

bk- —ag
and HYGD H2 o = O(V/d). Hence taking B = Q(loge(iz"d)) as in Proposition C.2.4, we conclude that with probability at
least 1 — 1/ poly(n, d) we have

_ — eVvd
I - o Xepl <0 £22).

Hence, by taking ¢ = O(%), we see that
X~ 7o Koo, . <00)
dlog(nd)

7 o X gp within distance +. O]

Plugging this choice of € back into our definition of B, we conclude that when B = ( ), X concentrates around

C.3. Rank of batch normalized features

In this section we prove Proposition 3.2.1, which states that for batch sizes greater than 2, Assumption 2 implies that the
batch normalized dataset will be full-rank (and hence full-dimensional) almost surely.

One shift in perspective that is fruitful for proving linear independence is to view batch normalization as an operation
that returns functions of the input dataset. Since BN operates independently on each of the d features, we first handle the
case where the input is a batch of scalars. Let ([g,]) denote the set of all (g) batches of size B that can be created from n
datapoints contained in X . Fix an arbitrary labelling of these (g) batches, and let B refer to the jth such batch. WLOG
suppose that B! = {zy,..., 2} € RB.

Formally, let FB £ {f :RB \ {a: € RB |z =29 =+ = .’L‘B} — R} denote the space of real valued functions on
batches of size B where BN is defined. On batch B/ = {z;,,...,x;,}, BN is an operation that maps this batch to the set

. B
of B functions { gl (BY )} , where
i=1
oy
J J AL x]i 1% B

gi (B ) O'j € ]:
where 7 and o7 are the empirical mean and standard deviation, respectively of B7. If j is clear from context, we may drop
the superscript j without chance of confusion. We also sometimes abuse notation and write g] as a function of X, since X
contains all datapoints in B?. From this perspective, BN, maps a dataset of n datapoints to n functions.
We first show that, within a batch, the functions have rank B — 1 over R.
Lemma C.3.1. Viewed as functions, any subset of B — 1 functions of the batch normalized outputs { gzl} =
{8t . 2B} have rank B — 1 over R.

[ea

Proof. First, we note that the functions x; are linearly independent over R for i € [n]. WLOG take the subset of B — 1
functions to be { g} }f:_ll. Suppose that there is a dependence relationship

B—-1 z 1

E C; ! =0.
‘ o

=1

() ()

=1 =1

Rearranging, we see that

and because of linear independence of the x;’s as functions over R and only the right-hand side contains x g, the only way
this can happen is if Zf:ll ¢; = 0. But then we have a dependence relationship between the x;’s for ¢ < B — 1. Linear
independence of the x;’s thus implies that ¢; = 0 for each s. O
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With the above lemma in hand, we can show that as functions, any collection of batch normalized outputs are essentially full
rank. The caveat is we need to throw out one function in each batch, as each batch is trivially dependent because of the zero
mean constraint.

Proposition C.3.2. Let B > 2. Consider the B (g) functions that are the batch normalized outputs of all (g,) batches
B¢ ([g,]). If we take any subset of (B — 1) (g) of these functions obtained by removing one function from each of the (g)

batches, then the rank of these functions over R is (B — 1) (g) In particular, the rank of the functions corresponding to any
mis(B—1)%.

Proof. Consider the batch B! = {x1,...,25}. By Lemma C.3.1, we know that the functions {gil}f:_ll = {%}f:l
are linearly independent. Consider a dependence relation amongst any subset of the (B — 1) (g,) described in the theorem

statement. WLOG we can suppose that this was formed by throwing out g]é from each batch B’ and consider a dependence
relation between the (B — 1) (g) remaining functions. The dependence relation reads

Bl B-1 ‘
Z; Ci1 10 £ Z Zci,jgg. (35)
i

i=1 j>1

We show that some setting of the input z; for ¢ € [n] yields a contradiction unless ¢; ; = 0 for ¢ € [B]. The main insight is
that BN has jump discontinuities at the points where it is undefined, i.e., where the entire batch is equal to the same thing.

More formally, for : > B we set the other datapoints x; to be arbitrary pairwise distinct positive real numbers. Suppose for
the sake of contradiction that ¢; 1 # 0 for some ¢ € [B]; WLOG we can assume that ¢ = 1. Since the functions on the LHS
are linearly independent by Lemma C.3.1, the LHS is not identically zero. We show that the LHS of Equation (35) exhibits
discontinuous behavior in the punctured neighborhood around (x1,...,25) = 0, whereas the RHS of Equation (35) is
continuous on the same neighborhood; this yields a contradiction.

Indeed, set (71,22, 23,...,78) = (6,€2, —€ — €2,0,...,0), where € # 0. We have
Ty —p VBe
o Ve + e+ (e+e2)?

If ¢ — 0T, then the the first normalized coordinate approaches +/ g. However, if ¢ — 07, then the first normalized

coordinate approaches —/ %. This is a contradiction, since the RHS of Equation (35) is continuous as a function of . We
conclude that ¢; ; = O foralli € [B — 1].

The same argument holds if we replace the LHS with any batch B7. Hence, ¢; ; = 0 foralli € [B — 1] and j € [(g)] We
conclude the rank of these (B — 1) () functions is (B — 1)(},), as desired. Notice also that this argument also shows that
the functions corresponding to the batches in 7 also have rank (B — 1) 5. O

Note that the assumption that B > 2 is critical for the construction in the proof. If B = 2, then actually - < {1}, and
the proof breaks down. The batch normalized dataset will be a Boolean matrix; hence, its rank cannot be analyzed by using
density arguments.

The following lemma establishes that the zero set of any nontrivial linear combination of the gi‘ ’s is a measure zero subset of

R™.
(%)

Lemma C.3.3. Suppose that c; ; are not identically zero. Then for B > 2, the zero set of Zi_ll >i2hci gf is a measure

zero subset of R™.

Proof. Since B > 2, Proposition C.3.2 implies that f(X) = Zf:? Z](i)l ¢ijg) is not identically zero. Furthermore,
f(X) is real analytic on finitely many connected components of R", since each of the functions gg are real analytic on
finitely many connected components of R™. The claim follows by applying Proposition 0 in Mityagin (2015). O

Having established these results, we can finally prove Proposition 3.2.1.
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Proof of Proposition 3.2.1. Denote

X1
X=|:]|eR¥X
Xa
and the (B — 1)(}3) functions
gg,l(Xl)
gl(X) = : S
gg,d(Xd)

We can assemble these vector valued functions into a matrix G(X) of size d x (B — 1) (g) with the kth row consisting

of the scalar valued functions gfk(X) Now consider the determinant of any min {d, (B — 1)% } x min {d, (B —1)%}
submatrix of these scalar functions, which is itself a function of X.

To prove the claim, it suffices to show that this determinant — which is a function of X € R4*™ — is analytic almost
everywhere and not identically zero; then Lemma C.3.3 implies that it vanishes on a measure zero set of R4<".

We prove the above claim by induction on d. For d = 1, note that for any ¢, j, the scalar function 95,1 (X)) is not identically
zero and is analytic on finitely connected components of R4*™. Now suppose the claim is true for d, we prove the claim for
d + 1. When we use cofactor expansion along the first row of G, which has functions g} ; which crucially only depend on
the X, we obtain '

)

(—1)" gl (X)) det(M; ;(X)),

1 j=1

—~
W3

o

—1

)

where M; ; denotes the minor corresponding to the the ith function of batch j. Note that these minors are not functions
of X1, so they can be treated as constants with respect to X;. By induction these constants are nonzero almost surely.
Then Proposition C.3.2 implies that the determinant, which is a linear combination of the functions g} | is itself is not zero

identically. Also, the determinant is manifestly piecewise analytic on finitely connected components of R(t1*" being a
polynomial of such functions. Hence the induction is completed.

We can now finish off the proof of the proposition. When Assumption 2 holds, the probability that the data falls in measure
zero set is a probability zero event. In other words, almost surely any such d x (B — 1) (g) matrix constructed by batch
normalizing and throwing out one normalized point in each batch is full rank. The same argument holds for the (B — 1) &
functions that correspond to the batch normalized outputs for a permutation 7. Hence the proposition is proved. O

D. Additional experiments on real data

In this section we provide detailed explanations of our experimental setup and present our additional experiments for
regression and classification. All experiments were implemented in PyTorch 1.12.

D.1. Experiment details

We first define the architectures used in our real data experiments outlined in Section 4.3.

For the linear+BN networks, the 1-layer network is
X — WT'1BN(X),

On the other hand, the 2-layer network is
X — WQFQBN(WlX)

and the 3-layer network is
X — WgFgBN(WQFQBN(WlX))

Hence the difference between the 1-layer network and deeper network is that the deeper networks have tunable parameters
inside of BN.
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For the MLP experiments, the 3-layer network is

X — W3 ReLU(T'sBN(W, ReLU(T3,BN(W; X)))).

For the ResNetl8 experiments, we used the ResNetl8 architecture available through PyTorch, using
ResNet18 Weights.DEFAULT pretrained weights.

The linear and BN layers were all initialized using the default PyTorch initialization. For the linear+BN networks, the linear
layers were instantiated with a width of 512 and bias=False. For the 3 layer MLP, the linear layers were instantiated with
a width of 512 and bias=True. The BN layers were instantiated with t rack_running_stats=False. As alluded to
in Section 1.2, to evaluate the training GD risk Lgp in the eval loop, we passed in the entire dataset as a single batch, thus
avoiding EMA altogether. Except for the ResNet18 experiments, the images in the dataset were flattened into vectors.

Except for in the respective batch size and momentum ablation study (Figures 11 and 12), we used batch size B = 128 and
no momentum. Note that for all of the datasets, log, n =~ 16, which suggests that we are in the asymptotic regime where
divergence can happen as stated in Theorem 4.1.3.

We now explain the difference in divergence behavior between the 1-layer and deeper linear+BN networks for SS. As
suggested by Theorem 4.1.3, divergence can happen if the separability decomposition of Zgp is not robust to perturbation.
In the 1-layer case, the data remains far from being linearly separable. Meanwhile, in the deeper case, the network is
incentivized to train the parameters inside BN such that the final features (e.g., BN, (W7 X)) are closer to being LS. But
the nonlinearity of BN is not enough to make BN, (W7 X)) robustly LS. This also explains why introducing nonlinear
activations prevents the divergence phenomenon.

We also note that in reality RR is run for 7" epochs. Thus, if T < (g ) , the optimization routine only sees a proper subset of
Zyg. However, there are other forces that help ensure that the subset of Zrg actually seen during optimization is SC and
satisfies Assumption 1(b). For example, it is likely that the algorithm sees non-monochromatic batches that also cause the
hulls to overlap. One way this can happen is if O is in the relative interiors of the convex hulls of the monochromatic portion
of each batch. Moreover, with extremely high probability we never see a repeat batch, so by Proposition B.1.3 the rank of
the subset of Zgg is w.h.p. equal to 7" - min {d, (B — 1)% }. Forus, d = 10 - 512, B = 128, and n > 50000, so the rank
of the subset of Zrg we see easily outstrips the dimensionality of the final linear layers. This ensures that Assumption 1(b)
holds.

In Figure 11, we see that divergence on 3 layer linear+BN networks generally occurs for large batch sizes, which corroborates
Theorem 4.1.3. These batch sizes were picked because they are common choices for batch sizes in practice. For the largest
batch size (B = 128), there does not appear to be divergence within 1000 epochs, which we address below.

In Figure 12, we see that the presence of momentum preserves divergence for SS, and in some cases accelerates it. Note that
for each stepsize we used the same permutation. For the n = 10~* experiment, although the 0 momentum run did not start
to diverge within 1000 epochs, the 0.9 and 0.99 momentum runs started to diverge. This further lends evidence to the claim
that the apparent reason for no divergence for = 10~* without momentum is that the small learning rate leads to slower
convergence to an optimal direction for L.
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Convergence of £, (9F)
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Figure 7. Loss evolution for £, (M (k)) for experiment described in Section 3.4. Note how SS converges to £ ; RR oscillates due to
resampling 75, but appears to converge to a value close to L. This corroborates the convergence results Theorems 3.2.2 and 3.2.3 to

distorted optima.
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Figure 8. Eventual separation between SS and RR for 3 layer linear+BN network for = 10~ after around epoch 1200 on CIFAR10.
The color is consistent with the original Figure 3b.

2.5
Depth

~ 2.0
v 1

—_
£15 2

0 — 3
5
@ 1.0 Shuffling

— SS
0.5
0.0
0 500 1000 1500 2000 2500 3000
Epoch

Figure 9. Evidence that the 2 layer and 3 layer linear+BN actually had diverging GD risks when trained with SS. On the y-axis we plot
the value of £, (OF); divergence occurs when the SS features X are LS. As the SS risk for both 2 and 3 layer networks continues to
decrease, this supports X . being LS. However, the SS risk for the 1 layer network seems to plateau, suggesting X  is SC rather than LS.
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Figure 10. No divergence occurs for 1, 2, and 3 layer linear networks without BN trained with SS. This supports the theory that the strange
training behavior occurs when using SS and BN in combination, rather than being an intrinsic failing of SS (cf. Figure 3b). Here we
picked n = 1072, because we generally observed faster divergence with larger learning rates.
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Figure 11. Batch size ablation. These experiments were done on 3 layer linear+BN networks; each subfigure shows the results of training
with different stepsizes n € {10_2, 1073, 10_4}. All experiments were performed on CIFAR10. Since log n = log 50000 ~ 16, all
batch sizes are in the regime where divergence can happen according to Theorem 4.1.3.
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Figure 12. Momentum ablation. These experiments were done on 3 layer linear+BN networks; each subfigure shows the results of training
with different stepsizes n € {1072, 1073, 1074}. All experiments were performed on CIFAR10. For each subfigure, the experiment was
run with the same random permutation. Generally, mmomentum doesn’t prevent divergence, and in some cases even hastens it.
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E. Calculations for toy datasets

In this section we do the detailed calculations and provide additional figures to understand the toy datasets we introduced in
Sections 3.3 and 4.2. Since both constructions use B = 2, we remind the reader that the batch normalization of any two
distinct real numbers is (—1, 1). It follows that if we batch normalize with B = 2, we obtain X, € {—1, 1}dxn. Recall the
distorted risk £, reflects the single-shuffle batch normalized dataset Z .. This £ is a random quantity, and it is over this
source of randomness (the construction of the batches) that we show that there is a gap between SS, RR, and GD.

E.1. Regression toy dataset

Proposition E.1.1. There exists a regression dataset Z = (X,Y) € [—1,1]1X16n x [—1,1]1¥16" such that the following
statements hold with batch size B = 2:

(1) M¢p = Mgg =0.

(2) M} # 0 with probability at least 1 — O(ﬁ)
3) | M| = Q(ﬁ) with constant probability.

We first describe the construction and then prove that the dataset satisfies the properties outlined above.

Formal construction of regression dataset: Construct the dataset as follows. Take A € R'*4" to be 4n equally spaced
points in the interval (2, 1). Define

X'=4, X’=-A
1 1
XB:—A+§1T; )(4:,4—51T

and

yi=1", vy?=1T

Notice that the indices also match which quadrant the cluster of points are in. Visually, these four groups of points
Z' £ (X' )Y") are clusters with the ith cluster in the ith quadrant. For brevity, we also refer to these clusters by their
index i only, so cluster 1 refers to the cluster Z! = (X!, Y'!), and so on. These definitions are consistent with the clusters
depicted in Figure 13a.

Then take X = [X! X? X3 X*] e R andY = [Y! Y? Y? Y*| € R™!6" After applying BN
with permutation 7 and batch size 2, we obtain a dataset X . with every point being located in one of four SS clusters

Z. & (XL, Y7 fori € [4] located at (+1, £1) with the same relative labelling: Z is located at (1, 1) and then labelling
counterclockwise (see Figure 13b).

In Figure 13a, we visualize the construction with n = 3 (so the depicted dataset has 16n = 48 datapoints). We plot the
slopes of the M, (green solid line), My (purple dash-dotted line), and typical values for M¥ (yellow dotted line). In
Figure 13b, we show what Z ; looks like for a typical permutation 7. The sizes of the points represent the number of points
that end up in the corresponding cluster.

E.1.1. ANALYZING THE REGRESSION TOY DATASET

In order to prove this proposition, we will need the following standard technical estimate on the asymptotics of binomial
coefficients (see e.g. Thomas & Joy (2006))

Lemma E.1.2. For all n and k we have

n n n
" oH(K/nm)n < < oH (k/n)n
8k(n — k) “\k) =\ wk(n—k) ’

A

where H(p) = —plogy p — (1 — p)logy (1 — p) is the binary entropy function.
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(a) Unnormalized toy regression dataset Z demonstrating distor- (b) Toy regression dataset after BN with permutation . The

tion of SS with constant probability. Notice how the GD and RR size of the point corris_ponding o Z, represents the number of
lines are aligned with slope 0, but the SS lines are distorted away normalized points in Z *(not to scale), and here we picked 7 such
from 0. that M = i.

Now let us prove the prove the proposition.

Proof of Proposition E.1.1. First, it is clear from the symmetry of X that YGDYED =0, so M = 0. This proves the
first half of (1).

Setup: Fori € [4], let k¢ denote the number of points that end up in cluster 7; after normalizing with permutation 7.

. -l . i . . .
Since we have M} = w%YwX = » evidently the k. completely determine M. In fact, more is true: we claim that M = 0

if and only if k1 = 4n.
To see why this is true, first note that the label Y is unaffected by BN. Hence, there are necessarily 8n points that end up
with y coordinate 1. It follows that if there are k points in 771,, then there are 8n — k points in 7i. Similarly, if there are j

in 7i, then there are 8n — j in 7: On the other hand, recall that BN with B = 2 and d = 1 always sends one point in
each batch to z = +1 and one point to x = —1. Hence, there are 8n points that end up with x coordinate 1, which means
k + 8n — j = 8n, implying that k = j.

Referring back to the formula for M, we see that

4

1 i
M '=—> YI(X)T
v 16"221 71‘( 7!‘)

1
—w—n(k—(Sn—kH—k—(Sn—k))
_k—4n
T od4n

Hence M = 0 if and only if k. = 4n. Referring back to Figure 13b, we see that the sizes of the clusters represent k%, and
the plotted M} with slope i corresponds to a ™ where k1 = 5n.

To analyze k., for i, j € [4] we introduce the random variables Tii’j } to denote the number of batches formed with one
point from cluster 4 and cluster j with permutation 7. Similarly let U = {1, 2} denote the upper clusters and L = {3,4}
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denote the lower clusters. Define Tii’L} £ Téi’g} + Téi’él} , which represents the total number of batches with one point in
cluster ¢ and another point in L when using permutation 7. Finally, define Ti UL} & TJT{I’L} + TiQ’L}, which represents the

total number of batches with one point in cluster U and another in L with permutation 7.

With this notation in hand, let us prove the claim. Evidently, k. = TiU’U} + Til’L}. Similarly we have k2 = T7}{ vuy 4
T{*5 | Because we established earlier that kL + k2 = 8n, then kL = 4n if and only if T = 715 In words, this
means that M* = 0 if and only if the number of {1, L} batches is the same as the number of {2, L} batches.

RR averages out distortion: For every m we can find 7’ such that M*, = —M*. This is because we can always find

7' that swap T and T2, by turning all {1, L} batches into {2, L} batches and vice versa. Then Proposition 3.3.1
implies that My = 0, which proves the second half of (1).

SS is distorted: Now, let us show that P[kl = 4n] = O(-L). The main idea is that conditioned on T = 2, we can

vn
T;ELL} = TiQ’L} = t exactly. Indeed, of the 4n points in cluster 1, we pick ¢ of them to form

_ 21}

compute the probability that
batches with L, and similarly for cluster 2. This gives (4t")2 ways for T,il’L} = t. In total, there are 8n points in

U and we picked 2t of them to match with L, which gives a denominator of (82’;) Hence

()’
PlkL = an|T{VI — 94 = 2L

(51)

In order to obtain the O(ﬁ) bound we desire, we need to use the fact that T;r{U’L} — the number of batches between U and

L — concentrates tightly. In fact, if we color the 4 clusters corresponding to membership in U and L and slightly generalize

the analysis leading to Fact C.1.1, we obtain that for some absolute constant C, we have T{EU’L} —4n| < 2C+/nlogn with

probability at least 1 — 1/n.
Applying Lemma E.1.2, we obtain for all ¢ such that |t — 2n| < 2C'v/nlogn, we have

S8H()n
mg (7%)

/mQSH(ﬁ)n
n
~o(m7) o7
1
O(\/ﬁ) (38)

Plkl = an|T{V = 2] = O (36)

Hence we have

4n
Pkt = 4n] = 3 PkL = dn|T{VH = 20 PO = 2]
t=0
1
<= P k‘l =4 T{UvL} = 9t PT{U’L} — 9
- n + Z [ ™ n| Q ] [ T }

lt—2n|<CvmTogn
1 1
< = i
=% +O<ﬁ>
1
< 7
o)

where in the second line we have used the union bound along with the fact that
have used Equation (38). This proves (2).

Té UL} concentrates, and in the third line we
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Quantitative SS distortion bounds with constant probability: Finally, we show (3). Suppose that k. = 4n + d for
|d| = O(y/n). The above analysis for the case of d = 0 immediately generalizes to show that, if t — d > 0,

4n\ [ 4n
() ()
8n .
(o)
Notice that since 2¢ — d concentrates around 4n, it suffices to only consider the high probability regime where 2t — d =
4n 4+ O(y/nlogn). In particular, since |d| = O(y/n), we have t — d = O(t).
Thus, if we plug in Lemma E.1.2, we obtain in the regime where ¢t — d = O(¢) that

Qﬂ _ O<1>24n[H<m+H<’::f>—2H<2’s;d I
(2"a)

Pkl = dn +d|TIVE =2t — d] =

Vit

Concavity of binary entropy implies that H (%) + H(4-%) — 2H (2-4) < 0. It follows that
Pkl = 4n + d| TV =2t —d] = o(l).
Vi
Following the same argument as in the d = 0 case, we have for |d| = O(y/n) that
4n
Pk =4n+d = Y Pk} =4n|T{"H = 2t — dP[TIV" = 2t — d]
2t—d=0

<-4+ > Pkl = 4n + d|TIVF = 2t — d) PTIVH = 2t — g]

‘t—%—27L|§C\/nlogn
1 1
<Z40(—
Su (ﬁ)

cof&)

From here, it follows that there exists some positive constant ¢ such that

Sl

P[|kL — 4n| > ev/n] = Q(1),

which proves (3). O]

E.2. Classification toy dataset

In this section, we motivate how we constructed our toy classification dataset parameterized by n. We then give a detailed
construction and analysis of the dataset, parameterized by n. We plot the unnormalized Z in Figure 14a and the normalized
Z ¢p in Figure 14b for n = 10.

The main idea is that since d = 2 and the optimal direction is orthogonal to the SC portion of the separability decomposition
C) and Span(fz(f)),
respectively. For, Zqp we carefully select the boundary points Xy, which define the boundary of conv(YED) and

(Lemma 4.1.1), we can fix the optimal directions of Z, and Zgp by carefully constraining Span(fi
conv(X gp) so that dim(Span(YZ%)) = 1. For Z,, we need to ensure that Span(fic) is a one dimensional subspace of

R? which is close to orthogonal with Span(fz%). Although we can guarantee dim(Span(YiC)) > 1 w.h.p., the main
subtlety here is ensuring that equality holds with constant probability. Given the above, we are afforded the luxury of adding
datapoints which are misclassified by v, the optimal direction of L.

Proposition E.2.1. There exists a classification dataset Z = (X,Y) € [—3,3]2X@+6) 5 {1 1}*"° such that the
following statements hold with batch size B = 2:

(1) Zgp is PLS and as n — oo, v§, converges in direction to [1 2] T
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(2) Z is PLS with constant probability. If so, we have v} = [1 —1] T

(3) There exists points (x;,v;) € Zgp such that y; (v, x;) < 0, i.e., GD points that v} misclassifies.
Hence, the GD risk Lcp diverges with constant probability if we train with SS.

Proof. In our construction, we separate out Z = (X,Y’) into several groups of points: X1 , X[I | X}j ar» and their

negative variants. Let the overlined version of these matrices denote the corresponding points after full-batch BN (i.e., after
taking X gp = BN(X)), and the overlined version with an extra 7 subscript denoting the corresponding points after BN

with permutation 7 (i.e., X = BN (X)). For example, x

«or denotes the features for the positive examples in X ¢p that

are to be classified correctly by v, whereas X denotes those same datapoints in X  after batch normalization with 7.

cor,m
Setup: Let us first explain the semantic meanings of the different groups of points in our construction.

X, : Unnormalized positive examples correctly classified by v’ with positive margin
X : Unnormalized positive example incorrectly classified by v’

X g‘ 4 - Unnormalized positive examples on the decision boundary of v*
or - full-batch-normalized positive examples correctly classified by v with positive margin
X ., : full-batch-normalized positive example incorrectly classified by v

f;rdr : full-batch-normalized positive examples on the decision boundary of v,

The semantic meanings of the negative versions of these points are completely analogous. We also define X4, =
X;“ ar Y X4, and the normalized quantity analogously.
We construct X, X, and X,j 4, as follows. Take X[ to be n equally spaced points on the line segment of width %

centered at [2 2] " For the sake of visual clarity, we increase the spacing of the points in the diagram Figure 14a. Define

Xt tobe [3 2.5 T Next, define X, tobe [1_2 _(1) 5} , lying on the line y = —0.5x. Finally, define
X(;)r = 7Xc4<»)r
Xe_rr = _Xctr
Xb_dr = 7Xl—)i_dr'

In Figure 14, we visualize this toy dataset. Note the visual similarity between Z in Figure 14a and Zgp in Figure 14b; this
is a feature of the construction. Indeed, as we’ll see shortly, as n — 0o, X gp approaches a uniform rescaling of X in all

coordinates. We also plotted the decision boundaries corresponding to v, and v};. We highlight the fact that in Figure 14b,
+

X .., and X, are both on the wrong side of the decision boundary for v*.
GD is PLS: Evidently 4 = 0 and one can compute that as n — oo that o — [2 2] T Regardless, we see that Zqp is

PLS with Span(fé%) corresponding to the one-dimensional subspace spanned by X 1,4, and v{,p, correctly classifies all of

the other points. In the limit n — oo, we have that Span(Xq;) = Span([—2 1] ) and vy, is in the direction 1 2] T
This proves (1).

SS is PLS with constant probability: Now, let us compute what happens to Z . Because BN with B = 2 sends features
to £1, this implies that a normalized batch is either mapped to

(1) [_1 iﬂ , i.e. the normalized batch lies in the direction [+1 +1] T.oor

+1

2) [_T_} N J , i.e the normalized batch lies in the direction [—i—l —1] T.
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(a) Unnormalized toy classification dataset Z. (b) Normalized toy classification dataset Z ., demonstrating diver-

gence of SS with constant probability.

Figure 14. Toy classification dataset (a) before full-batch BN, i.e. Z (b) after full-batch BN, i.e. Zap.

Note that due to Fact C.1.1, with high probability, there will be a batch drawn from X,
These batches necessarily land in situation (1), so [1 1] Te Span(fic) with high probability. On the other hand, with

high probability there will be a batch with one point from X and one from X, which lands in (2). Hence, as long as

Span(X5 ) = Span([1 1] "), this implies that Z,, is PLS with optimal direction [-1 +1] .

and a batch drawn from X__,.

By inspection, to ensure that Span(fic) = Span([1 1] T), there are two bad events we need to avoid:

(a) We send a positive example to [+1 —1] T
(b) We send a negative example to [—1 +1] T

We will use
Plavoid (a) and (b)] = P[avoid (a) | avoid (b)] Plavoid (b)].

Note that by symmetry, P[avoid (b)] = P[avoid (a)].

A little thought reveals that (a) can happen only if the positive boundary example (i.e. in X,j 1) located originally

at [1 —0.5} T is batched together with a point in X},q; U XF,. In turn, this event occurs with probability at most

%. So P[avoid (b)] > % Also, notice avoiding (a) still happens with probability at least % even after conditioning on

avoiding (b). Hence, the probability that we avoid both (a) and (b) is at least %2 = %. So with constant probability,
Span(X°7) = Span( 1 I]T). This proves (2).

—SC)

Putting it all together, we see that with constant probability, Span(X ) = Span( [1 1} T), and Z is PLS with optimal

direction v} = [+1 —1] T Recall that vip = [1 2] T asn — 00, So asymptotically we have

[{vr, vép)| _ 1

lozllllvepll V10T

SS misclassifies GD points:  On the constant probability event that Z; is PLS, we have v is in the direction [1 71] T
This misclassifies X .-, and X ... So this proves (3). O
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Remark E.2.2. Note that at the cost of visual clarity, we can modify the construction to obtain optimal classifiers v} and

-1 .
v¢p which are asymptotically orthogonal. In this alternate construction, we take Xgrdr = [ 1 _0055

y = —x, and X1, to be n equally spaced points on the line segment between [—2 2] and [—2 + % 2+ %] T Then
]T, and v} = [1 —l]T

}, lying on the line

vED — [1 1 with constant probability, as desired.
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