StateSpace-SSL: Linear-Time Self-supervised Learning for Plant Disease
Detection

Abdullah Al Mamun'-}, Miaohua Zhang>?, David Ahmedt-Aristizabal?,
Zeeshan Hayder?, Mohammad Awrangjeb'

'School of Information and Communication Technology, Griffith University, Nathan, Queensland 4111, Australia
2School of Engineering and Built Environment, Griffith University, Nathan, 4111, Queensland, Australia
3Imaging and Computer Vision Group, Data61, CSIRO, Black Mountain, Canberra 2601, Australia
{a.mamun, m.awrangjeb}@griffith.edu.au,

{mamO 12, miaohua.zhang, david.ahmedtaristizabal, zeeshan. hayder}@data6l .csiro.au

Abstract

Self-supervised learning (SSL) is attractive for plant dis-
ease detection as it can exploit large collections of unla-
beled leaf images, yet most existing SSL methods are built
on CNNs or vision transformers that are poorly matched to
agricultural imagery. CNN-based SSL struggles to capture
disease patterns that evolve continuously along leaf struc-
tures, while transformer-based SSL introduce quadratic at-
tention cost from high-resolution patches. To address these
limitations, we propose StateSpace-SSL, a linear-time SSL
framework that employs a Vision Mamba state-space en-
coder to model long-range lesion continuity through direc-
tional scanning across the leaf surface. A prototype-driven
teacher—student objective aligns representations across multi-
ple views, encouraging stable and lesion-aware features from
labelled data. Experiments on three publicly available plant
disease datasets show that StateSpace-SSL consistently out-
performs the CNN- and transformer-based SSL baselines in
various evaluation metrics. Qualitative analyses further con-
firm that it learns compact, lesion-focused feature maps, high-
lighting the advantage of linear state-space modelling for
self-supervised plant disease representation learning.

Introduction

Plant diseases are a persistent threat to global food secu-
rity, reducing crop productivity and undermining agricul-
tural sustainability across diverse farming systems (Al Ma-
mun et al. 2024). Early and reliable disease detection is
therefore essential for stable agricultural production. While
deep learning has advanced automated plant diagnosis, su-
pervised pipelines rely on large annotated datasets that are
costly to create, difficult to maintain across species and sea-
sons, and often impractical under diverse field conditions
(Barbedo 2019). These limitations have increased interest
in self-supervised learning (SSL), which can learn leaf-level
representations directly from unlabelled images.

Recent SSL frameworks span several paradigms. Early
approaches such as SimCLR (Chen et al. 2020a), MoCo
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Figure 1: Spatial modelling for plant disease detection: CNN
(green), Transformer (blue), and Mamba state-space scan-
ning (red).

(Chen et al. 2020b), BYOL (Grill et al. 2020), SimSiam
(Chen and He 2021), SwAV (Caron et al. 2020), and
DeepCluster-v2 (Caron et al. 2018) are primarily built on
convolutional neural network (CNN) backbones. Although
effective for natural images, CNN-based SSL is restricted by
local receptive fields and struggles to capture the long-range
spatial progression of plant diseases, where lesions evolve
across the leaf surface along continuous structural patterns.
More recent SSL variants, including MAE (He et al. 2022b),
Vision Transformer (ViT) (Dosovitskiy et al. 2020), DINO
(Caron et al. 2021), and BEIiT (Bao et al. 2021), adopt
transformers to incorporate global context. However, self-
attention in Transformers introduces quadratic complexity
with respect to token count. High-resolution leaf images,
combined with the multi-crop strategy required in SSL, am-
plify this cost and make transformer-based SSL. memory-
intensive and difficult to scale in agricultural settings. To-
gether, these limitations highlight the need for a represen-
tation learning architecture that can model both local and
long-range dependencies while remaining computationally
efficient.

Beyond architectural constraints, plant disease imagery
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Figure 2: Schematic diagram of the proposed StateSpace-SSL framework, integrating Vision Mamba encoders with prototype-

based teacher—student alignment across global and local views.

presents distinct spatial and structural challenges. Lesion
symptoms evolve in continuous patterns along the leaf sur-
face. As illustrated in Figure 1, CNNs captures only lo-
calised textures and cannot account for disease progression
across wider spatial regions. Transformers capture global re-
lations but incur quadratic complexity with respect to token
count, and often produce diffuse attention patterns in field
environments with clutter and noise. As a result, neither ar-
chitecture naturally reflects how disease symptoms propa-
gate spatially, limiting their effectiveness in self-supervised
plant disease detection.

State-space models (SSMs) offer a compelling alternative.
Unlike CNN kernels or quadratic attention layers, SSMs
such as VM (Zhu et al. 2024) capture structured long-range
dependencies using a directional and recurrent scanning
mechanism that scales linearly with sequence length. This
behaviour mirrors the spatial continuity of plant diseases,
where disease severity changes progressively across the leaf.
As a result, SSMs provide an inductive bias that enables the
extraction of fine-grained lesion cues and broader structural
context with minimal computational cost.

Motivated by these observations, we introduce
StateSpace-SSL, a linear-time self-supervised frame-
work designed specifically for plant disease detection. The
method replaces attention with a VM encoder that models
spatial lesion dynamics through state-space recurrence,
and learns stable disease-aware representations through
prototype-based teacher—student alignment across multi-
scale global and local views. This formulation enables
efficient pretraining without labelled data while preserving
the expressive capacity needed for plant disease recognition.

Our main contributions are summarised as follows:

* We propose StateSpace-SSL, a novel self-supervised
learning framework that leverages a Vision Mamba en-
coder to capture long-range dependencies in plant leaf
imagery with linear-time complexity, offering an efficient
solution for training on high-resolution agricultural im-
ages.

e We introduce a prototype-based teacher-student self-
distillation strategy that aligns global and local views
via shared prototypes, enabling stable and lesion-aware
representation learning without quadratic computational
cost.

* We show that combining state-space modelling, multi-
crop self-supervision, and prototype alignment produces
a lightweight architecture that balances accuracy, robust-
ness, and efficiency, making it suitable for real-world
agricultural deployment.

Related Work

SSL has become a key strategy for plant disease detection
due to its ability to learn representations without costly an-
notations. Early SSL methods were built on CNN backbones
such as SIimCLR (Chen et al. 2020a), MoCo v2 (Chen et al.
2020b), BYOL (Grill et al. 2020), and SimSiam (Chen and
He 2021), which rely on contrasting augmented views or
predicting momentum-encoded targets. While effective on
natural images, convolutional SSL is limited by local recep-
tive fields that struggle to represent the long-range spatial
evolution of plant diseases, where lesions propagate along
vein structures and interact with global leaf morphology.
Approaches such as MaskCOV (Yu et al. 2021) have intro-
duced covariance prediction and patch masking to enhance
discriminability, yet CNNs inherently lack global context
modelling and perform inconsistently under complex field
environments.

Transformer-based SSL has extended these capabilities
by introducing global self-attention. MAE (He et al. 2022b)
learns a holistic structure via masked patch reconstruction
with an asymmetric encoder—decoder, while DeiT (Touvron
et al. 2021) introduces data-efficient training and a distil-
lation token for stable self-distillation. DINO (Caron et al.
2021) employs a multi-crop teacher—student framework that
produces strong semantic attention maps, and TransFG (He
et al. 2022a) adapts the ViT for fine-grained recognition us-
ing token refinement and region alignment. Hybrid formula-
tions such as the Hybrid ViT (ViT combined with ResNet50)
(Dosovitskiy et al. 2020) fuse convolutional locality with
transformer globality to improve fine-grained discrimina-
tion. Although powerful, these transformer-based SSL meth-
ods share a critical limitation: self-attention scales quadrat-
ically with token count. High-resolution leaf images and
multi-crop SSL augmentations dramatically inflate token
lengths, resulting in high memory consumption, long train-
ing cycles, and limited scalability. Moreover, transformers
can generate diffuse or background-sensitive attention in



field images, lacking an inductive bias aligned with the spa-
tial continuity of disease progression.

These limitations indicate the need for an SSL framework
that can capture long-range lesion continuity while remain-
ing computationally scalable for high-resolution agricultural
imagery. State-space models (SSMs), particularly Mamba-
based architectures (Gu and Dao 2023), offer an attractive
alternative by modelling long-range dependencies through
linear-time selective recurrence. VM (Zhu et al. 2024) pro-
cesses patch sequences directionally, capturing spatial con-
tinuity without quadratic interactions and providing an in-
ductive bias that is well-aligned with disease progression
patterns. Despite these advantages, SSMs have not been ex-
plored within self-supervised plant disease detection.

These observations motivate StateSpace-SSL, which in-
tegrates VM with a prototype-based teacher—student SSL
pipeline to learn efficient, lesion-aware representations. By
avoiding attention’s quadratic bottleneck while retaining
strong global modelling capacity, StateSpace-SSL directly
addresses the structural and computational limitations of ex-
isting SSL methods.

Method

Overview

StateSpace-SSL is an SSL framework that combines
a linear-time VM encoder with a teacher-student self-
distillation strategy. Given an unlabelled input image I, we
generate multi-crop views and process them through a stu-
dent encoder fp and a teacher encoder f¢ updated via an
Exponential Moving Average (EMA). Training optimises
a distributional alignment objective in which the student
matches the teacher’s prototype predictions across multi-
scale global and local views. This enables the model to learn
disease-relevant spatial patterns while incurring substan-
tially lower computational overhead than attention-based
SSL. An overview of the proposed framework is provided
in Figure 2.

State-space Encoder

Transformers capture long-range dependencies with
quadratic token complexity, which is costly for high-
resolution plant images. VM replaces full-token attention
with a linear-time state-space recurrence, providing an
efficient yet expressive alternative.

The continuous-time state-space formulation is

dh(t)

dt
where u(t) is the input token, h(t) the latent state, and y(¢)
the output. VM implements a discretised update of the form
hi = g © Wihg—1 + Wexy), (2)

where xj, is the k-th patch token, hj the updated state, W
and W, are learnable matrices, and gy, is a learned gate. This
recurrence scales as O(N) in sequence length N.

Given an image I € R¥*Wx3 e extract patch embed-
dings

= Ah(t) + Bu(t),  y(t) = Ch(t), (1)

H
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Algorithm 1 Training pipeline of StateSpace-SSL

1: Input: Unlabelled images {I;}; initial student parame-
ters 0; teacher parameters £ < 6; momentum m

2: Output: Pretrained Vision Mamba encoder fjy

3: for each minibatch B = {I;} do

4: Generate 2 global crops v{,vJ and 6 local crops
vf, . ,vé for each I;

5: Assign teacher view vf = v{ and the student global
view v = v§

6: Student forward pass:

fMamba({U U17 L 7,Ué})
7. Teacher forward pass (single global view):
fMamba (Ut )
8: Compute loss

Lgst, = — Zpt ) log ps(4)

9: Update student parameters 6 using AdamW with re-
spect to Lssr,
10 Update teacher via EMA: £ <+ m &+ (1 —m)f
11: end for
12: return fj

for a patch size p. The VM encoder processes this sequence
through stacked Mamba blocks and outputs token features
and hidden-state trajectories

where Z = {z;} are the final token embeddings and
S = {h;} is the corresponding state sequence. This linear-
time recurrence naturally captures spatially continuous le-
sion progression while remaining memory-efficient during
SSL pretraining.

StateSpace-SSL Pipeline

For each input image I, we generate two global crops
v, v§ € R?%4x224 and six local crops v}, . .., v§ € R96*9%,
The student VM encoder fy processes one global view and
six local views (seven views in total),, whereas the teacher
encoder f¢ receives only two global views to provide stable
targets.

Both encoders are equipped with a lightweight two-layer

MLP projection head
h(Z) = W2 J(le), (5)

and produce prototype distributions via temperature-scaled
softmax:

ps = softmax(hs(fo(v))/Ts), (6)

py = softmax(hy (fe(v'))/T3), 7

where T and T} are temperatures and hg, h; denote the stu-
dent and teacher heads, respectively. Teacher parameters are
updated by EMA.

E—mé+(1—m)b, (8)



Accuracy
PV PD Citrus
SimCLR (L) RNS50 86.4 78.8 84.3
SimCLR (FT) RN50 88.7 814 86.1
MoCo v2 (L) RN50 85.2 76.0 83.1
MoCo v2 (FT) RNS50 89.2 82.1 87.0

Method Bb

BYOL(L)  RN50 885 800 854
BYOL (FT)  RN50 900 835 872
MaskCOV ~ RN50 920 866 896
DeiT VITS 922 872 890
TransFG VITS 928 880 895
MAE VITB 929 881  89.1
Hybrid ViT vlg\g(; 930 883 897
DINO VITS 931 886 894

StateSpace-SSL VM 94.61 91.24 89.83
Note: Bb= Backbone; PV= PlantVillage; PD= PlantDoc; VM= Vision Mamba; RN=
ResNet; ViT= Vision Transformer; L= Large; FT= Fine Tune.

Table 1: Accuracy comparison across three plant disease
datasets for different self-supervised learning models.

with momentum m scheduled to increase during training.

The learning objective is a prototype-based distributional
alignment loss that encourages consistency between teacher
and student predictions:

K
Lsst = — > pu(i) log ps(i), ©)
i=1

where K is the number of prototypes. This objective aligns
the student with the teacher across both global and local
views, promoting multi-scale feature consistency.

This self-supervised pipeline encourages the VM encoder
to learn spatially coherent, disease-specific representations
while preserving the efficiency benefits of linear-time state-
space modelling. The overall training loop is summarised in
Algorithm 1.

Results and Discussion

This section presents a comprehensive evaluation of
StateSpace-SSL across multiple plant disease benchmarks,
focusing on both recognition accuracy and computational
efficiency. We first describe the experimental setup and
datasets, followed by quantitative comparisons in terms of
accuracy, parameter count, training time, and memory us-
age. We further analyse the per-epoch training behaviour
and provide qualitative visualisations to assess the localisa-
tion quality of the learned representations. Together, these
results demonstrate the effectiveness and practicality of the
proposed state-space formulation for plant disease detection.

Method Backbone PM CS
MAE ViT-B 86M QT
Hybrid ViT ViT-S + RN50 45M QT
SimCLR (L) RN50 23M  LP
SimCLR (FT) RN50 23M LP
MoCo v2 (L) RN50 23M LP
MoCo v2 (FT) RN50 23M  LP
BYOL (L) RN50 23M LP
BYOL (FT) RN50 23M  LP
MaskCOV RN50 23M  LP
DeiT ViT-S 22M QT
TransFG ViT-S 22M QT
DINO ViT-S 22M QT
StateSpace-SSL VM 1I9M LT

Note: VM= Vision Mamba; RN= ResNet; ViT= Vision Transformer; CS= Compute
Scaling; QT= Quadratic in Tokens; LT= Linear in Pixels; LT= Linear in Tokens.

Table 2: Comparison of parameters and compute scaling
across self-supervised learning models.

Experimental Setup

All experiments were performed on a multi-GPU compute
node equipped with 10x NVIDIA GPUs (11 GB each). The
models were implemented in PyTorch 2.1, utilising Mamba-
SSM v2.2.3 for the state-space layers within the VM en-
coder. Distributed training was carried out using Distributed-
DataParallel with NCCL as the communication backend.
The software environment included CUDA 11.8, Python
3.10, and Ubuntu 20.04.

Datasets

We evaluate StateSpace-SSL on three publicly available
plant disease datasets covering both controlled and real-
field conditions. PlantVillage (Hughes, Salathé et al. 2015)
provides over 54,000 clean laboratory leaf images across
38 classes, serving as an in-domain benchmark. PlantDoc
(Singh et al. 2020) contains 2,598 field images spanning 28
diseases, with substantial variation in lighting, background
clutter, and leaf morphology, making it suitable for cross-
domain evaluation. The Citrus dataset (Rauf et al. 2019) in-
cludes 609 high-resolution images from five disease types,
enabling assessment of fine-grained lesion discrimination.

Main Results

StateSpace-SSL achieves consistently strong performance
across all three benchmarks while requiring substantially
fewer computational resources than competing methods. As
shown in Table 1, the model attains the highest accuracy on
PlantVillage, PlantDoc, and Citrus, despite using a markedly
smaller parameters count than the SSL baselines. The gains
are especially pronounced on PlantDoc, where complex field
conditions typically degrade the performance of attention-
driven models.



Method Backbone Time VRAM
MAE ViT-B 30h  22.6GB
Hybrid ViT ViT-S + RN50  24h  19.8GB
DINO ViT-S 20h  17.8GB
TransFG ViT-S 18h 17.0GB
DeiT ViT-S 17h  16.5GB
StateSpace-SSL VM 9h 8.7GB

Note: VM= Vision Mamba; ViT= Vision Transformer.

Table 3: Training time and memory usage for different
transformer-based self-supervised methods.

The parameter and complexity comparison in Table 2
provides further context for this behaviour. Beyond differ-
ences in parameter count, the Compute Scaling (CS) high-
lights a fundamental contrast in architectural behaviour:
most transformer-based baselines exhibit quadratic scaling
with respect to tokens (QT), causing their computational
cost to grow sharply with higher input resolutions or longer
token sequences. StateSpace-SSL, by contrast, adopts lin-
ear scaling with respect to tokens (LT), ensuring that com-
pute increases proportionally rather than explosively as in-
put size grows. Combined with its compact 19M-parameter
VM backbone, this linear scaling makes the model substan-
tially lighter and more tractable than transformer counter-
parts that typically exceed 45SM—-80M parameters. The re-
sulting reduction in both model size and compute growth
not only simplifies optimisation during self-supervised pre-
training but also enables more efficient processing of diverse
augmented views. This distinction in architectural complex-
ity directly influences the favourable training characteristics
observed in practice.

This trend is supported by the training-time and memory
statistics in Table 3 and the per-epoch comparison in Figure
3. StateSpace-SSL converges in only 9 hours of pretraining
while using just 8.7 GB of VRAM, whereas transformer-
based approaches typically require 17-30 hours and substan-
tially higher memory. The per-epoch comparison in Figure
3 highlights this contrast: StateSpace-SSL completes each
epoch in approximately 1.8 minutes, compared with 3.4-4.8
minutes for DeiT (Touvron et al. 2021), DINO (Caron et al.
2021), and Hybrid ViT (Dosovitskiy et al. 2020), and around
6 minutes for MAE (He et al. 2022b). The consistently lower
iteration cost reflects the efficiency of the state-space up-
date mechanism, which avoids the quadratic bottlenecks that
arise in larger transformer architectures. The qualitative vi-
sualisation in Figure 4 further supports these quantitative
findings. Using Grad-CAM on two representative sample
images, we compare the spatial attention patterns produced
by DINO (Caron et al. 2021), the strongest transformer base-
line in our experiments, and the proposed StateSpace-SSL.
While DINO (Caron et al. 2021) frequently generates dif-
fuse or background-oriented activations, particularly around
leaf boundaries or non-informative regions, StateSpace-SSL
produces more compact and lesion-centred responses. This
behaviour suggests that the state-space encoder aggregates

Per Epoch Time (min.)

MAE DeiT DINO Hybrid ViT TransFG StateSpace-SSI

Figure 3: Per-epoch training time for different transformer-
based self-supervised models.

‘1.1

(a) Input (b) DINO (c) SSM
¥ { L3
(d) Input (¢) DINO (f) SSM

Figure 4: Grad-CAM visualisations for two leaf samples.
Input images (a, d) show the diseased regions. DINO (b,
e) exhibits diffuse or background-biased attention, whereas
StateSpace-SSL (c, f) provides better localisation.

contextual cues more coherently, enabling it to focus on rel-
evant disease structures. The improved localisation aligns
with the accuracy gains reported earlier and illustrates how
the linear state-space formulation yields representations that
are both discriminative and robust to background noise typ-
ical of field-captured plant disease imagery.

Taken together, these results show that StateSpace-SSL
offers a favourable balance of accuracy, robustness, and
computational efficiency. By replacing attention-heavy ar-
chitectures with a lightweight state-space formulation, the
method provides a more effective inductive bias for plant
disease imagery, especially under field conditions where
background variability can be substantial. The combina-
tion of strong generalisation and efficient training dynamics
makes StateSpace-SSL well-suited for large-scale pretrain-
ing pipelines as well as practical deployment scenarios that
require models to be both reliable and resource-efficient.

Discussion and Limitation

The results indicate that linear state-space modelling is well-
suited for plant disease detection, where lesion patterns
must be captured reliably under varying field conditions.



StateSpace-SSL provides stable representations across both
controlled and real-world datasets, suggesting that the im-
plicit long-range mixing of state-space layers aligns well
with the spatial structure of plant pathology symptoms. The
strong performance on PlantDoc further demonstrates that
the model handles background variability and illumination
changes more effectively than transformer-based baselines,
which often over-attend to non-diagnostic regions. Impor-
tantly, these benefits are achieved with a substantially lighter
architecture, confirming that strong disease discrimination
does not require the high computational complexity typi-
cal of transformer models. Although the method is effective
overall, it may still face challenges when disease symptoms
are extremely subtle or occupy only small regions of the leaf,
where additional spatial precision may be required. A nat-
ural extension is to incorporate cross-scale mechanisms or
auxiliary spectral cues to improve sensitivity to these fine-
grained patterns.

Conclusion

This paper introduced StateSpace-SSL, a linear-time self-
supervised learning framework tailored to plant disease
detection. By leveraging a Vision Mamba encoder and
a prototype-based teacher—student alignment strategy, the
method learns robust disease-relevant representations while
avoiding the quadratic costs of transformer attention. Ex-
periments on PlantVillage, PlantDoc, and Citrus show that
StateSpace-SSL achieves superior accuracy, stronger gen-
eralisation in real-field conditions, and substantially lower
memory requirements and training time than SSL baselines.
The qualitative results further confirm that state-space dy-
namics yield more lesion-focused responses, enabling reli-
able detection even in complex field backgrounds.
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