Under review as a conference paper at ICLR 2023

ON TRACE OF PGD-LIKE ADVERSARIAL ATTACKS

Anonymous authors
Paper under double-blind review

ABSTRACT

Adversarial attacks pose safety and security concerns to deep learning applications,
but their characteristics are under-explored. Yet largely imperceptible, a strong
trace could have been left by PGD-like attacks in an adversarial example. Recall
that PGD-like attacks trigger the “local linearity” of a network, which implies
different extents of linearity for benign or adversarial examples. Inspired by this,
we construct an Adversarial Response Characteristics (ARC) feature to reflect the
model’s gradient consistency around the input to indicate the extent of linearity.
Under certain conditions, it qualitatively shows a gradually varying pattern from
benign example to adversarial example, as the latter leads to Sequel Attack Effect
(SAE). To quantitatively evaluate the effectiveness of ARC, we conduct experiments
on CIFAR-10 and ImageNet for attack detection and attack type recognition in a
challenging setting. The results suggest that SAE is an effective and unique trace of
PGD-like attacks reflected through the ARC feature. The ARC feature is intuitive,
light-weighted, non-intrusive, and data-undemanding.

1 INTRODUCTION

Recent studies reveal the vulnerabilities of deep neural networks by adversarial attacks (Kurakin
et al., [2016; Madry et al.}2018)), where undesired outputs (e.g., misclassification) are triggered by an
imperceptible perturbation superimposed on the model input. The attacks pose safety and security
concerns for respective applications. The PGD-like attacks, including BIM (Kurakin et al., [2016]),
PGD (Madry et al., 2018), MIM (Dong et al., 2018)), and APGD (Croce & Heinl 2020a)), are strong
and widely used in the literature, but their characteristics are under-explored.

Yet, we speculate that a strong attack leaves a strong trace in its result, as in the feature maps (Xie
et al.l 2019a)). In this paper, we consider an extremely limited setting — to identify the trace of
PGD-like attacks, given an already trained deep neural network and merely a tiny set (e.g., 50) of
training data, without any change in architecture or weights, nor any auxiliary deep networks. A
method effective in such a setting would be less dependent on external models or data, and tends to
reveal deeper characteristics of adversarial examples. Expectedly, it is feasible in more scenarios,
even when full access to data is impossible, such as Federated Learning (McMahan et al.,[2017) and
third-party forensics. Meanwhile, it helps us to understand adversarial examples better.

Recall that FGSM (Goodfellow et al.l |2015), the foundation of PGD-like attacks, attributes the
network vulnerability to “local linearity” being easily triggered by adversarial perturbations. Thus,
we conjecture that a network behaves in a greater extent of linearity to adversarial examples than
benign (i.e., unperturbed) ones. With the first-order Taylor expansion of a network, “local linearity”
implies high gradient proximity in the respective local area. Thus, we can select a series of data points
with stable patterns near the input as exploitation vectors using the BIM (Kurakin et al.,2016) attack,
and then compute the model’s Jacobian matrices with respect to them. Next, the Adversarial Response
Characteristics (ARC) matrix is constructed from these Jacobian matrices reflecting the gradient
direction consistency across all exploitation vectors. Unlike benign examples, results of PGD-like
attacks trigger Sequel Attack Effect (SAE), leaving higher values in the ARC matrix, reflecting higher
gradient consistency around the input. Visualization results suggest SAE is a gradually varying
pattern with perturbation magnitude increasing, indicating its effectiveness.

The ARC matrix can be simplified into a 2-D ARC vector by fitting a Laplacian function due to
their resemblance. This simplifies the interpretation of subsequent procedures. The ARC vector can
be used for informed attack detection (the perturbation magnitude € is known) with an SVM-based
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Figure 1: Diagram for computing the ARC matrix and the ARC vector. They reflect the model’s
gradient consistency within a local linear area around the input to indicate the extent of linearity.
Shallow network like ResNet-18 shows higher linearity to benign examples, while deeper networks
like ResNet-152 and SwinT-B-IN1K show lower linearity.

binary classifier, or uninformed attack detection (the perturbation magnitude ¢ is unknown) with an
SVM-based ordinal regression model. The ARC vector can also be used for attack type recognition
in similar settings with the same set of SVMs. The SAE reflected through ARC is the unique trace of
PGD-like attacks. Due to the uniqueness of SAE to PGD-like attacks, we can also infer attack details,
including the loss function and the ground-truth label once the attack is detected.

We evaluate our method on CIFAR-10 (Krizhevsky et al.l[2009) with ResNet-18 (He et al.,[2015),
and ImageNet (Deng et al., 2009) with ResNet-152 (He et al., 2015) / SwinT-B-IN1K (Liu et al.,
2021)). Qualitative visualizations and quantitative experimental results for attack detection and attack
type recognition manifest the effectiveness of our method in identifying SAE. SAE is the unique
trace of PGD-like attacks, which also possess considerable generalization capability among PGD-like
attacks even if training data only involves a few benign and adversarial examples.

Contributions. We present the ARC features to identify the unique trace, i.e., SAE of PGD-like
attacks from adversarially perturbed inputs. It can be used for various applications, such as attack
detection and attack type recognition, where inferring attack details is possible. Through the lens
of the ARC feature (reflecting the network’s gradient behavior), we also obtain insights on why
networks are vulnerable and why adversarial training works well as a defense. Although our method
is specific to PGD-like attacks due to strong assumptions, it is (1) intuitive (human-interpretable due
to simplicity and not creating a deep model); (2) light-weighted (requires no auxiliary deep model);
(3) non-intrusive (requires no change to the network architecture or weights); (4) data-undemanding
(can generalize with only a few samples).

2 ADVERSARIAL RESPONSE CHARACTERISTICS

A network f(-) maps the input € RM into a pre-softmax output y € R, where the maximum
element after softmax corresponds to the class prediction é(a), which should match with the ground
truth ¢(). Then, a typical adversarial attack (Kurakin et al., 2016; Madry et al., 2018 aims to find an
imperceptible adversarial perturbation » € R* that induces misclassification, i.e., arg max,, f,(x +
r) # c(x) where ||7||, <&,z + 7 € [0,1]™, and f,(-) is the n-th element of vector function f(-).

According to (Goodfellow et al.l 2015), a neural network is vulnerable as the “locally linear” property
is triggered by attack. Thus, we assume that the network f(-) behaves relatively non-linear against
benign examples, while relatively linear against adversarial examples. Then, f(-) can be approximated
by the first-order Taylor expansion around an either benign or adversarial sample :

EEw4r, fo(Z+0)~ fu(2)+ 6 V(E), Vne{l,2,... N}, (1)

where § is a small vector exploiting the local area around the point &, and the gradient vector
V fn(+) is the n-th row of the Jacobian V f(-) of size N x M. We name the twice-perturbed & +
as “exploitation vector”. This equation means in order to reflect linear behavior, the first-order
gradient V f,,(+) is expected to remain in high consistency (or similarity) in the local area regardless
of 4. In contrast, when the input & is not adversarial (» = 0), neither Taylor approximation nor the
gradient consistency is expected to hold. Next, the gradient consistency will be quantized to verify
our conjecture, and reveal the difference between benign and adversarial inputs.
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Figure 2: The ARC features (i.e. ARC matrix/vector) of adversarial examples created by the BIM
attack. 15t row: ResNet-18 on CIFAR-10; 2" row: ResNet-152 on ImageNet; 3" row: SwinT-B-IN1K
on ImageNet. Blue and red dots in the scatter plots correspond to the benign and adversarial examples,
respectively. The cluster centers of the ARC vector correlate with the perturbation magnitude ¢.

Adversarial Response Characteristics (ARC). Using random noise as § does not lead to a stable
pattern of change in a series of exploitation vectors {& + 9, };=0 1,..., 7. Instead, we use Basic Iterative
Method (BIM) (Kurakin et al., 2016) to make f(-) more linear starting from &, which means to
“continue” the attack if @ is already adversarial, or “restart” otherwise. However, the ground-truth
label for an arbitrary & is unknown. Since PGD-like attacks tend to make the ground-truth least-likely
based on our observation, we treat the least-likely prediction ¢(x) as the label. Then, the BIM
iteratively maximizes the cross entropy loss Lcg (& + 8, ¢(x)) via projected gradient ascent as

5H1emmﬁx&+wmgmvu3@+ﬁ“d@n) t=0,1,2,...,T, 2)

where Clip,(-) clips the perturbation to the L, bound centered at &, and §p = 0. If the input & is
benign, then the network behavior is expected to change from “very non-linear* to “somewhat-linear”
during the process; if the input @ is already adversarially perturbed, then the process will “continue’
the attack, making the model even more “linear” — we call this Sequel Attack Effect (SAE).

bl

To quantize the extent of “linearity”’, we measure the model’s gradient consistency across exploitation
vectors with cosine similarity. For each f,,(-), we construct a matrix S,, of shape (T+1,T+1):

s = cos [V (@ +8,),Vin(@+96;)], Vi,j=0,1,...,T. (3)

As the model f(-) becomes more “linear” to the input (higher gradient consistency), the off-diagonal
values in S, are expected to gradually increase from the top-left to the bottom-right corner. Note that
the attack may not necessarily make all f,, (-) behave linear, so we select the most representative cosine
matrix with the highest mean as the ARC matrix: S. £ S . where n* = arg maxj, Zi j 353 7 ).
Due to the resemblance of the ARC matrix to the Laplacian function with the matrix diagonal
being the center, we simplify it into a two-dimensional ARC vector (A, o) by fitting L(i, j; A,0) =
Aexp(—|i — j|/o) with Levenberg-Marquardt algorithm (Virtanen et al., 2020), where %, j are matrix
row and column indexes, while A and o are function parameters. For brevity, we abbreviate the ARC
matrix as “ARCm”, and the ARC vector as “ARCv”. The overall process is summarized in Fig. [T}

Visualizing Sequel Attack Effect (SAE). We compute ARCm based on some benign examples using
T'=48, as shown in Fig.[T} The trend of being gradually “linear” (higher cosine similarity) along the
diagonal is found across architectures. Thus, SAE is similar to “continuing” an attack from halfway
on the diagonal in such a large ARCm. As illustrated in Fig. 2] already adversarially perturbed input
(using BIM) leads to larger cosine similarity at the very first exploitation vectors as perturbation
magnitude ¢ increases from 0 to 16/255. Meanwhile, the cluster separation for ARCv is more and
more clear. Thus, a clear and gradually changing pattern can be seen in ARCm and ARCv. This
pattern is even valid and clear for the state-of-the-art ImageNet models. In brief, SAE is reflected by
higher gradient consistency in ARCm, or greater ¢ and smaller A in ARCv. Similar results for other
PGD-like attacks in Fig. [f]indicate the possibility of generalization among them with only training
samples from the BIM attack. We adopt SVM afterward to retain interpretability and simplicity.
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Figure 3: ARCm with adversarial examples created by PGD (left), MIM (middle), and APGD (right)
attacks. The three rows correspond to ResNet-18, ResNet-152, and SwinT-B-IN1K, respectively. It is
clear that PGD-like attacks qualitatively manifest similar SAE through ARCm.
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Uniqueness of SAE to PGD-Like Attack. Whether SAE can be consistently triggered depends on
the following conditions simultaneously being true: (I) whether the input is adversarially perturbed
by an iterative projected gradient update method for many steps; (II) whether the attack leverages the
first-order gradient of the model; (IIT) whether the L, boundary types are the same for the two stages,
i.e., attack and exploitation vectors; (IV) whether the loss functions for the two stages are the same;
(V) whether the labels used (if any) for the two stages are relevant. Namely, only when the attack and
exploitation vectors “match”, can SAE be uniquely triggered as the exploitation vectors “continue”
an attack, or they will “restart” an attack. Thus, in Fig. [T} Fig.[2]and Fig.[3] all the conditions are
true as they involve PGD-like attacks. Due to the strong assumptions, the SAE being insensitive to
non-PGD-like attacks (e.g.,[Carlini & Wagner| (2017b)) is a limitation. However, the unique SAE
meanwhile shows a possibility of inferring the attack details leveraging the above conditions. SAE is
the trace of PGD-like attacks. Ablations for these five conditions are presented in Sec. [3}

Adaptive Attack. Adaptive attacks can be designed against defenses (Tramer et al.} 2020), detec-
tion (Carlini & Wagner, [2017a)). To avoid SAE in ARCm, an adaptive attack must reach a point
where the corresponding ARCm has a mean value as small as that for benign examples. Intuitively,
an adaptive attack has to simultaneously solve min,. ||Si (2 + 7)||r (Frobenius norm) alongside its
original attack goal. It however requires the gradient of Jacobians, namely at least 7" 4 1 Hessian
matrices, i.e., V2 f,(-) of size M x M to perform gradient descent. This is computationally pro-
hibitive as in the typical ImageNet setting (i.e., M =3x224x224), a Hessian in £1oat 32 precision
needs 84.4GiB memory. At this point, the cost of adaptive attack that hides SAE is much higher
than computing ARC. Instead, a viable way to avoid SAE is to use non-PGD-like attacks that break
the SAE uniqueness conditions. This paper focuses on characterizing the unique trace of existing
PGD-like attacks, instead of a general detection or defense method.

3 APPLICATIONS OF ARC FEATURE

In order to quantitatively support the effectiveness of ARC/SAE, we adopt it for two potential tasks,
namely attack detection and attack type recognition. Attack detection aims to identify the attempt to
adversarially perturb an image even if it fails to change the prediction (but leaves a trace)ﬂ Attack
type recognition aims to identify whether an adversarial example is created by PGD-like attacks. Our
method relies on the uniqueness of SAE to PGD-like attacks for the two tasks.

Informed Attack Detection determines whether an arbitrary input @ is adversarially perturbed, while
the perturbation magnitude ¢ is known. It can be viewed as a binary classification problem, where
the input is ARCv of &, and the output 1 indicates “adversarially perturbed”, while 0 indicates “un-
perturbed” Thus, for a given ¢ = 2% /255 where k € {1,2,3,4}, a corresponding SVM (P
let al., 2011)) classifier hy (&) € {0,1} can be trained using some benign (¢=0) samples and their
adversanal counterparts (5 2% /255). Even if the training data only involves the BIM attack, we
expect generalization for other PGD-like attacks from visualization results despite domain shift.

Uninformed Attack Detection determines whether an arbitrary input @ is adversarially perturbed,
while the perturbation magnitude ¢ is unknown. It can be viewed as an ordinal regression
2016) problem, where the input is ARCv, and the output is the estimation of %k, namely

'In practice, it is undesirable to wait and react until the attack has succeeded.
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Figure 4: Ablation of SAE uniqueness by adjusting exploitation vectors for ARC. Each subfigure
of ARCm pair has two annotations: (1) attack and its settings, where empty brackets mean default
setting unless overridden: [L, is Loo; Loss is Leg; v/(is) iterative; v/(can access) gradient V f(-)];
(2) exploitation vector settings, e.g. “ARC[]” with the default setting [L,, is Lo.; Loss is Lcg; Label
is ¢(+)]. The “c?” means random guess. This figure is supplementary to Tab.

k € {0,1,2,3,4}. The corresponding estimate of ¢ is £ = 1{k > 0}2¥/255, where 1{-} is the
indicator function. Specifically, this is implemented as a series of binary classifiers (SVM), where the
k-th (k5£0) classifier predicts whether the level of perturbation is greater or equal to k, i.e., whether
k > k. Note, based on our visualization, the ARCYv cluster of adversarial examples is moving away
from that of benign examples as ¢ (or k) increases. This means the ARCv of an adversarial example

with k > k will also cross the decision boundary of the k-th SVM hy(+). Namely the SVM hy,(+)
can also tell whether k£ > k, and thus can be reused. Finally, the ordinal regression model can be
expressed as the sum of prediction over the SVMs: k = 3, 1) 5 5 4y h(Z). A perturbation is

detected as long as k> 0. Estimating & (or €) for & is similar to matching its ARCm position inside
a much larger ARCm calculated starting from a benign example. But, the estimate does not have to
be precise, because the detection is already successful once any of the SVMs correctly raises an alert.

Although a detector in practice knows completely nothing about a potential attack including the attack
type, evaluation of uninformed attack detection with known attack type is enough. Regarding the
performance for uninformed attack detection given a specific attack type as a conditional performance,
the expected performance in the wild can be calculated as the sum of conditional performance
weighted by the prior probabilities that the corresponding attack happens.

Inferring Attack Details. Due to the SAE uniqueness in Sec. [2] once the attack is detected, we can
also predict that the attack: (I) performs projected gradient update iteratively; (IT) uses the first-order
gradient of f(-); (IIT) uses the same type of L, bound as exploitation vectors (L, by default); (IV)
uses the same loss as exploitation vectors (Lcg(- - - ) by default); (V) uses a ground-truth label which
is relevant to the least-likely class ¢(&) used for exploitation vectors (in many cases ¢(&) is exactly
the ground-truth). In other words, model prediction can be corrected into the least-likely class ¢(&)
upon detection. Namely, the disadvantage of ARC being insensitive to non-PGD-like attacks is
meanwhile advantage of being able to infer attack details of PGD-like attacks.

Attack Type Recognition determines whether an adversarial input is created by PGD-like attacks in
the uninformed setting for forensics purposes. The corresponding binary classifier can be built upon
the previously discussed detectors, because SAE only responds to PGD-like attacks.

4 EXPERIMENTS

In this section, we quantitatively verify the effectiveness of the ARC features in two applications,
and the effectiveness of the post-processing step under an extremely limited setting. Unlike related
works, the MNIST evaluation is omitted, as the corresponding conclusions may not hold
2017a) on CIFAR-10, let alone ImageNet. We evaluate ResNet-18 (He et al.,[2015) on
CIFAR-10 (Krizhevsky et all,[2009); ResNet-152 and SwinT-B-IN1K (Liu et al.|
[2021)) on ImageNet (Deng et al., 2009) with their official pre-trained weights (advantage of being
non-intrusive). Our code is implemented based on PyTorch (Paszke et all,[2019).
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Table 1: Informed and Uninformed (the “c=7"" column) Attack Detection. All numbers are percent-
ages with the “%” sign omitted, except for MAE. Numbers greater than 50% are in bold font.

€=2/255 |  e=4/255 |  =8/255 |  =16/255 | e=?
R FPR Acc Acc*| DR FPR Acc Acc*| DR FPR Acc Acc*| DR FPR Acc Acc*|MAE DR FPR Acc Acc*®

BIM [0.0 0.0 335 335]00 00 64 64 (323 1.5 04 178|792 1.1 0.0 624] 1.55 309 1.5 10.1 30.7

Dataset Attack ‘
Model D

CIFAR-10 PGD | 0.0 0.0 337 33700 00 64 64 (330 15 04 186812 1.1 0.0 648|154 315 1.5 10.1 315
ResNet-18 MIM | 0.0 0.0 304 304|00 00 65 65 (375 1.5 04 223|845 1.1 0.0 674|150 33.6 1.5 93 324
) APGD | 0.0 0.0 293 29300 0.0 51 5.1 (369 1.5 02 207|788 1.1 0.0 558|153 31.5 1.5 87 280
AA |00 00 274 27400 00 21 21 (373 15 00 206|784 1.1 00 556|153 316 15 74 268

& 0.0 0.0 309 309|00 00 53 53 |354 15 03 200|804 1.1 0.0 61.2| 1.53 31.8 1.5 9.1 299

BIM [00 00 0.0 00 |47 14 00 00 (205 1.4 00 00 |[91.6 1.4 00 04 | 136 306 1.6 0.0 0.1

ImageNet PGD (0.0 00 00 00 [47 14 00 00 [188 14 00 00 [859 14 00 00 | 144 289 16 0.0 00
ResNet-152 MIM |00 00 00 00 |23 14 00 00 |47 14 00 00 |82 14 00 00| 152 238 16 00 02
APGD (0.0 00 00 00 |20 14 00 00 |11.3 14 00 00 [61.7 14 00 04 |15 197 1.6 00 0.1

AA |00 00 00 00|25 14 00 00 (107 14 00 00 |615 14 00 00 | 1.59 199 16 00 0.0

¥ 00 00 00 00 |32 14 00 0.0 |132 14 0.0 00 |763 14 0.0 02 | 150 246 1:6 0.0 0.1

BIM |41 1.6 6.1 62 |137 20 00 84 |77.3 20 00 74.0(979 02 00 979|096 49.1 20 15 473
PGD |39 1.6 23 3.1 |164 20 0.0 109|727 20 0.0 688|984 02 00 984|101 486 20 06 459

MM |16 1.6 00 1.6 [102 20 0.0 102|633 20 0.0 633|938 02 0.0 938 | 1.09 438 2.0 0.0 438

APGD |14 16 00 1.0 |53 20 00 45 |326 20 00 252(65.0 02 00 51.0| 1.37 294 20 00 232
1.6

1.6

ImageNet
SwinT-B-IN1K

AA | 1.8 00 10|57 20 00 43 |31.6 20 0.0 250(684 02 0.0 541 | 1.37 295 2.0 0.0 232
B 2.6 1.7 26 |102 20 00 7.7 |555 20 0.0 51.2|84.7 02 00 79.0|1.16 40.1 2.0 04 367

ARC Feature Parameter. For the BIM attack for exploitation vectors, we set step number 7' = 6,
and step size o = 2/255 under the L., bound with ¢ = 8/255. Note, the mean value of ARCm will
tend to 1 with a larger 7', making ARCY less separatable. We choose T" = 6 to clearly visualize the
value changes within ARCm, but this does not necessarily lead to the best performance.

Training. We train SVMs Ay (-) with RBF kernel. We randomly select 50 training samples from
CIFAR-10, and perturb them using only BIM with magnitude € = 2/255, 4/255, 8/255, 16/255, respec-
tively. Then each of the four h(+) is trained with ARCv of the benign (¢ = 0) samples and perturbed
(¢ = 2%/255) samples. Likewise, for ImageNet we randomly select 50 training samples and train
SVM in a similar setting separately for ResNet-152 and SwinT-B-IN1K. The weight for benign
examples can be adjusted for training to control the False Positive Rate (FPR).

Testing. For CIFAR-10, all 10000 testing data and their perturbed versions with different € are used
to test our SVM. For ImageNet, we randomly choose 512 testing samples due to costly Jacobian
computation. A wide range of adversarial attacks are involved, including (1) PGD-like attacks:
BIM (Kurakin et al. [2016), PGD (Madry et al., [2018), MIM (Dong et al.| [2018), APGD (Croce
& Heinl [2020al), AutoAttack (AA) (Croce & Heinl |2020a)); (2) Non-PGD-like attacks: (2.1) other
white-box attacks: FGSM (Goodfellow et al., [2015), C&W (Carlini & Wagner, [2017b) (we use
e € {0.5,1.0,2.0,3.0} in L case), FAB (Croce & Heinl 2020b), FMN (Pintor et al., 2021); (2.2)
transferability attacks: DI-FGSM (Xie et al.,2019b), TI-FGSM (Dong et al.,|2019) (using ResNet-50
as proxy); (2.3) score-based black-box methods: NES (Ilyas et al., 2018)), SPSA (Uesato et al., [2018)),
Square (Andriushchenko et al.| 2020). AutoAttack is regarded as PGD-like because APGD is its
most significant component for success rate. Details can be found in the supplementary code.

Metrics. The SVMs are evaluated with Detection Rate (DR, a.k.a., True Positive Rate) and False
Positive Rate (FPR). For inferring the ground-truth label, we report the original accuracy for perturbed
examples (denoted as “Acc”) and that after correction (denoted as “Acc*”’). Mean Average Error
(MAE) is also reported for ordinal regression. Accuracy is reported for attack type recognition.

4.1 APPLICATION OF ARC: ATTACK DETECTION

For each network, the corresponding SVMs

are trained and evaluated as shown in Tab. [1] Roc Curv or =1 on et 19
Columns with a concrete € value are informed /
attack detection, while the “c=7“ column is un-
informed attack detection. As can be expected
from visualization results, the ARCv clusters =
are gradually becoming separatable with ¢ in- -
creasing, hence the increase of DR. Notably, the
large perturbations (i.e., ¢ = 16/255) are hard ~ Figure 5: ROC of SVMs in Tab. [1| & Tab.

to defend (Qin et al.l 2019)), but can be consistently detected across architectures. The ARC feature is

%0 00 % 4 6 80 100 w0 6
FPR (%) PR FOR (%)
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Table 2: Ablation of SAE uniqueness by varying attacks. The row (t1) is regarded as a baseline, and

the notation “..” means “same as the baseline” in order to ease comparison. SAE will only show
consistent effectiveness across architectures when the conditions in Sec. [g]are satisfied.

Attack | ARC | ResNet-18 w/ e =7 | ResNet-152 w/ e =7 | SwinT-B-INIK w/ e =7
Name ‘ L, Loss Tter. V(1) ‘ L, Loss Label ‘MAE DR FPR Acc Acc* ‘ MAE DR FPR Acc Acc* ‘ MAE DR FPR Acc Acc*

tl BIM ) CE Yes Yes |oo CE ¢é(x) | 1.55 309 1.5 10.1 30.7 ] 1.36 306 1.6 00 0.1 |096 49.1 2.0 15 473
2 BIM |2 . . . . . 1.27 499 15 26 390|198 35 1.6 02 02202 10 20 14 18
t3 BIM & DLR & & DD o 198 21 1.5 105 106|163 189 16 0.0 06 | 144 275 2.0 18 6.6
t4  FGSM | .. . No . .. . 1.96 34 15 303 295|163 186 1.6 84 6.8 | 144 271 20 449 324
t5  C&W 2 C&W ® ® > o © 199 12 15 00 00 |202 23 16 00 00 203 1.6 20 00 0.0
t6 FAB | .. FAB . . .. . 199 10 15 106 105|200 25 1.6 92 92 (203 08 20 94 94
t7 FMN & FMN & & e B 1.99 14 15 88 86 (202 21 16 00 0.0 203 08 20 00 00
t8 DI-FGSM| .. DI-FGSM .. No | . . . 1.98 22 1.5 429 420|198 35 1.6 279 275|1.87 82 20 672 62.1
t9 TI-FGSM .. TI-FGSM .. No | . . o 198 19 1.5 594 583|200 29 16 40.0 39.1 |202 1.6 20 723 709
t10  NES | . . . No | .. . . 1.94 47 15 386 394|198 3.1 16 283 273|202 1.6 20 50.6 49.4
tll  SPSA @ = @ No | . . © 197 3.0 1.5 392 39.1|200 31 16 299 289|200 27 20 527 506
t12  Square | .  Square . No | . . . 1.99 16 15 857 843|202 21 1.6 686 674 | 1.84 102 20 779 70.1
t13 Gaussian .. N/A No No |. .. B 1.99 17 15 870 856|200 27 16 752 732|200 3.1 20 824 79.7
t14  Uniform | .. N/A No No |. . . 1.99 18 1.5 86.6 850|197 41 1.6 73.6 709 | 1.84 102 2.0 81.8 73.2

especially effective for Swin-Transformer, because this model transitions faster from being non-linear
to being linear than other architectures. Such characteristics are beneficial for SAE.

Upon detection of an attack, our method can correct the prediction into the least-likely class as a post-
processing step. Its success rate depends on whether the attack is efficient to make the ground-truth
class least-likely, and whether the network is easy for the attack to make a class least-likely. From
Tab. |1} both ResNet-18 and SwinTransformer have such a property and lead to high classification
accuracy after correction. For ResNet-152, the least-likely label is merely relevant (not identical)
to the ground truth due to network property during attack, hence leading to effective detection but
not correction (this will be explained in the next subsection). In contrast, the correction method
performs best on Swin-Transformer, as it can restore classification accuracy from 0.4% to 36.7%
even if both the concrete type of PGD-like attack and ¢ are unknown (“Attack=?" row and “c=7"
column in Tab.[T)), assuming flat prior. By adjusting the weights assigned to benign examples, the
decision boundary of SVMs can be moved and hence influence the FPR, as shown in Fig.[5]

4.2 SEQUEL ATTACK EFFECT AS UNIQUE TRACE OF PGD-LIKE ATTACKS

The SAE is unique to PGD-like attacks, as it requires five conditions listed in Sec. E] to hold for
consistent effectiveness. To clarify this, we change the attack settings (quantitatively in Tab. 2, or the
exploitation vector for ARCm (qualitatively on CIFAR10 in Fig.[4), and then review these conditions:

(D. Iterative attack (Iter.). The single-step version of PGD, i.e., FGSM (t4, f4) does not effectively
exploit the search space within the L,, bound, and hence will not easily trigger linearity and
SAE. Only Swin Transformer slightly reacts against FGSM due to its own characteristics of
being easy to be turned linear. Thus, SAE requires the attack to be iterative;

(I). Gradient access (V f(-)). Transferability-based attacks (8, t9) use proxy model gradients to
create adversarial examples, and hence could not trigger SAE. NES (t10, f14) and SPSA (t11,
f15) can be seen as PGD using gradients estimated from only network logits, but can still not
trigger SAE as it cannot efficiently trigger linearity. Neither does Square attack (t12). Thus,
SAE requires that the attacks use the target model gradient;

(III). Same L, bound. When the attack is BIM in L, bound (12, {6), SAE will no longer be triggered
for ImageNet models, because the change of L,, influences the perturbation search process.
However, SAE is still triggered for CIFAR-10 possibly due to relatively low-dimensional
search space. This means CIFAR-10 property does not necessarily generalize to ImageNet.
When ARC has been changed accordingly (7, £8), the feature clusters are still separatable.
Thus, SAE requires the same type of L, bound for consistent effectiveness;

(IV). Same loss. When the loss for BIM is switched from Lcg to DLR (Croce & Hein, [2020al) (t3,
f11), the SAE is significantly reduced. However, if exploitation vectors are also created using
DLR (f12, £13), SAE will be triggered again. Thus, SAE requires a consistent loss;

(V). Relevant label. When the most-likely label ¢(&) is used for exploitation vectors, it leads to
the least significant SAE (f9). Besides, even a random label (c¢?) leads to moderate SAE
(f10), while the least-likely label ¢(&) (which is ground-truth label in many cases) leads to
distinct SAE (f1). The most significant SAE correspond to ¢(&) = ¢(x). This means that to
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Table 3: Comparison with existing methods that are compatible with our problem setting.

Method Metric| BIM | PGD | MIM | APGD | AA

(2725547255 87255 167255 7 |2/255[AT255 81255 16/255] 7 27255 4725581255 167255] 7 [2/255]47255 [S/255[ 167255 7 [2/255] 47255 8I255 167255 7

CIFAR10 ResNet-18
NS (Risrcioacheeraioso]. PR 00 00 00 01 05100 00 00 01 05(00 00 00 01 47 00 00 03 02 0800 00 03 02 08
LEZ FPR 00 00 18 15 25[00 00 18 15 25/00 00 18 15 25/00 00 18 15 25/00 00 18 15 25
ARC DR 00 00 323 792 309/ 00 00 330 8§12 315 00 00 375 845 336 00 00 369 788 315/ 00 00 37.3 784 316
[ FPR |00 00 15 11 15/00 00 15 11 15/00 00 15 11 15[00 00 15 11 15/00 00 15 11 15

TmageNet ResNet-152
NSS (Rierhoncheerarposo]. DR 29 191 396 472 4L6| 29 199 396 465 41.1| 42 312 414 01 329 11 126 283 357 201 1.0 119 298 333 287
> A0 FPR | 04 14 12 14 20|04 14 12 14 20[04 14 12 14 2006 14 12 14 20[04 14 12 14 20
ARC DR 00 47 205 916 30.6/ 00 47 188 8§59 289/ 00 23 47 812 238 00 20 113 6L7 197/ 00 25 107 6L5 199
[FPR |00 14 14 14 16/00 14 14 14 16/00 14 14 14 16[00 14 14 14 16/00 14 14 14 16

ImageNet SwinT-B-IN1K
DR 45 162 424 475 442| 49 158 418 47.1 441|123 287 293 45 289 16 11.0 313 355 31.1| 14 104 31.8 351 30.8
FPR | 06 1.0 12 16 23|06 1.0 12 1.6 23(06 10 12 15 23[06 10 12 16 23|06 10 12 1.6 23

DR 41 137 773 979 49.1| 39 164 727 984 486| 1.6 102 633 938 438 14 53 326 650 294| 18 57 31.6 684 295
| FPR | 1.6 20 20 02 20|16 20 20 02 20|16 20 20

NSS (Kherchouche et al. 12020 ‘

ARC 02 20|16 20 20 02 20|16 20 20 02 20

maximize cross-entropy, the local linearity of a large portion of output functions f,,(-) has
been triggered. Thus, SAE requires a relevant label (if any) for exploitation vectors.

When the exploitation vectors are created using random noise (f2, £3), SAE is not triggered. Neither
does random noise as an attack trigger SAE (t13, t14, f5). Other non-PGD-like attacks (t5, t6, t7) do
not trigger SAE either. A special case is targeted PGD-like attack, where the creation of exploitation
vectors needs to use negative cross-entropy loss on the most-likely label to reach a similar level of
effectiveness (this paper focuses on the default untargeted attack to avoid complication).

The non-PGD attacks, or PGD variants do not meet all conditions cannot consistently trigger SAE
across architectures because they provide a less “matching” starting point for exploitation vectors,
and hence make the BIM for exploitation vectors “restart” an attack, where the network behaves
non-linear again. Only when all the conditions are satisfied will SAE be consistently triggered across
different architectures, especially for ImageNet models. As for label correction, PGD-like attacks can
effectively leak the ground-truth labels in the adversarial example, as long as the network allows the
attack to easily reduce the corresponding logit value to the lowest.

4.3 COMPARISON WITH PREVIOUS ATTACK DETECTION METHODS

As discussed in Sec. [f] due to our extremely limited problem setting — (1) no auxiliary deep model; (2)
non-intrusive; (3) data-undemanding, the most relevant methods that do not lack ImageNet evaluation
are [Kherchouche et al.| (2020); Roth et al.| (2019); [Li & Lif (2017); |Lu et al.| (2017); Ma & Liu
(2019). But Roth et al.|(2019); Li & Li (2017); Lu et al.| (2017); Ma & Liu| (2019) still require a
considerable amount of data to build accurate (relatively) high-dimensional statistics. The remaining
NSS (Kherchouche et al., [2020) method craft Natural Scene Statistics features, which are fed into
SVM for binary classification. We also adopt the trained SVMs in our ordinal regression framework,
with a reduced training set size to 100 (50 benign + 50 BIM adversarial) for each SVM for a fair
comparison. All SVMs are tuned to control FPR. The results and ROC curves for “c=7" task can be
found Tab. [3|and Fig.[5] It is noted that (1) SVM with the 18-D NSS feature may fail to generalize
due to insufficient sampling (hence the below-diagonal ROC); (2) NSS performs better for small ¢,
but performance saturates with larger €, because NSS does not incorporate any cue from network
gradient behavior; (3) small ¢ is difficult for ARC, but its performance soars with larger ¢ towards
100%, which is consistent and expected from our visualization; (4) SVM with ARCv can generalize
against all PGD-like attacks, while NSS failed for MIM; (5) SVM with NSS may generalize against
some non-PGD-like attacks (Kherchouche et al.| [2020), but not ARC due to SAE uniqueness; (6)
SVM with the 2-D NSS feature (“Method 2” in [Kherchouche et al.| (2020)) fails to generalize. Thus,
ARC achieves competitive performance consistently across different settings despite the extreme
limits, because it is low-dimensional, and incorporates effective cues from gradients.

4.4  APPLICATION OF ARC: ATTACK TYPE RECOGNITION

By gathering the 14 sets (5 sets from Tab. [T and 9 sets from Tab. [2]t4-t12) of adversarial examples
involved in Tab. [1| and Tab. [2| we can construct a test dataset for attack type recognition. Since
each set has an equal number of samples, the binary classification accuracy can be calculated as the
average of the DR for PGD-like attacks and (1 — DR) for non-PGD-like attacks in the “c =?" setting.
The results are 74.2%, 70.2%, 74.7% for ResNet-18, ResNet-152, SwinT-B-IN 1K, respectively.
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5 DISCUSSIONS AND JUSTIFICATIONS

Combination with Adversarial Training. From our experiment
and recent works (Madry et all,[2018}; [Engstrom et al.} 2019;
2019), its noted that (1) small perturbations are hard to detect,
but easy to defend; while (2) large perturbations are hard to defend,
but easy to detect. However, combining defense and our detection
is not effective on ImageNet. As shown in Fig. [f] we compute

ARCm based on regular ResNet-50 (from PyTorch
2019)) and adversarially trained ResNet-50 on ImageNet (from

(Engstrom et al.,[2019)). Unlike the regular ResNet-50, adversari-
ally trained one has a much higher mean value in ARCm, resulting
in almost non-separatable ARCv. This means adversarial training lar (15 d ad iall
makes the model very linear around the data 2020). ar (1* row), and a Ve sanaly
Namely, the network is trained to generalize while being already trained Res}fet‘SO (2% row w/
very linear to the input, and thus it will be hard to make the model e=4/255, 3" row w/ £=8/255).
behave even more linear to manipulate the output by the attack.

Figure 6: ARCm from regu-

Limitations. This paper focuses on characterizing a specific type of adversarial example instead of a
general detection or defense method. The following are the major limitations of the ARC feature
in potential applications: (1) The SAE is unique but specific to PGD-like attacks; (2) Jacobian
computation is very slow for ImageNet models because it requires 1000 iterations of backward pass.
We are unable to evaluate our method on all ImageNet data with 2 Nvidia Titan Xp GPUs.

Further Discussions and justifications involving ordinal regression, training set size, and iterations
of attacks can be found in the appendix. Experiment details can be found in the supplementary code.

6 RELATED WORKS

Adversarial Attack & Defense. Neural networks are found vulnerable (Szegedy et al., 2013}
Goodfellow et al.|[2013)). Based on this, attacks with different threat models are designed, including
white-box attacks, transferability attacks, and black-box attacks (Dong et all, [2020). [llyas et al.
(2019) attribute the existence of adversarial examples to non-robust features. To counter the attacks,
adversarial training (Madry et al., 2018}, [Qin et al., 2019} [Wu et al, 2020) is the most promising
defense, but it leads to an expensive training process and suffers from a notable generalization gap.
Other types of defenses may suffer from adaptive attacks (Athalye et al., 2018} [Tramer et al., [2020).

Local Linearity is revealed by |Goodfellow et al.|(2015)), which leads to a series of defenses and anal-
ysis. 2019) regularize the model to behave linearly in the vicinity of data.
& Flammarion| (2020) show that the network being highly non-linear locally results in FGSM training
failure. |(Gopalakrishnan et al.|(2018) suggest that a “locally linear” model can be used as a theoretical
foundation for attacks and defenses. Bartlett et al.| (2021) show that local linearity arises naturally at
initialization. Our method characterizes adversarial examples using local linearity.

Adversarial Example Detection (Aldahdooh et al.| 2022 [Carlini & Wagner,[2017a)) predicts whether
a given image is adversarial or not. This can be achieved through adversarial training 2020),

sub-network (Metzen et al., 2017) or extra loss (Pang et al., 2018)), but it will be costly for ImageNet.
Generative methods check reconstruction error[Meng & Chen|(2017) or probability density [Song|

(2018), but are data-demanding for accurate distributions. Auxiliary deep models
;|Liao et al. require a large amount of data, and may suffer from adaptive attack (Carlini
& Wagner, 2017a)). Feature statistics methods (Li & Li, 2017; Roth et al., 2019} [Kherchouche et al.,
2020; [Lu et al., 2017; Ma & Liul [2019) leverage (high-dimensional) features, but most of them are
still data-demanding for an accurate statistics. Many related works lack ImageNet evaluation and
sensitivity analysis with varying attack parameters even if the difficulty changes accordingly.

7 CONCLUSIONS

We design an ARC feature with the intuition that a model behaves more “linear” against adversarial
examples than benign ones, in which PGD-like attacks will leave a unique trace named SAE.
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A  ADDITIONAL DISCUSSIONS

A.1 SUMMARY OF PROS & CONS OF THE PROPOSED METHOD

Summary:

We design an ARC feature with the intuition that a model behaves more “linear” against adversarial ex-
amples than benign ones, in which PGD-like attacks will leave a unique trace named SAE. ARC/SAE
is adopted for two tasks to quantitatively demonstrate its effectiveness besides visualizations.

Pros:

* Intuitive. The SAR and ARC are straightforward to interpret for human, since the meaning of the
manually-crafted ARC features is clearly defined, and the feature dimensionality is low. Since
SVM is employed for the two-dimensional ARCv, the whole pipeline of our method is intuitive
and interpretable. This helps us to reveal more characteristics of adversarial examples.

* Light-weighted in terms of algorithm components. Our method does not rely on any auxiliary deep
model besides the model being attacked. It only involves hand-crafted ARC features and SVM.
This makes our method usable for domains where it is hard to obtain or train an auxiliary deep
model.

* Non-intrusive. Our method does not require any change in the given neural network architecture or
parameters. Instead, it analyzes the Jacobian matrices calculated from the neural network. This
means the original model performance will not be affected.

* Data-undemanding. Our method does not require a large number of training data like many other
related works. Specifically, the simple cluster structure of the two-dimensional ARCv and SVM
achieved such a low demand for data. This means our method is still usable in scenarios where it is
impossible to access the full training dataset, such as Federated Learning.

* Unique to PGD-like attacks. Our method is built upon strong assumptions, which makes it specific
and only responds to PGD-like attacks. This characteristic can be used to identify the attack type
and details in forensics scenarios. General attack detectors cannot do this because they cannot
differentiate different types of attacks. This cannot be done by a general attack detector because
they cannot differentiate different types of attacks. However, this point is meanwhile a disadvantage,
see "Cons".

 Can infer attack details such as loss function and the ground-truth labels, while most general attack
detection methods cannot do the same.

* The stronger the attack is, the stronger the trace will be. This is supported by the visualization re-
sults as well as the higher detection rate when ¢ is larger. Previous methods compatible with our
extremely-limited setting do not have such a property and may even perform worse with large
perturbations in some cases (See Table 3). Other related works lack the attack parameter sensitivity
analysis, whilst they can greatly change the difficulty to detect.

* Reveals a new perspective on understanding why Adversarial Training works. See "Combination
with Adversarial Training" in Section 5.

Cons:

* Is specific to PGD-like attacks due to the strong assumptions. See "Uniqueness of SAE to PGD-
Like Attack" in Section 2. It is not designed for non-PGD attacks since assumptions are broken.
Ablation studies are carefully carried out in Section 4.2 to examine and justify these assumptions.
Being specific to PGD-like attacks is meanwhile an advantage that leads to uniqueness (see "Pros").

* High time complexity due to Jacobian computation. In practice, this is reflected by the time con-
sumption of the ARC feature calculation (See "Limitations" in Section 5). Experiments on
ImageNet are extremely slow since calculating a single Jacobian matrix involves 1000 (number of
classes) times of backward pass of the neural network.

¢ Performs worse than the previous NSS method against small perturbations (i.e., ¢ = 2/255 or
€ = 4/255) for attack detection. (But significantly better against large perturbations).

* Incompatible with Adversarial Training. But meanwhile it provides a new interpretation of why
adversarial training works. See "Combination with Adversarial Training" in Section 5.
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A.2 ADDITIONAL DISCUSSIOSN AND JUSTIFICATIONS

Ordinal Regression. Intuitively, the uninformed attack detection can be formulated as standard
regression to estimate a continuous k value. However, this introduces an undesired additional
threshold hyper-parameter for deciding whether an input with e.g., 0.5 estimation is adversarial.
Ordinal regression produces discrete k& values and avoids such ambiguity and unnecessary parameter.

Training Set Size. Each of our SVMs has only 100 training data (i.e., 50 benign + 50 adversarial).
The simple 2-D ARClyv distribution (Fig.|2)) can be reflected by a few data points, which even allows
an SVM to generalize with less than 100 data points (but may suffer from insufficient sampling
with too few, e.g., 10+10 samples). In contrast, the performance gain will be marginal starting from
roughly 200 training samples, because the ARCv feature distribution is already well represented.

Iterations of PGD-like Attacks. It is known that the number of iterations (fixed at
100 in our experiments) also impacts the attack strength besides perturbation magnitude e.
As increasing number of iterations will also lead to a more linear

response from the model given a fixed and appropriate € and achieve  Taple 4: Different iterations.
SAE similarly, we stick to one controlled variable ¢ for simplicity.

On the contrary, reducing the number of iterations of a PGD-like  “g¢ps | DR FPR Acc Acck
attack will also lead to small perturbations that are hard to detect

(as demonstrated in Section 4), and hence increase the possibility 15000 ;2:3 H 8:8 ggﬁ‘
that the attack will not trigger clear SAE and hence bypass the 25 | 641 L1 00 473
proposed detection method. As an extreme case, FGSM, namely }(5) gg? i i 88 3(3)?
the single-step version of PGD does not effectively trigger SAE (as 8 |24 11 07 122
discussed in Section 4.2). The related works usually fix at a single 5 71 1.1 37 55

set of attack parameters, and hence miss the observation that smaller
perturbations are harder to detect. We conduct experiments with
different numbers of steps of BIM attack on CIFAR-10/ResNet-18, and report the corresponding
results in Tab. 4

Future Recommendations. (1) Include ImageNet evaluation, as CIFAR-10 property may not hold
on ImageNet; (2) Check detector sensitivity w.rt. attack algorithm parameter, as it may be significant.

T = 48 in Fig. 1. In our experiments, we use 1" = 6, and the corresponding features are visualized
in Figure 2, Figure 3, and Figure 4. Some readers may want to know what the feature will be like
with a larger step size. Thus, we show this through T=48 examples in Figure 1, demonstrating that
the network behaves more and more linear from step to step. With an empirically chosen T=48, the
trend of the matrix is clear, and each cell in the matrix will not be too small to visualize. With a larger
step size like T=100 or even larger, the matrix will show the same pattern, but the cells will be too
small to visualize.

A.3 MOTIVATION OF EXTREMELY LIMITED PROBLEM SETTING

An extremely limited problem setting (Paragraph 1 in Section 1) makes the proposed method flexible
and applicable in a wider range of scenarios compared to existing methods. Namely, a method can be
used in more flexible scenarios if it requires less from the adopter.

Limited number of data samples. Data-demanding methods are only applicable for models with
an accessible training dataset. In contrast, our method does not assume collecting a large amount of
data is easy for potential adopters. Due to the low demand for data, the proposed method enables a
wider range of defense or forensics scenarios, including but not limited to "Third-party Forensics"
and "Federated Learning" as follows:

* Third-party Forensics (to identify whether a model is attacked, as well as infer attack details).
Being data-undemanding means the proposed method can be applied to any pre-trained neural
network randomly downloaded from the internet, or purchased from a commercial entity. For pre-
trained neural networks using proprietary training datasets with commercial secret or ethic/privacy
concerns (such as commercial face datasets and CT scans from patients), the proposed method is
still valid as long as there are a few training samples for reference, or it is possible to request a few
reference training samples.
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* Federated Learning. In federated learning, raw training data (such as face images) is forbidden to
be transmitted to the central server due to user privacy. Even the neural network trainer cannot
access the full training dataset (will violate user privacy), which makes data-demanding methods
infeasible. In contrast, our proposed method is still valid in this scenario as long as a few (e.g., 50)
reference samples can be collected from volunteers.

No change to network architecture or weights. Many models deployed in production are unaware of
adversarial attacks. Re-training and replacing these models will induce cost, and will even introduce
the risk of reducing benign example performance.

No auxiliary deep networks. Since a large amount of data is assumed to be not easy to obtain due
to commercial or ethic reasons, training auxiliary deep networks is not always feasible. Pre-trained
auxiliary deep networks are not always available for classification in any domain.

A.4 MORE ON ADAPTIVE ATTACK

According to [Tramer et al.[|(2020), some similar attack detection methods are broken by adaptive
attacks. Here we discuss more about the existing adaptive attacks and report the quantitative
experimental results. We also further elaborate on the adaptive attack mentioned in Section 2.

Logit Matching. (from Section 5.2 "The Odds are Odd" of [Tramer et al. (2020)) Instead of
maximizing the default entropy loss, we switch to minimize the MSE loss between the clean logits
from another class and that of the adversarial example. We conduct the experiment with CIFAR-10
and ImageNet following the setting in Section 4. The experimental results can be found in the
following table. Note, switching the loss function to MSE (Logit Matching) breaks our condition
(IV). However, the attack still triggers SAE through the least-likely class, and hence our method is
still effective, but is (expectedly) weaker than the BIM with the original cross-entropy loss.

Dataset Attack | €=2/255 | €=4/255 | € =8/255 | €= 16/255 e=?

Model | DR™ FPR Acc Acc* [ DR FPR  Acc Acc* | DR FPR Acc Acc* | DR FPR Acc Acc®* [ DR FPR Acc  Acc®
CIFAR-10 BIM (Logit Matching) ‘ 00 00 806 80.6 ‘ 00 00 632 632 ‘ 238 1.5 463 355 ‘ 480 1.1 380 202 ‘ 228 1.5 571 469
ResNet-18
TmageNet BIM (Logit Matching) ‘ 00 00 46.1 46.1 ‘ 70 14 188 172 ‘ 172 14 94 7.0 ‘ 914 14 3.1 0.0 ‘ 303 1.6 193 176
ResNet-152

TmageNet BIM (Logit Matching) [ 0.8 1.6 461 453 [70 20 70 70 [555 20 08 08 [90.6 02 00 00 [412 20 135 131
SwinT-B-IN1K

Table 5: Results of Logit Matching as adaptive attack against our method.

Interpolation with Binary Search. (from Section 5.13 "Turning a Weakness into a Strength" of
Tramer et al.| (2020)) This method finds interpolated adversarial examples close to the decision
boundary with binary search. We conduct the experiment with CIFAR-10 and ImageNet. The
experimental results can be found in the following table. Compared to the baseline results, the results
show that our method is still effective against the adversarial examples close to the decision boundary.

Dataset Attack | € —2/255 | €= 4/255 | €—8/255 | €= 16/255 | =

Model | DR FPR Acc Acc¥ | DR FPR Acc Acc* | DR FPR Acc Acc® | DR FPR Acc Acc* | DRT FPR Acc  Acc®
CIFAR-10 BIM (Interpolation) ‘ 00 00 657 657 ‘ 00 00 446 446 ‘ 280 15 219 280 ‘ 744 1.1 6.0 564 ‘ 280 1.5 346 488
ResNet-18

TmageNet BIM (Interpolation) [ 0.0 0.0 188 188 [47 14 62 55 [250 14 08 08 [9.6 14 00 08 [314 16 64 062
ResNet-152
TmageNet BIM (Interpolation) | 1.6 1.6 445 453 [39 20 375 359 [664 20 141 648 [97.7 02 00 977 [428 20 240 613
SwinT-B-IN1K

Table 6: Results of Interpolation with Binary Search as adaptive attack against our method.

Adaptive Attack discussed in Section 2. To avoid triggering SAE, the goal of the PGD attack can
include an additional term to minimize ||S,(x + 7)|| 7. Namely, the corresponding adaptive attack is:

argmfuxLCE(w +r,c(x)) — [|S(x+7)||F
= argmf}chE(:c +r,c(x)) — [Z Z |s£f;j)|2]1/2
i g
T+1T+1
=argmax Leg(x + 7, c(x)) — [Z Z cos[V fr (& + 1 4 8;), V fr (x + 7 + 8;)]2]1/2

i=1 j=1
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To solve this adaptive attack problem, the straightforward solution is to conduct Z-step PGD updates
with the modified loss function. Each step includes but is not limited to these computations: (1) 7"+ 1
Jacobian matrices to calculate n* and V f,,«(+); (2) T + 1 Hessian matrices to calculate V2 f,,« (-).
Let 7 and ¢ 57 be the time consumption for Jacobian and Hessian matrices respectively. Then the
time consumption of the Z steps of optimization in total is greater than Z (T + 1)(¢0; + ¥m).

For reference, for Nvidia Titan Xp GPU and CIFAR-10/ResNet-18, the ¢); = 0.187 £ 0.012 seconds,
and ¢ = 20.959 £ 0.679 seconds (Python code for this benchmark can be found in Appendix). If
we use Z = 100 steps of PGD attack, and 7" = 6 for calculating ARC, each adversarial example of a
CIFAR-10 image takes more than Z(T + 1)(¢; + ¥ ) ~ 14802 seconds (i.e., 4.1 hours).

Note, we acknowledge that other alternative adaptive attack designs are possible. However, as long
as the alternative design involves optimizing any loss term calculated from gradients, second-order
gradients (Hessian) will be required to finish the optimization process, which again makes the
alternative attack computationally prohibitive. Switching to non-PGD-like attacks is much simpler.

A.5 MORE ON RELATED WORKS (EXTENSION TO SECTION 6)
Defenses with similar ideas.

¢ “The Odds are Odd” Roth et al.|(2019)) is an attack detection method based on a feature statistic test.
This method is categorized in Section 6 as feature statistics-based methods. In particular, it detects
adversarial examples based on the difference between the logits of clean images and images with
random noise. This method assumes that a random noise may break the adversarial perturbation
and hence lead to notable changes in the logits, and it is capable of correcting test time predictions.
Meanwhile, it can be broken by the adaptive attack to match the logits with an image from another
example [Tramer et al.|(2020). Similarly, our method can be seen as a statistical test for gradient
consistency as reflected by the ARC feature. Our method is motivated by the assumption that
neural networks will manifest “local linearity” with respect to adversarial examples, which will not
happen for benign examples. Meanwhile the SAE is consistent across different architectures, and
the corresponding 2-D ARCYy feature shows a very simple cluster structure for both benign and
adversarial examples. The adaptive attack against|Roth et al.|(2019) can merely slightly reduce the
effectiveness of our attack, as shown in the additional adaptive attack experiments in this Appendix.

* “Turning a Weakness into a Strength” |[Hu et al.| (2019) is an attack detection method that is
conceptually similar to|Roth et al.|(2019). This method involves two criteria for detection: (1) low
density of adversarial perturbations — random perturbations applied to natural images should not
lead to changes in the predicted label. The input will be rejected if the change in the predicted
probability vector is significant after adding Gaussian noise. (2) close proximity to the decision
boundary — this leads to a method that rejects an input if it requires too many steps to successfully
perturb with an iterative attack algorithm. Hence, this method can be seen as a detector with a
two-dimensional manually crafted feature. This method can be broken by an adaptive attack Tramer|
et al. (2020) that searches for interpolation between the benign and adversarial examples. Similarly,
our method leverages BIM, an iterative attack to calculate the ARC feature. However, differently,
our method uses the iterative attack to explore the local area around the input, in order to calculate
the extent of “local linearity” around the point as the ARC feature, while |[Hu et al.|(2019)) leverage
an iterative attack to count the number of required steps. The ARC feature shows a clear difference
between benign and adversarial examples, and hence does not need to combine with other manually
crafted features. Hu et al.| (2019) point out that solely using one criterion is insufficient, because
criterion (1) may be easily bypassed. The adaptive attack against/Hu et al.|(2019) can merely slightly
reduce the effectiveness of our attack, as shown in the additional adaptive attack experiments in
this Appendix.

A.6 PYTHON CODE FOR EVALUATING TIME CONSUMPTION OF JACOBIAN / HESSIAN

The python code for measuring the time consumption for Jacobian and Hessian matrices calculation
is shown below. The code is based on CIFAR-10 settings with M = 3 x 32 x 32 and N = 10,
and the neural network used is ResNet-18. For reference, the result on Nvidia Titan Xp GPU is
0.187 & 0.012 seconds for Jacobian, and 20.959 + 0.679 seconds for Hessian.

Note, for the ImageNet/ResNet-152 case, the Jacobian and Hessian calculation cost is much higher.
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import time, torch as th, torchvision as V, numpy as np

device = ’cuda’

resnetl8 = V.models.resnetl8 (False) .to(device) # standard resnetlé8
resnetl8.eval ()

resnetl8.fc = th.nn.Linear (512, 10).to(device) # fit for 10 classes
X = th.rand (1, 3, 32, 32).to(device) # random input

# compute a jacobian

time_start = time.time ()

J = th.autograd.functional. jacobian (resnetl8, X)

time_end = time.time ()

print ("A Jacobian takes:’, time_end - time_start, ’seconds’)

# compute a hessian

time_start = time.time ()

H = th.autograd.functional.hessian (lambda x: resnetl8(x) [0, 0], X)
time_end = time.time ()

print ("A Hessian takes:’, time_end - time_start, ’seconds’)
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