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Abstract

Understanding the link between visual stimuli and their neural representations is
key to advancing Human-Computer Interaction, particularly for therapeutic and
assistive technologies. Developing language-guided visual response systems could
significantly enhance support for individuals with visual impairments, providing
personalized assistance through descriptive language for daily tasks. Advance-
ments in generative multimodal networks highlight the promise of image captioning
models for such systems. However, evaluating their biological plausibility requires
a rigorous benchmark that assesses how well these models produce captions that
align with neural encoding in the visual cortex. In this paper, we present a novel
benchmarking approach to evaluate the alignment of image captioning models
with neural activity patterns, using a dataset of visual exposures and neural record-
ings from primates and mice. This method allows for a comparison of various
models based on their congruence with biological neural responses, aiding in the
development of assistive technologies for visually impaired individuals. Our work
extends beyond computational vision, providing valuable insights for designing
neuro-inspired generative multimodal networks. These advancements hold transfor-
mative potential for health-related applications, including natural language-driven
visual aids and therapeutic interventions for individuals with visual impairments.

1 Introduction

A key question in neuroscience is how neuronal activity patterns correspond to visual stimuli. Neurons,
each tuned to specific inputs, generate distinct activity patterns in response to visual cues [3]. For
instance, expert pianists can identify music by observing key-touch movements, suggesting that visual
input activates brain neurons to "hear" music [9]. Research [25, 14] indicates that visual neurons
encode specific stimuli, linking visual input to neural activity in the visual cortex, which informs
studies on deep learning models and their relationship to the visual cortex [19, 41, 31, 12].

One promising application of modeling neural activity is language-guided vision, which could help
visually impaired individuals by describing visual stimuli through text-to-speech systems, mimicking
the human visual system. This requires advanced image captioning models that accurately encode
images and detect subtle visual changes.

To identify the best models, we introduce a benchmarking technique that evaluates image2text models
using a text2neural mapping mechanism. This method maps image captions to visual cortex neurons,
as shown in Figure 1. Validated with data from primates and mice, our method ensures cross-species
consistency. The mouse visual cortex, similar to the primate cortex, also serves as a model for
studying neural responses [27, 37, 20, 34]. Through this comprehensive evaluation, GIT and ClipCap
emerged as top performers, demonstrating the strongest alignment with visual neuron responses
across species.
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A. Input images are presented to the brain and Image captioning model

B. Neural recordings from brain are aligned with the generated tokens

C. Neuron IDs are mapped to encode the unique caption for vision

Figure 1: Block diagram framework of our technique: A. Frames are processed by the image
captioning model and shown to the animal. B. Neural responses are mapped to text tokens (captions).
C. Dataframe section shows mapping frequencies between neuron IDs and text tokens; the most
frequent neuron is assigned to each token.

2 Datasets

Mouse visual cortex dataset: We use MICrONS [4], the largest open-source multi-modal connec-
tomics dataset from the mouse visual cortex. This dataset offers diverse visual stimuli including
natural scene images, and corresponding functional traces from 70, 000+ neurons across four cortex
regions (V1, LM, AL, RL). It also includes 3D EM reconstructions and two-photon calcium imaging,
covering over 200, 000 neurons and 523 million synapses, enabling robust neural response modeling.

Primate visual cortex dataset: To ensure generalizability to the human visual cortex, we use a
primate dataset [2] with 1, 960 synthetic images presented to adult monkeys with neural responses
recorded from V4 and IT regions. This dataset is crucial because the monkey visual cortex closely
resembles the human’s in structure and cell types [24], helps bridge the gap between primate
and human visual processing, providing insights applicable to computational vision and aiding
comparisons between biological networks and CNNs [7].

Curating Natural Movie Clips dataset from mouse and primate for caption diversity: The
MICrONS dataset includes 19 sessions with over 90 minutes of visual stimuli, including natural
movie clips and directional visuals. We focused on Natural Movie clips, initially filtering to 24, 000
frames per session. Sampling every 6th frame, we retained 82, 243 frames. Additionally, we
included the entire primate dataset to create our final Natural Movie Clips dataset which was used for
experimentation.

3 Methods

3.1 Image2text module

As a first step to our benchmarking framework, we use image2text models to convert visual stimuli to
text captions. The text captions are then mapped to the neural activity of the mouse visual cortex (via

2



the text2neural framework) and the ability of each image2text model to create a text2neural mapping
is evaluated. The entire pipeline of our framework is summarized in Figure 1.

Shortlisted image captioning models: To evaluate our benchmarking technique, we analyzed ten
state-of-the-art image2text models, including ViT-GPT2-IC [28], BLIP [18], ExpansionNet-V2 [10],
show-attend-tell [40], ClipCap [23], ViT-GPT2 [1], BLIP2 [17], PromptCap [11], mPLUG [16] and
GIT [39]. We examined how their text representations correlate with neural activity in the mouse and
primate visual cortices using frames from the Natural Movie Clips dataset. Our model selection spans
various architectures and attention mechanisms. All models were tested on Google Colab’s T4 GPU.

Visualizing unique caption distributions through embedding projections: To visualize the distri-
bution of unique captions generated by each image2text model, we applied the UMAP dimensionality
reduction algorithm to all the captions. Using word2vec model [21], a consistent embedding vector
for each caption (S) was created, resulting in a 1 × 100 vector for each token (w). These token
vectors were then stacked to form a matrix (V) of shape n× 100, where n is the number of tokens in
the caption. The final embedding vector (s⃗) was obtained by averaging across the first axis, yielding
a 1× 100 vector, calculated as s⃗i =

∑n
j Vji

n , where S = (w1, w2, . . . , wn) and x⃗i = word2vec(wi).

Vn×100 =


x1,1 x1,2 . . . x1,100

x2,1 x2,2 . . . x2,100

...
...

...
...

xn,1 xn,2 . . . xn,100

 (1)

For K unique captions, we compute a matrix of size K × 100, with each row representing a caption’s
embedding vector (s⃗), which is used to generate UMAP embeddings. The UMAP plots for all models,
shown in Figure 2A, serve as a metric to evaluate the models’ efficiency in encoding visual features.

3.2 Text2neural module

After generating image2text representations, we mapped the captions to neural activity in the visual
cortex. Each neuron was treated as an independent unit with a preferred token, assuming a direct
mapping between neurons and tokens, justified by their response to specific visual features. This
creates a correlation between the captions and the most active neurons for a given visual stimulus.
For a given image frame, its generated caption (s⃗) is converted into a text embedding vector (T =
(t1, t2, . . . , tk)) using a pre-trained CLIP model [29], ensuring standardized text token generation
within its vocabulary (size C). Simultaneously, we consider all the visual cortex neurons (X)
and extract the top k active neurons to form an activation vector, A = (a1, a2, . . . , ak) and their
corresponding neuron IDs, N = (n1, n2, . . . , nk). The activation and neuron ID of the ith top active
neuron for the given input stimulus are represented by ai and ni, while k = length(T ) = length(A).

To achieve a direct mapping between T , A, and N , we use rank-based sorting. We apply the argsort
function to T to obtain its rank vector, then sort A and N accordingly, which aligns them with the
order of T , allowing for a direct index-based mapping, where the ith text token in T corresponds
to the ith neuron ID in N . We repeat this process for all captions generated by an image2text
model across the entire Natural Movie Clips dataset, storing the resulting mappings in a text2neural
dataframe (NT ) of size (X,C), where X is the total number of neurons in the mouse visual cortex.
Each row of NT represents a neuron ID as a bag-of-words, and the frequency of a text token’s
mapping to that neuron is represented by the column. Using NT , we extract the neuron ID which best
represents a specific token along with the number of times the text token was mapped to that neuron
(mapping frequency). This process is shown in Figure 1B-C. For all (10) shortlisted image2text
models, we repeat this process and eventually are left with the highest mapping frequency for each
token corresponding to each model which is stored in a vector P where P = (p1, p2, . . . , p10). where
pi is the mapping frequency of the ith image2text model for a specific text token. After repeating this
for all the text tokens, we create a Token Distribution Dataframe (DT ) of shape (C, 10).

DT =


P1,1 P1,2 . . . P1,10

P2,1 P2,2 . . . P2,10

...
... . . .

...
PC,1 PC,2 . . . PC,10

 (2)

where pi,j represents the mapping frequency of the ith text token for the jth image2text model.
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a closeup of a person wearing glasses a broken window

a man riding bike

a picture of a river with trees a man riding skis in snow slopea man riding bike

a man riding bike a man riding bike

D. Performance of image captioning models in
mapping the input images to unique captions

E. Example of sample biological neurons encoding unique text tokens, from uniform to non-uniform encoding distribution patterns observed across the visual cortex

A. UMAP representations of text token embeddings generated from each image captioning model across the entire Natural Movie Clips dataset presented to the brain

B. Top active overlapping neurons that encode preferred stimuli
(same neurons encoding the target and similar images)

C. Benchmarking of each image captioning
model for mapping tokens to biological neurons

F. Activation maps of text tokens from a sample image captioning model with their corresponding neural image reconstruction samples for a highlighted visual stimulus

Figure 2: A. UMAP of ten image captioning models based on unique captions. B. Alignment of
active neurons in response to visual stimuli from the mouse dataset. C. Benchmarking models by
their alignment with active neurons. D. Performance of models in mapping images to captions. E.
Neurons and their mapping to text tokens (colors for tokens, length for alignment). F. Top: Activation
maps for captions on images. Bottom: Image reconstruction from text.

B. Performance of image captioning models in
mapping the input images to unique captions
in primate brain

A. Benchmarking of each image captioning
model for mapping tokens to biological neurons
in primate brain

Figure 3: A. Model alignment with active neurons in the primate brain. B. Performance in mapping
images to captions for the primate visual cortex.

To determine the best-performing image2text model for each text token, we use the DT dataframe,
applying a row-wise argmax to identify the winning model, and store these results in a vector W .
We then calculate the frequency of wins for each model by counting the occurrences of its index
in W , resulting in a vector Z. Each element in Z corresponds to the performance of a specific
image2text model across sessions, representing its encoding capability, where Z = (z1, z2, . . . , z10)
and zi denotes the performance of the ith model. We repeat the process for the entire Natural Movie
Clip dataset and evaluate the performance of the image2text models.
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4 Results

Effective image2text encoding in latent space: The UMAP projections in Figure 2A illustrate
how image2text models encode visual features through spread, density, and color variation. Minimal
color variation indicates caption similarity, while varying captions produced for similar input frames
show models’ sensitivity to visual changes. Ideal models tend to have wide, dense latent spaces with
small clusters, indicating caption diversity and noise resistance. GIT and ClipCap perform best, while
show-attend-tell shows limited, highly clustered space, indicating weaker performance.

Encoding similarity in visual cortex and image2text models: The encoding pattern of image2text
models, which shows high diversity for significant changes and low sensitivity to minor stimuli
variations, mirrors neural encodings as depicted in Figure 2B. The figure illustrates that while the
mean number of overlapping neurons encoding preferred stimuli ranges from 5 to 15, the data exhibits
significant spread and variability. This indicates that the visual cortex clusters similar stimuli, with
certain neurons being sensitive to subtle visual changes. For language-guided visual therapy, it’s
crucial that the image2text model is both diverse and noise-resistant, generating natural captions that
effectively stimulate corresponding neurons in the visual cortex. Our text2neural method successfully
captures and validates this dynamic correlation between brain encoding and image2text models.

Image2text alignment with neural encoding: Our findings on the text2neural technique support our
hypothesis that the information encoded by image2text models resembles that of the visual cortex.
As shown in Figure 2C and Figure 3A, models with a broader latent space demonstrate stronger
text2neural mapping. The black curve in Figure 2C represents the mean number of wins across
all sessions, with GIT and ClipCap consistently outperforming other models in encoding neural
representations across all text tokens. Conversely, show-attend-tell exhibits the fewest wins for both
datasets. The strength of a model’s text2neural mapping is closely linked to its ability to generalize
across diverse image stimuli, aligning with our UMAP experiment findings where GIT and ClipCap
excelled in representing the visual encoding capacity of the visual cortex (Figure 2A).

Quantitative analysis of image caption diversity validates text2neural mapping: We quantified
the sensitivity of image2text models by analyzing the unique captions generated, as shown in Figure
2D and Figure 3B. Both datasets show that GIT and ClipCap produce the most unique captions,
supporting our text2neural mapping results. These models effectively capture subtle features in
images, unlike show-attend-tell, which assigns similar captions to different images. ExpansionNet
V2 performs best on the primate dataset but less so on the mouse dataset, likely due to differences in
dataset size and image resolution. Our text2neural mappings also reflect the neural profiles in the
visual cortex, as shown in Figure 2E. We observe diverse spiking profiles among neurons, with each
encoding a varying number of tokens, indicating sensitivity to a range of contrasting images [6].

Multi-modal evaluation via attention fields and image reconstruction: As a qualitative measure
of performance, we visualized the attention maps from our best-performing image2text model for
various images, as shown in Figure 2F. Each image is paired with its caption and the attention map
generated for a specific token. Notably, these attention maps resemble Gaussian fields rather than
point clouds, closely mirroring the receptive fields of visual cortex neurons [13, 38].

5 Conclusion

Our approach offers a novel framework for benchmarking state-of-the-art image captioning models
based on their ability to encode neural activity from the visual cortex. By systematically mapping
neural responses to text tokens generated by image2text models, we present a unique evaluation
criterion that aligns with the visual cortex’s functionality. This has significant implications for appli-
cations such as natural language-guided visual therapy, providing both qualitative and quantitative
metrics to assess image2text models using mammalian visual cortex data. To our knowledge, this is
the first attempt to benchmark image2text models through neural responses.

While the results of our technique are positive, and corroborated by the standard benchmarking
results Supplementary Table 1, our method is limited to mapping neurons to text tokens in isola-
tion. A promising area for future research is the mapping of entire captions across populations of
neurons. This approach is based on the concept of neuronal ensembles, which suggests that neurons
respond collectively to their preferred stimuli. Such studies could provide valuable insights into the
relationship between individual neurons and the encoding capacity of interconnected populations.
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A Supplementary Material

A.1 Mouse visual cortex dataset

As discussed in section 2 of the primary manuscript, we use MICrONS dataset for our experiments
which is an open-source anatomical and functional data collected from mouse visual cortex. Figure
4 provides an overview of the MICrONS dataset, summarising its different aspects quantitatively.
Figure 4 (a) shows the overall connectivity of the set of neurons that were part of both the anatomical
and functional data, whereas Figure 4 (b-e) shows the sample connections from unique sub-regions
inside the mouse visual cortex. These chord plots demonstrate the anatomy (i.e. neuronal locations
and their connections) as well as the functional profile of the entire data with respect to the presented
input stimuli. Each bar on the circumference of the chord plot represents a unique neuron in mouse
visual cortex whereas the height of each bar represents the highest activity of that neuron on its
preferred stimulus. As an example, sample preferred stimuli are also shown around the chord plots
for the top 10 highly active neurons, depicting the diversity of the stimuli encoded by the neural
population.

The colors of the connections are an indicator of the strength of the synapses, with darker colors
representing a stronger connection. Figure 4 (b-e) shows the connections of the neurons in individual
regions, as well as the outgoing connections from that region to other regions. As a general trend,
this can be seen that neurons in a particular region are more densely connected with each other, and
have relatively less connections with neurons present in other regions. Figure 4 (h) is a quantitative
summary of the incoming and outgoing synapses of the 4 regions shown previously. Figure 4 (i)
shows the total neurons present in the data from each sub-region in mouse visual cortex and Figure 4
(j) shows sample functional responses of neurons captured using Calcium imaging (two-photon) with
their corresponding presented stimuli on top. The diversity in connectivity between different regions
is observed to be non-uniform and different regions have different connection density profiles. This
data serves ideal for our purpose to map the input images to neuro-aligned captions by introducing a
benchmark of the image captioning models.

We utilize the MICrONS and primate datasets to conduct our experiments. A subset of their unique
and distinctive input stimuli is also shown in Figure 7.

A.2 Text2neural module

We primarily discussed the text2neural mapping of our schema in subsection 3.2 and further expand in
this subsection. We expect that if the visual encoding of image features by text tokens is functionally
similar to the neural encoding of the same visual features in the visual cortex, then the encoded
preferred stimuli space of a population of neurons should have a similar text representation and the
corresponding text2neural representation. Figure 2E already depicts an aspect of this observation
where a population of neurons encodes unique text tokens. After further analysis, we report the pool
of such neural encoding patterns into uniform and non-uniform clusters as shown in Figure 5 and
Figure 6, respectively. Each plot in these figures represents a unique neuron’s token distribution.
The subplots in Figure 5 (uniform clusters) demonstrate a few such examples, where the number
of tokens mapped to a single neuron varies, their mapping frequency remains uniform. Figure 6
(non-uniform clusters), on the other hand, shows a non-uniform distribution of encoding tokens. The
overall distribution of the cumulative clusters as text tokens, across neurons for each session and for
all image2text models is shown in Figure 8. It can be observed that the number of unique text tokens
mapped to unique neurons varies across different image2text models. For instance, some models tend
to have only 2− 3 neurons with meaningful text tokens mapping whereas other models have a larger
number of unique text tokens being mapped to unique neurons. This is in line with our previous
analysis performed to quantify model performance using text2neural mapping strength, as shown
in Figure 2C and Figure 3A. To further demonstrate this similarity between the encoding of visual
information in the visual cortex and image2text models, we employ different techniques which are
detailed ahead.

A.2.1 Neural population encoding for similar visual stimuli

We systematically compare the stimuli (image) frames, generated captions (text tokens) and corre-
sponding highly active neurons with their mapped text2neural representations. For the entire Natural
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Movie Clips dataset, we compute the similarity between all the input frames presented to the animals.
We first extract the CLIP embeddings [29] of the frames and compute their pair-wise MSE. Repeating
this step for each input, we find its top k most similar image frames.

In theory, similar visual features should be encoded by a common set of neurons (with similar
preferred input stimuli encoded in their receptive field) and hence we expect that for a given input
frame and its corresponding similar frames, some overlap should be observed between the set of
top activated neurons for each frame. To quantify this, we start by extracting top P firing neurons
against each image, resulting in a set of neurons si, where i corresponds to the ith similar image.
Here, sx represents the set of top firing neurons for our target image. For the purpose of our analysis,
we define match as the cardinality of the set sx ∩ si. Subsequently, for each target frame, its final
match score is obtained by

∑k
i |sx ∩ si|. The results of this experiment on the MICrONS dataset are

shown in Figure 2B.

It is interesting to observe that sessions 7 and 19 have a higher median score, compared to the other
sessions. This can be attributed to the internal distribution of the stimuli frames in these sessions,
where a high similarity is present. In addition, this can also be referred to the internal connectivity of
the neurons observed in these sessions, which impacted this score. We also observe a similar trend
for the primate visual cortex as shown in Figure 11.

A.2.2 Text2Neural mapping across image frames

While the previous experiment reveals novel information, we conduct further analysis to gain deeper
insights. For each image2text model, we extract the captions for the target image, cx, and the
corresponding k similar images, denoted as ci, computing a caption-matching score. By creating a
set V containing all the unique text tokens from c1 to ck, and treating cx as a set containing tokens
for the target image, we use |cx ∩ V | to compute the caption-matching score for a single target frame.
This score is a representative of the encoding capability of an image2text model, where a lower value
indicates drastic variations across the generated captions of similar images. On one hand, variations
in generated captions represent the model’s ability to detect minor changes in visual features, while
on the other hand, such variability for highly similar image frames is also a depiction of the model’s
inconsistent mapping between image frames and the corresponding text captions. However, in our
case, the input stimuli contain considerable variation and hence a lower caption-matching score
is preferred. Figure 9 summarizes these results across all the image2text models for 19 sessions
of the MICrONS dataset while the result of this experiment on the primate visual cortex dataset is
summarized in Figure 10. ClipCap and GIT have a lower median caption-matching score compared
to other models, which further supports our findings from the previous experiments (Figures 2C and
3A. Similarly, show-attend-tell is appears to be a poor performing model, with a large variance in its
caption-matching scores. Plots in Figure 12 (except the top-left one) represent the number of unique
text tokens for each session of the MICrONS dataset, by sweeping a threshold for the minimum
mapping frequency of each token, from 1 (dark purple) to 22 (bright yellow) for each model per
session. The plot on the top-left of Figure 12 corresponds to Figure 2C that shows the average of all
the sessions.

A.2.3 Mapping between visual and text responsive neurons

For evaluation from a different perspective, we compute which model best depicts the mapping
between biological and artificial neurons, that are encoding the visual features and mapping to
their text captions. Here, we refer to biological neurons as the top active neurons for input stimuli,
whereas artificial neurons represent the neural IDs obtained by mapping most frequent text tokens
to biological neurons. In order to find the text token that encodes a specific neuron response, we
extend the text2neural mapping as described in subsection 2.5. For a given session and neuron, the
mapping frequency of all the text tokens for the image2text models is stored. We consider the text
token with the highest mapping frequency across each image2text model and find the overall highly
representative text tokens among them. Since commonly occurring text tokens such as “a”, “and”,
“the”, “of” tend to get mapped to multiple neurons repeatedly, considering the text tokens only with
their highest mapping frequency will be insufficient to capture the broad variability in text tokens.
Hence, in order to ensure that a wide variety of tokens are mapped to unique neurons, we ensure that
a single text token is not mapped to multiple neurons. In case the highest mapped text token for a
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neuron already has a corresponding neuron mapped to it, we consider the next highly mapped token,
and so on.

In order to capture the model’s text2neural encoding capabilities, we compute the overlap between the
artificial and biological neurons. Set B, representing biological neurons, is created by (

⋃k
i si) ∪ sx,

whereas set A containing artificial neurons is created by
⋃k

i mi, where mi is the set produced by
mapping each token in ci to its corresponding neural ID. A final overlap score is computed by |A∩B|,
which is a representative of the model’s ability to emulate the mouse brain, successfully mapping
biological neurons to artificial ones. Each plot in Figure 13 represents an image2text model and
its overlap between biological and artificial neurons per session in the MICrONS dataset. A higher
biological to artificial neuron overlap indicates stronger text2neural encoding capabilities of the
image2text model. We observe that our best performing models, ClipCap and GIT, have significant
overlap which correlates with our text2neural encoding results (Supplementary Table 1), whereas
models like show-attend-tell have a fairly low overlap between artificial and biological neurons. We
also observe a direct correlation between the image2text capability of a model and its text2neural
mapping as observed by its overlap score between biological and artificial neurons.

A.3 Multi-modal evaluation via attention fields

Another approach to quantify the performance of image2text models is to reconstruct images from
their generated captions and compare them with the original visual stimuli presented to the animal
subject. In order to perform this comparison, we feed the generated captions from image captioning
models to pre-trained state-of-the-art text2image models and compare their generated outputs with
the input frames.

We include the state-of-the-art Stable Diffusion [32] model and its variants (stable-diffusion-EMA [35]
and stable-diffusion-MSE [36]), VQ-Diffusion( [8], Latent Diffusion Model (LDM) [32], DeepFloyd-
IF [33], unCLIP [30] and DALL·E-Mini [5]. In addition, GLIDE [26] and RQ-Transformer [15] are
also used to cover different model architectures. Although, majority of these models are diffusion-
based models, they vary in terms of their architectures and training.

We compare the original input frames with the generated outputs of text2image models and compute
the SSIM score across them, as summarized in Supplementary Table 1. In order to utilize the
most unique and feature-rich image frames from the MICrONS dataset, we perform preliminary
filtering over the stimuli. We capture image frames across the dataset, and filter them using BRISQUE
[22] - an Image Quality Assessment (IQA) algorithm. BRISQUE generates a score for each frame
independently, which captures its perceptual quality. A lower score means the image is not blurred,
and contains less noise. The filtered image frames through BRISQUE score are the best ones from
each session. For a balanced comparison, top 15 image frames, based on BRISQUE scores from each
session are considered for text2image reconstruction.

We demonstrate some examples of the generated images from the text2image models for GIT (best
performing image2text model) in Figure 14. Finally, its corresponding attention maps, shown in
Figure 15, capture how each text token in the caption is mapped to its visual feature in the generated
image. Although, we use a range of different state-of-the-art text2image models, we provide a
generalized code snippet detailing the layout of a forward pass for a typical text2image model as
Forward pass through a Text2Image model below.

Furthermore, we also provide a code snippet for the generic layout of a forward pass of an image2text
model as Forward pass through an Image2Text model. Figure 16 provides a holistic view of our
experimental pipeline, showcasing all the modules, namely image2text, text2neural, and text2image.
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Supplementary Table 1: The table’s top section summarizes SSIM scores between reconstructed and
original stimuli. The middle section is benchmarking results of image-to-text models on real-world
datasets, and the bottom section shows the number of unique captions generated by all models for the
mouse visual cortex dataset.

Text2Image
Image2Text show-

attend-
tell

Expansion-
Net V2

ViT-
GPT2-

IC

BLIP2 mPLUG Prompt
Cap

ViT-
GPT2

BLIP ClipCap GIT

GLIDE 0.147 0.151 0.159 0.150 0.160 0.153 0.153 0.138 0.153 0.161
DeepFloyd-IF 0.135 0.120 0.141 0.128 0.119 0.134 0.087 0.126 0.099 0.149
RQ-Transformer 0.132 0.129 0.122 0.137 0.080 0.133 0.106 0.133 0.115 0.129
stable-diffusion 0.131 0.124 0.132 0.116 0.103 0.111 0.095 0.116 0.085 0.113
VQ-Diffusion 0.120 0.137 0.150 0.135 0.112 0.135 0.122 0.120 0.112 0.146
LDM 0.095 0.094 0.099 0.095 0.095 0.101 0.093 0.098 0.081 0.094
DALL·E-Mini 0.134 0.137 0.139 0.127 0.170 0.108 0.111 0.112 0.089 0.130
stable-diffusion-EMA 0.130 0.125 0.134 0.123 0.105 0.107 0.100 0.118 0.091 0.122
stable-diffusion-MSE 0.123 0.125 0.121 0.107 0.106 0.114 0.099 0.112 0.089 0.116
unCLIP 0.135 0.145 0.169 0.150 0.112 0.131 0.105 0.128 0.119 0.138
CIDEr-D (MS COCO) - 138.5 - 145.8 155.1 150.1 - 136.7 108.35 144.6
BLEU@4 (MS COCO) 20.3 42.1 - 43.7 46.5 45.4 - 40.4 32.15 42.3
Unique Captions 4384 9587 16749 14482 12301 16836 12711 10206 20799 24275

Forward pass through an Image2Text model
def g e n e r a t e _ c a p t i o n ( image ) :

# e x t r a c t f e a t u r e s
f e a t u r e s = e n c o d e r ( image )
# f i n d l a t e n t v e c t o r
l a t e n t s = ViT_enc ( f e a t u r e s )
# f i n d embeddings f o r c a p t i o n
word_embed = g p t _ d e c ( l a t e n t s )
# embeddings t o words
c a p _ l i s t = [ ]
f o r t o k e n in word_embed :

word = t o k e n i z e r ( t o k e n )
c a p _ l i s t . append ( word )

c a p t i o n = " " . j o i n ( c a p _ l i s t )
re turn c a p t i o n

Forward pass through a Text2Image model
def g e n e r a t e _ i m a g e s ( c a p t i o n ) :

# e x t r a c t c a p t i o n embedding
word_embeddings = t e x t _ e n c o d e r ( c a p t i o n )
# embeddings t o l a t e n t s
l a t e n t s = [ ]
f o r t o k e n in word_embeddings :

embedd = UNET( t o k e n )
l a t e n t = model ( embedd )
l a t e n t s . append ( l a t e n t )

# c o n v e r t l a t e n t s t o image
image = v i s u a l _ d e c o d e r ( l a t e n t s )
re turn image
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Figure 5: Neurons encoding text tokens with uniform distributions. Each sub-plot represents a neuron
along with its overall uniform text token distribution.

Figure 6: Neurons encoding text tokens with non-uniform distributions. Each sub-plot represents a
neuron along with its varying token distribution.
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Mouse Dataset

Primate Dataset

Figure 7: A few examples of input stimuli from the mouse and primate datasets are visualised. The
mouse dataset contained 2 different types of stimuli, natural images and paramteric stimuli (named
monet and trippy), whereas the primate dataset only contains synthetic natural images, generated
using specialized software.
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Figure 9: Overlap between the caption of the target image and the captions for the k similar images
for the mouse data, computed for each image2text model, across each session. It is a representation
of the diversity of the captions generated by each image2text model.
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Figure 10: Overlap between the caption of the target image and the captions for the k similar images
for the primate data, computed for each image2text model. It is a representation of the diversity of
the captions generated by each image2text model.
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Figure 11: The distribution of overlapping neurons for the primate dataset. For an image, and its k
similar images, it measures the overlap between top active neurons that fire for the target image and
its similar images, where significant overlap implies that neurons encode preferred stimuli.
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Figure 12: The top-left plot shows the normalized wins of each image2text model across all sessions
of the MICrONS dataset. The black curve represents the average wins across all session. The rest of
the 19 plots represent the results of each session when a threshold sweep is applied on the minimum
mapping frequency of each text token. The sweep ranges from 1 to 22, where lower values are
represented by darker colors (1-black), and lighter colors (22-yellow) represent higher and more
stringent values.
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Figure 13: Biological to artificial neuron mapping for each image2text model, across all sessions of
the MICrONS dataset. Each sub-plot represents an image2text model’s session-wise mapping between
the biologically active neurons and the neurons extracted using the text2neural representations. It is a
measure of a ranked overlap between biological and artificial neurons.
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Figure 15: Attention maps of a text2image model for a sample of text captions generated by GIT
(image2text model). Each row corresponds to a single caption, while each column shows the mapping
between the text tokens and visual features in the generated image.
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Figure 16: An overview of the entire experimental pipeline. subsections A, B, and C correspond
to Figure 1, whereas subsection D represents the text2image module. The caption generated in
subsection B is fed to a text2image model which generates an image based on the caption.
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B NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: As mentioned in the abstract and the introduction, we propose a novel natu-
ral language-guided benchmarking technique which is explained in detail throughout the
manuscript. In section 3, we give a step-by-step explanation of the individual modules of
our pipeline.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The limitations are clearly mentioned in the Conclusion section.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: We do not present any theoretical results and show the performance of our
techniques through qualitative and quantitative figures. We explain each module in section
3.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: For our paper, we used publicly available datasets which are detailed in section
2. In section 3, we provide the details of the individual modules of our pipeline along with
necessary equations, which can be used to reproduce the technique and hence the results
shown in the paper.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: We used publicly available open-sourced datasets for the paper and provide a
pseudo code for the image2text and text2image module of our pipeline however the code
will be made open-source upon the acceptance of the paper.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In section 3, we detail the values of different parameters involved in our
text2neural module.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
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Justification: We report qualitative and quantitative results to demonstrate the performance
of our technique.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The relevant information regarding the computer resources is mentioned
section 3.

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: NeurIPS Code of Ethics was not violated during this study.

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: The impact of our work is mentioned in Section 1 of the paper.

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA] .
Justification:

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The original owner of all the assets used in the paper are properly cited.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We introduce a novel benchmarking technique which utilizes existing im-
age2text models and combines their output with our text2neural module. We provide concise
documentation regarding the technique and break it down into multiple steps in section 3.1.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No crowdsourcing or research with human subjects was involved in our paper.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification: No crowdsourcing or research with human subjects was involved in our paper.

27


	Introduction
	Datasets
	Methods
	Image2text module
	Text2neural module

	Results
	Conclusion
	Supplementary Material
	Mouse visual cortex dataset
	Text2neural module
	Neural population encoding for similar visual stimuli
	Text2Neural mapping across image frames
	Mapping between visual and text responsive neurons

	Multi-modal evaluation via attention fields

	NeurIPS Paper Checklist

