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Abstract

A primary impediment to scaling reinforcement learning (RL) for large language
model (LLM) training is the substantial computational cost, predominantly arising
from the necessity of multi-sampling for policy optimization and evaluation. This
underscores the critical yet challenging nature of efficient training data selection.
Drawing inspiration from the Zone of Proximal Development (ZPD) theory, which
posits that learners acquire knowledge more effectively from tasks of interme-
diate difficulty, we hypothesize that LLMs exhibit optimal learning from data
they have not yet mastered but demonstrate the potential to comprehend. Conven-
tional methodologies for assessing data difficulty or informativeness typically rely
on computationally intensive multi-sampling or iterative procedures. To address
this limitation, we introduce UFO-RL (Uncertainty-Focused Optimization for
Reinforcement Learning), a novel framework that employs a computationally effi-
cient single-pass uncertainty estimation technique to identify informative training
instances. This method, requiring only a single forward pass per instance, thereby
obviating the need for repeated sampling runs, achieves a significant acceleration
(up to 185×) in data evaluation compared to multi-sampling approaches. UFO-RL
leverages this efficient metric to select data within the model’s estimated ZPD
for training. Extensive experimentation across diverse LLMs and mathematical
benchmarks demonstrates that training with a mere 10% of the data, carefully
selected by UFO-RL, yields performance comparable to or even surpassing that of
full-data training. Furthermore, this targeted data selection results in up to a 16×
reduction in overall training time, concurrently enhancing training stability and im-
proving generalization capabilities. Thus, UFO-RL presents a practical and highly
efficient strategy for scaling RL fine-tuning of LLMs by focusing learning efforts
on the most informative and valuable data, thereby mitigating the computational
bottlenecks associated with traditional RL training.The source code for this work
is publicly available at: https://github.com/zy125413/UFO_RL.

1 Introduction

RL has emerged as a powerful paradigm for fine-tuning LLMs, enabling them to acquire advanced
capabilities and align their outputs with desired behaviors [18, 6, 4, 14, 28]. By optimizing decision-
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making strategies based on reward signals, RL equips LLMs with complex reasoning abilities,
especially for challenging tasks like mathematical problem-solving [16, 17, 4, 6].

Despite its immense promise, applying RL to LLMs, especially for complex reasoning tasks, faces
significant challenges. Primary among these is the high computational cost from multi-sampling per
instance for robust policy gradient estimation and evaluation [23, 2, 13], creating a major training
bottleneck. Additionally, many current state-of-the-art RL methods for reasoning, such as those
using policy gradient with outcome-based rewards, process data uniformly, and lack mechanisms to
prioritize instances yielding the most impactful learning signal [16]. Effective training data selection
is thus crucial for optimizing RL efficiency, minimizing redundant computation by focusing on
high-value samples.

Existing work addresses the data efficiency issue. For instance, DAPO [23] explores removing
data points with consistently correct or incorrect outcomes across multiple samplings, filtering
out seemingly “easy” or “impossible” tasks. While this approach reduces computational waste
associated with samples providing little learning gradient, it suffers from two main limitations. First,
the identification of consistently successful or unsuccessful samples still requires the costly multi-
sampling process it seeks to mitigate. Second, as data exhibiting such extreme consistency constitutes
only a small proportion, this filtering technique only removes a limited amount of data, leaving the
majority, where learning is most needed, in the training set, thus offering limited efficiency gains.
These limitations highlight the need for a more efficient and comprehensive data selection strategy
that can effectively prioritize learning opportunities across a broader range of data.

To address the limitations of current RL data selection, we draw inspiration from ZPD theory [15].
ZPD posits that optimal learning occurs when a learner engages with tasks challenging but achievable
with guidance, rather than tasks that are either trivial or insurmountable. Applied to LLMs and
RL fine-tuning, we hypothesize that the most informative training samples for RL are those within
the model’s current ZPD – tasks it has not yet fully mastered but where it shows potential for
improvement. These correspond to what we term “fuzzy data”, where the model’s understanding or
execution is incomplete or uncertain. To empirically investigate the relevance of the ZPD concept
in LLM RL, we initially measure data difficulty using the accuracy observed across multiple model
samplings. Our findings reveal a non-monotonic relationship between estimated data difficulty and
learning effectiveness: training on overly simple data yields diminishing returns, while attempting
tasks that are too complex can lead to training instability and suboptimal performance. Optimal
learning occurs on data of intermediate difficulty.

While our preliminary study used multi-sampling accuracy (derived from average reward) as a
difficulty proxy, this approach faces significant drawbacks. The high computational cost and the
discreteness of rule-based reward signals result in a coarse granularity for data difficulty assessment,
which hinders its effective practical application. To overcome these, we propose a novel, efficient
uncertainty evaluation method that directly estimates the model’s confidence in predicting the
correct tokens in a single forward pass. This approach offers a significant computational advantage,
achieving up to 185x speedup compared to multi-sampling-based methods. Critically, this direct
confidence score provides a more precise and fine-grained signal of the model’s comprehension and
potential for learning on a given sample, enabling a more accurate identification of the “fuzzy data”
region. Leveraging this efficient uncertainty evaluation, we introduce the UFO-RL (Uncertainty-
Focused Optimization for Efficient Reinforcement Learning Data Selection) framework, designed to
proactively select training samples from the model’s dynamic ZPD, thereby significantly optimizing
the efficiency and effectiveness of the RL fine-tuning process.

We conducted extensive empirical validation across multiple mathematical reasoning benchmarks and
diverse LLM architectures of varying scales. Our results demonstrate the remarkable efficiency of
UFO-RL: by judiciously selecting merely 10% of the available data, UFO-RL requires less than 1/16
of the computational resources needed for full-data training, yet achieves performance comparable
to, and often exceeding, the full-data baseline. Furthermore, UFO-RL exhibits enhanced training
stability and improved generalization capabilities to unseen problems.

The main contributions of this work are summarized as follows:

• We introduce a novel principle for efficient RL fine-tuning data selection for LLMs, grounded
in cognitive ZPD theory, advocating focus on data exhibiting intermediate model uncertainty.
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• We propose UFO-RL, a lightweight and scalable framework that implements this principle,
leveraging a novel, efficient single-pass uncertainty evaluation method to drastically reduce
computational overhead compared to multi-sampling alternatives.

• We provide extensive empirical evidence, demonstrating state-of-the-art training efficiency
across multiple benchmarks and LLM architectures: matching or surpassing full-data
performance using only 10% data and less than 1/16 computational resources, coupled with
improved training stability and generalization.

2 Related Work

RL-based Post-training for LLMs RL has become a key technique for fine-tuning LLMs, particu-
larly on complex tasks such as mathematical reasoning [18, 4, 17]. Standard RL algorithms, including
policy gradient methods like PPO [14], are computationally intensive primarily because they require
multiple samples per instance to estimate gradients accurately and reduce variance. Methods like
GRPO [16] improve training efficiency by leveraging group-relative policy optimization. Building on
this, DAPO [23] further enhances efficiency by filtering out samples that are consistently answered
correctly or incorrectly across multiple samplings. However, despite these improvements, DAPO
still depends on computationally expensive multi-sampling to identify such samples, which limits
scalability. In contrast, our approach tackles this fundamental bottleneck by introducing a novel
single-pass uncertainty estimation method that efficiently evaluates data without requiring repeated
sampling, thereby significantly reducing computational overhead during data selection.

Data-Driven “Less is More” Beyond algorithmic optimization, data has emerged as a pivotal
factor in acquiring and enhancing LLM capabilities [25, 24]. The “less is more” principle highlights
that carefully selecting high-quality data can substantially improve training efficiency[19, 22, 26]. For
instance, in the Supervised Fine-Tuning (SFT) stage, empirical evidence shows that using small, high-
quality datasets [27, 22] can effectively enhance model performance, even surpassing fine-tuning on
massive amounts of ordinary data, thereby achieving a significant leap in LLM capabilities. Notably,
such high-quality data often correspond to complex samples, and prioritizing these challenging
examples can boost reasoning abilities [20, 12].

However, identifying and leveraging “high-quality data” within the context of RL poses unique
and significant challenges. While methods like LIMR [10] attempt data selection by focusing on
samples with intermediate rewards or performance metrics—conceptually aligned with identifying
challenging-but-achievable samples (similar to the Zone of Proximal Development, ZPD)—these
approaches share a critical limitation: the computational cost of evaluating data remains prohibitively
high. This is because estimating the value or informativeness of an instance in RL typically requires
expensive multi-step interactions or rollouts to observe outcomes and compute rewards or performance
signals. The resulting overhead makes it difficult to efficiently apply data selection strategies in
large-scale RL processes and can offset or even undermine the efficiency gains brought about by data
selection.

To overcome this challenge, our UFO-RL framework addresses this challenge with an efficient
single-pass uncertainty estimation for data evaluation. This approach enables us to efficiently select
informative samples (i.e., fuzzy data) in a scalable manner, completely avoiding the prohibitive
computational cost of traditional methods.

3 Fuzzy data is beneficial for the learning process in RL.

This section presents a preliminary study that uses sampling accuracy as a quantifiable proxy for
model uncertainty to investigate its relationship with RL learning outcomes, thereby motivating our
uncertainty-aware approach.

3.1 Definition of Sampling Accuracy

Comparing with the ground-truth answer, a common and objective reward signal in RL for mathemat-
ical problems, allows us to gauge model consistency and infer the difficulty of individual data points
by assessing answer accuracy across multiple generations.
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Consider a dataset of M examples, denoted as {x1, . . . , xM}. To define the sampling accuracy pi
for each example xi, we generate N = 16 independent answers using a fixed LLM. Let a(j)i be the
j-th generated answer for xi, and yi be the ground-truth answer. The sampling accuracy pi is then
calculated as:

pi =
1

N

N∑
j=1

R
(
a
(j)
i , yi

)
,

where R(·) is the binary reward function (1 for correct, 0 otherwise). Intuitively, a lower pi indicates
lower confidence in the model’s responses for example xi, suggesting that example xi is more difficult
for the model. Conversely, a higher pi suggests higher confidence in the model’s answers, suggesting
that example xi is simpler for the model.

3.2 Experimental Setup

To empirically investigate the relationship between data difficulty and model learning efficiency, we
conducted experiments using the GSM8K dataset [1] with several LLMs: four Qwen2.5 variants
(0.5B, 1.5B, 3B, 7B) [21], Llama3.1-8B-Instruct [3], and Mistral-7B-Instruct [7]. The experimental
procedure is as follows:

First, for each model, we computed the sampling accuracy pi for all examples in the GSM8K training
set by performing N = 16 independent inference passes. During this process, the temperature was set
to 1. pi thus serves as our preliminary proxy for model consistency and inferred example difficulty.

Next, to analyze how this proxy relates to learning, we sorted all training examples based on their
computed pi values and partitioned them into K = 10 equally-sized bins G0, . . . ,G9. Each bin
contains one-tenth of the total number of examples in the dataset. These bins are ordered by sampling
accuracy from lowest to highest: Bin G0 contains the 10% of examples with the lowest accuracy
(corresponding to the highest inferred difficulty), Bin G9 contains the 10% of examples with the
highest accuracy (corresponding to the lowest inferred difficulty), while Bins G1 through G8 contain
examples corresponding to the intermediate deciles.

Finally, using the Open-R1 RL fine-tuning framework [2], we conducted separate training runs using
only data sampled from each respective bin (Gk) to observe the learning efficiency achieved by
training on data of different difficulty levels.

3.3 Results and Analysis

Figure 1 presents the learning effectiveness when training on data subsets corresponding to each
sampling accuracy bin. The experiment demonstrates a clear non-monotonic relationship between
inferred example difficulty (as proxied by sampling accuracy) and learning outcomes. Performance is
generally lowest when training on the easiest data (highest accuracy bins), improves significantly
when training on data of intermediate difficulty, and then declines again when training on the hardest
data (lowest accuracy bins). This strongly supports the hypothesis that data points within the model’s
ZPD provide the most effective learning signal during RL fine-tuning. Intermediate sampling accuracy
serves as a preliminary proxy for this optimal difficulty level.Analysis across models of varying scales
further suggests that the optimal difficulty level for learning can be model-dependent, with larger
models showing more robustness when trained on harder examples compared to smaller models.

Table 1: Distribution of Multiple Sampling Accuracy on the GSM8K Training Set for the Qwen2.5
family (0.5B, 1.5B, 3B, 7B), Llama3.1-8B-Instruct, and Mistral-7B-Instruct.

Acc(%) Qwen2.5-0.5B Qwen2.5-1.5B Qwen2.5-3B Qwen2.5-7B Llama3.1 Mistral

0 15.91 4.82 2.46 1.36 0.90 20.02
[0, 15) 37.31 15.83 8.26 3.21 2.40 34.20

(85, 100] 4.83 5.34 12.40 75.71 53.74 14.36
100 0.73 0.47 1.99 49.07 21.53 3.12
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Figure 1: Impact of Sampling Accuracy-Based Data Subset Training on Model Learning Efficiency.
Evaluation across Qwen2.5 (0.5B-7B), Llama3.1-8B, and Mistral 7B. GSM8K training data was
divided into 10 bins by accuracy. Lines represent RL performance from exclusive training on each
bin (lowest to highest accuracy), showing the relationship between inferred difficulty and learning
efficiency.

A more detailed analysis of the distribution of multiple sampling accuracies for various models on
the GSM8K dataset, as presented in Table 1, reveals important insights into the models’ current
capabilities on these problems. A considerable fraction of examples for many models is concentrated
in the extreme accuracy bins (0% or 100%). For instance, a 0% accuracy rate (e.g., 20.02% for
Mistral 7B) indicates instances that are consistently challenging or currently insurmountable for
the model, reflecting a current failure mode. Conversely, a 100% accuracy rate (e.g., 49.07% for
Qwen2.5-7B) suggests instances the model has mastered, indicating robust initial competence. This
distribution of sampling accuracies, clearly correlating with the model’s demonstrated ability to solve
problems (from consistently failing to consistently succeeding), reinforces sampling accuracy as a
suitable and intuitive proxy for data difficulty relative to the model’s current state.

Understanding this difficulty profile is crucial. As suggested by the non-monotonic relationship
observed in Figure 1, optimal learning is likely to occur on data of intermediate difficulty – those
instances falling between these extremes. Consequently, focusing training efforts on data within this
’fuzzy’ middle ground, where the model shows partial understanding but not mastery, is essential for
efficient RL fine-tuning, underscoring the necessity of judicious data selection strategies.

4 Uncertainty-Focused Optimization for Efficient RL Data Selection

While sampling-based methods are effective in assessing data uncertainty, their prohibitive cost
and coarse granularity limit their applicability in large-scale RL training. To address this, and to
improve the efficiency and stability of RL for LLMs, we propose UFO-RL, a novel framework
for strategic training data selection based on model uncertainty. This section first introduces our
confidence estimation method, then validates its consistency with sampling-based metrics, analyzes
its computational efficiency, and finally describes its application in uncertainty-driven data filtering.

4.1 Confidence Estimation via Average Log-Softmax

Although multi-sample accuracy provides a direct approach to estimating sample difficulty, it is
computationally expensive and discrete, making it impractical for scaling RL training. To address
this limitation, we propose an efficient confidence estimation technique based on token-level logit
statistics obtained from a single forward pass.
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Given an input xi, we generate a complete answer sequence {y1, y2, . . . , yT } using a decoder-only
language model and record the conditional probability P (yt | xi, y<t) at each decoding step. We
define the confidence score for xi as the average log-probability across all output tokens:

Conf(xi) =
1

T

T∑
t=1

logP (yt | xi, y<t).

This confidence metric offers several practical advantages. First, it requires only a single forward
pass, avoiding repeated inference. Second, it is fully parallelizable across batches and examples,
making it highly scalable. Third, as demonstrated in section 4.2, it demonstrates a strong correlation
with sampling accuracy. Furthermore, unlike reward functions, this approach provides a continuous
uncertainty signal. This signal is lightweight and computationally inexpensive. Crucially, it is distinct
from typical reward values; it is domain-agnostic yet model-specific, enabling its application across
various reasoning tasks.

4.2 Comparison with Confidence and Sampling Accuracy

Table 2: Similarity Analysis of Multi-Sample Accuracy and Confidence Scores across the Qwen2.5
Family (0.5B, 1.5B, 3B, 7B), Llama-3.1-8B-Instruct, and Mistral-7B-Instruct-v0.3

Model Qwen2.5-0.5B Qwen2.5-1.5B Qwen2.5-3B Qwen2.5-7B Llama3.1 Mistral

Similarity 0.68 0.78 0.83 0.86 0.82 0.80

To validate that our confidence measure can serve as a useful and efficient proxy for estimating
example difficulty, we conducted experiments to assess its consistency with sampling accuracy. As
shown in Table 2, the confidence scores and multi-sample accuracy calculated for different models
on the GSM8K training set exhibit high consistency, demonstrating strong alignment in ranking
examples by inferred difficulty.

Table 3: Comparison of Qwen2.5-7B training performance using the easiest data deciles determined
by multi-sample accuracy versus confidence.

Method 10% Easiest 10%-20% Easiest 20%-30% Easiest 30%-40% Easiest

Accuracy 90.37 89.92 90.51 89.87
Confidence 71.09 88.01 91.28 91.50

Furthermore, the discrete nature of accuracy and rule-based rewards limits their granularity for
nuanced data selection. As illustrated in Table 1, a substantial portion of data for models like
Qwen2.5-7B (49%) yields 100% accuracy even with multiple samples, making finer distinction based
on accuracy impossible. Table 3 compares the learning performance when training on successive
deciles of the ‘easiest’ data (lowest inferred difficulty), as identified separately by sampling accuracy
and confidence. Accuracy-based selection shows minimal performance differentiation across these
bins, whereas the confidence-based method reveals clear performance variations, indicating its
superior ability to segment data difficulty within seemingly ‘easy’ ranges.

Computational efficiency is paramount for scaling RL to large models and datasets. Table 4 presents
the computational cost comparison for evaluating difficulty across models using single-pass con-
fidence vs. multi-sample accuracy (16 samples per instance, accelerated with VLLM [8]) on the
GSM8K dataset. As shown, confidence estimation achieves a speedup of up to 185× compared to
multi-sample accuracy under equivalent resource conditions. This dramatic difference highlights its
advantage as a practical evaluation metric, making confidence-based evaluation highly suitable for
large-scale data filtering and dynamic data selection within RL training loops.

4.3 Confidence-Based Data Filtering

Drawing upon ZPD, we posit that the most informative samples reside within an intermediate
difficulty spectrum that is contingent upon the model’s current capabilities. To delineate this ZPD, a
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Table 4: Computational Efficiency Comparison between Multi-Sample Accuracy and Confidence
Estimation on a Single A100 GPU for Qwen2.5 family, Llama-3.1-8B-Instruct, and Mistral-7B-
Instruct-v0.3. Our method achieves up to 185× speedup over accuracy-based methods.

Method Model Time SpeedUp Model Time SpeedUp

Accuracy Qwen2.5-0.5B 3337s ×185 Qwen2.5-1.5B 3712s ×82Confidence 18s 45s

Accuracy Qwen2.5-3B 4186s ×47 Qwen2.5-7B 6827s ×39Confidence 89s 175s

Accuracy Llama3.1-8B 11426s ×61 Mistral 7B 8335s ×57Confidence 186s 146s

metric capable of fine-grained differentiation is necessary. To this end, we leverage the continuous
nature of the confidence score Conf(xi) and define a derived score:

si = exp(Conf(xi))

, where si ∈ (0, 1). This score can be interpreted as the geometric mean of the token probabilities,
serving as a continuous measure of the model’s certainty regarding the sample. Higher values indicate
greater confidence, while lower values signify increased difficulty.

For each sample in the dataset, we compute a “fuzziness score” to evaluate its suitability for training.
This score is formally defined as: Score(si) = 1−(si − µ)2, where µ represents the mean confidence
score of the candidate dataset. This function is designed to assign higher scores to samples whose
confidence si is close to the mean confidence µ, reflecting the moderate uncertainty characteristic of
samples within the ZPD.

Ultimately, the top 10% of samples, as ranked by this “fuzziness score”, are selected from the
candidate dataset to constitute the training data for RL.

5 Experiments and Analyses

To evaluate the effectiveness and efficiency of uncertainty-driven sample selection in RL, we con-
ducted a comprehensive empirical study across multiple language models and benchmark datasets.
This section provides a detailed description of the experimental setup, training details, core perfor-
mance findings, and computational cost analysis.

5.1 Training Setup

Our experiments utilized several models ranging from 0.5B to 8B parameters. Data selection was
conducted on the commonly used RL datasets GSM8K [1] and DAPO-MATH-17K [23]. Training
was performed using the open-source GRPO framework from open-r1. Details regarding models,
datasets, training environment, and hyperparameters are provided in Appendices A.3, A.4, and A.5.

For comparison, we conducted experiments evaluating several distinct data selection strategies for
RL fine-tuning. These strategies aimed to assess the impact of different data subsets on model
performance and training efficiency. We included the Full Data strategy, training using the entire
available training dataset as the standard performance and efficiency baseline. We also evaluated
training on a 10% subset of examples exhibiting the highest confidence scores, termed High Conf,
representing focus on data the model already finds ’easy’. Conversely, we assessed training on a
10% subset with the lowest confidence scores, termed Low Conf, representing focus on data the
model finds ’hard’ or is highly uncertain about. As a baseline for data reduction without targeted
selection, we used Random sampling, training on a 10% uniformly random subset. Furthermore, we
included AccFilter, training on data remaining after filtering out examples with extreme multi-sample
accuracy (precisely 0% or 100%) to explore excluding consistently failed or mastered data. Finally,
we evaluated UFOOurs, our proposed method, which trains on a 10% subset specifically selected
based on intermediate uncertainty using our efficient confidence approach, consistent with the Zone of
Proximal Development (ZPD) principle. To ensure robustness, the results for the Random sampling
strategy were averaged over 5 independent runs.
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Table 5: Performance of Different Data Selection Strategies. Performance is measured by accuracy
(%). Results are reported separately for models trained on the GSM8K and DAPO-MATH-17K
datasets. We evaluated several strategies: Full Data (baseline), High Conf, Low Conf, Random,
AccFilter, and UFOOurs.

Model Dataset Full Data High Conf Low Conf Random AccFilter UFOOurs

Trained on GSM8K

Qwen2.5-0.5B
GSM8K 52.66 45.67 41.57 41.96 50.61 46.27
Math500 30.80 30.40 28.20 29.64 30.40 30.60
MMLU 42.06 41.90 41.93 41.97 41.94 42.14

Qwen2.5-1.5B
GSM8K 76.78 73.22 74.12 74.83 76.48 76.63
Math500 53.00 54.00 54.00 54.40 55.20 55.40
MMLU 57.86 58.06 58.20 58.14 58.01 58.32

Qwen2.5-3B
GSM8K 83.33 62.67 82.17 82.25 83.61 84.37
Math500 66.20 65.00 64.40 65.84 65.40 67.40
MMLU 64.56 64.51 64.61 64.55 64.89 64.65

Qwen2.5-7B
GSM8K 91.88 71.09 91.20 90.93 91.35 92.03
Math500 75.00 74.40 75.60 75.64 76.20 76.40
MMLU 69.64 69.25 69.44 69.14 69.26 69.43

LLaMA3.1-8B
GSM8K 88.62 86.05 87.55 87.29 88.01 88.30
Math500 51.00 50.80 52.00 53.14 52.00 55.00
MMLU 62.63 59.34 61.65 60.05 59.12 61.67

Mistral-7B
GSM8K 53.87 51.74 47.95 52.81 55.46 56.67
Math500 11.60 13.40 12.00 13.14 13.80 14.20
MMLU 58.46 59.38 59.44 59.61 58.96 59.66

Model Dataset Full Data High Conf Low Conf Random AccFilter UFOOurs

Trained on DAPO-MATH-17K

Qwen2.5-0.5B
GSM8K 12.44 40.82 17.06 35.71 14.26 41.43
Math500 29.40 30.02 28.60 29.80 29.20 33.40
MMLU 42.28 42.17 42.17 42.19 42.27 42.18

Qwen2.5-1.5B
GSM8K 55.01 55.84 47.95 49.27 55.39 55.87
Math500 54.20 53.60 52.00 52.94 54.60 54.80
MMLU 58.28 58.30 58.11 58.22 58.46 58.17

Qwen2.5-3B
GSM8K 60.69 60.55 50.70 61.81 60.77 65.70
Math500 63.60 66.00 65.80 66.24 67.60 68.20
MMLU 64.83 64.63 64.57 64.62 64.57 64.55

Qwen2.5-7B
GSM8K 92.03 84.75 81.34 87.43 88.09 91.16
Math500 75.80 76.40 77.20 75.46 75.60 77.40
MMLU 70.33 68.88 68.88 69.17 68.91 69.69

LLaMA3.1-8B
GSM8K 86.56 59.41 86.12 82.67 86.12 86.20
Math500 45.80 47.40 49.80 49.40 51.80 52.40
MMLU 61.47 60.30 60.64 63.06 60.78 59.59

Mistral-7B
GSM8K 44.40 49.54 48.72 47.60 49.62 50.38
Math500 10.60 12.40 11.80 12.38 11.60 14.80
MMLU 58.71 59.78 58.95 59.28 59.30 59.11

5.2 Main Results: Performance Evaluation

In Table 5, we conducted two main sets of experiments based on the training dataset. When trained
on GSM8K, our UFO strategy demonstrates robust performance across various task domains:

• On the in-domain GSM8K test set, UFO consistently achieves results comparable to or
slightly exceeding full-data fine-tuning across all evaluated model scales.

• On the near-domain Math500 benchmark, UFO generally outperforms full-data RL, indi-
cating enhanced generalization to more challenging mathematical reasoning.
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• On the out-of-domain MMLU benchmark, performance variations across different data
selection strategies are relatively marginal, suggesting a limited impact of domain-specific
RL on general language understanding, irrespective of the selection mechanism.

Analysis of the baseline strategies reveals patterns consistent with our central hypothesis. On the
one hand, training exclusively on high-confidence samples, compared to training on a random
subset, frequently leads to performance stagnation or even degradation, particularly pronounced for
larger models, likely due to overfitting on overly simplistic instances that offer diminished learning
signals. On the other hand, training on low-confidence samples tends to destabilize the optimization
process, especially evident in models with lower capacity. In contrast to these detrimental extremes,
strategies like random sampling and AccFilter show improved performance. Specifically, the AccFilter
method (which trains on data after removing examples with 0% or 100% multi-sample accuracy)
demonstrates that excluding these extreme examples is an effective approach to improve RL efficiency.
However, while random sampling and AccFilter strategies generally outperform training on extreme
confidence subsets, they mostly underperform our UFO approach, which specifically targets the
intermediate uncertainty range. Therefore, this underscores the efficacy of targeted data selection
over indiscriminate sampling.

To further substantiate the generalizability of our proposed methodology, we replicated our experi-
mental protocol on the more challenging and diverse DAPO-MATH-17K dataset, which presents a
higher degree of complexity compared to the elementary-level mathematics of GSM8K. The results
obtained on DAPO-MATH-17K mirrored the trends observed on GSM8K, providing additional
empirical validation for our central thesis. Notably, on the challenging DAPO-MATH-17K dataset,
which can potentially cause catastrophic effects for smaller models (as mentioned in [9]), our method
demonstrates resilience and avoids such drastic performance drops seen with less targeted selection
or on smaller data subsets in some cases, further highlighting the benefits of focusing training on
informative data.

5.3 Computational Cost Analysis

Beyond performance benefits, a key advantage of UFO-RL lies in its efficiency. Prior work [13, 4] has
demonstrated that the computational cost per instance tends to increase significantly as RL progresses,
primarily because the inference length, especially with multi-sampling, grows considerably during
training. Our method leverages effective data selection to achieve significant performance with only
10% of the data, which leads to a drastic reduction in the overall computational cost of RL fine-tuning.
As detailed in Table 6, our method achieves a speedup of up to 16× compared to RL on the full
dataset. This substantial speedup is a direct result of processing significantly fewer training instances
in the RL loop, thereby mitigating the amplified cost associated with the longer inference sequences
in later training stages.

Table 6: RL Fine-tuning Time Comparison: UFO (10% Mid Confidence Data) vs. Full Data (in
seconds, on an 8 x A100 GPU server).

Method Model Time (s) Speedup Method Time (s) Speedup
UFO Qwen2.5-0.5B 140 ×13 Qwen2.5-1.5B 407 ×14Full Data 1815 5694
UFO Qwen2.5-3B 739 ×14 Qwen2.5-7B 1154 ×11Full Data 10224 12959
UFO Llama3.1-8B 1219 ×12 Mistral 7B 1454 ×16Full Data 14040 22955

6 Conclusion

In conclusion, this work introduces UFO-RL, a novel and efficient framework for RL fine-tuning
of LLMs, inspired by the ZPD theory. By employing a computationally lightweight single-pass
uncertainty estimation method, UFO-RL efficiently identifies and prioritizes training samples within
the model’s “fuzzy data” regime, where it exhibits the most significant potential for learning. Our
comprehensive empirical evaluation across diverse mathematical reasoning benchmarks and various
LLM architectures demonstrates the remarkable efficiency and effectiveness of UFO-RL. Specifically,

9



we demonstrate that UFO-RL achieves performance comparable to, and often exceeding, full-
data training by training on only 10% of the data. This targeted selection results in a drastic
reduction in computational cost, requiring less than 1/16 of the resources needed for full-data
training. Furthermore, our findings indicate that UFO-RL enhances training stability and improves
generalization to unseen instances. These results strongly suggest that focusing RL fine-tuning on
samples within the model’s estimated ZPD offers a promising avenue for significantly improving the
efficiency and efficacy of training LLMs for complex reasoning tasks.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: This paper introduces an uncertainty-focused optimization approach within
the abstract and introduction. Furthermore, we propose Efficient RL Data Selection. The
introduction concludes by outlining the key contributions of this work.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The Limitations section is presented in Appendix A.1.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: This study proposes a hypothesis based on cognitive theory (e.g., ZPD) that
models learn most effectively on data with intermediate uncertainty. To implement this
principle, we propose an efficient metric based on single-pass confidence to measure data
difficulty and model uncertainty, and through experiments (Table 2, Table 4) we validate
the consistency of this metric with multi-sample accuracy (as a difficulty proxy) and its
significant computational efficiency, demonstrating its effectiveness as a difficulty proxy.
Based on this metric, we propose the UFO-RL method for data selection, and through
extensive experiments (Table 5, Table 6) demonstrate the effectiveness of this method in
improving RL fine-tuning efficiency and performance.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes] ,

Justification:Appendix A.3, Appendix A.4, and Appendix A.5 provide detailed descriptions
of key information for reproducing our results, ensuring the reproducibility of the paper’s
findings. We have also provided the code.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
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the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have submitted code and data sufficient for reproduction. We utilized
publicly available datasets, which are detailed in Appendix A.4.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes] ,

Justification: Appendix A.3, Appendix A.4, and Appendix A.5 provide detailed descriptions
of key information for reproducing our results, ensuring the reproducibility of the paper’s
findings

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: As shown in Figure 1, we have plotted the corresponding confidence intervals.
For the experiments presented in Table 5, the random baseline was independently run 5
times, and we report the average value.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Our hardware setup is described in Appendix A.5. Additionally, we discuss
the time overhead of our method in Table 4 and Table 6.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: All our research utilizes publicly available datasets, adhering to the NeurIPS
Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
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10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Justification: Answer: [Yes]
Justification: We discuss the broader impacts of this research work in Appendix A.2, includ-
ing positive societal impacts (such as computational efficiency gains, environmental benefits,
increased research accessibility) and potential negative impacts (such as lowering the bar-
rier to malicious use), considering the specific context of our work domain (mathematical
reasoning).
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our research does not involve releasing new data or models, and therefore
does not pose such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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Answer: [Yes]

Justification: The data, models, and code used in this paper are all fully open-source, and
appropriate citations have been provided.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The provided code for this work includes complete documentation.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: Our work investigates the rapid learning capabilities of LLMs in RL. Appendix
A.5 providess detailed information on the key hyperparameter settings for the LLMs used
during our training and evaluation phases.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Technical Appendices and Supplementary Material

A.1 Limitations

Although the UFO-RL method proposed in this paper has been effectively validated across multiple
models and datasets, due to the substantial computational overhead of RL, our experiments were
limited to smaller-scale language models (up to 8B parameters) and relatively small training datasets
(up to 17K examples). The computational and training costs of RL significantly increase when
scaling up to larger models (e.g., those with more than 8B parameters) and larger datasets (e.g., those
containing millions or tens of millions of samples). As a result, experiments on these larger-scale
models and datasets were not conducted in this work. Therefore, the experimental results presented
in this paper do not cover the scenario of large-scale models and datasets, which remains an open
challenge.

A.2 Broader Impacts

The UFO-RL method significantly reduces the computational resources required for RL-based fine-
tuning of LLMs by improving data selection efficiency and reducing costly multi-sampling. This
leads to faster training times and a substantial reduction in energy consumption, aligning with the
principles of Green AI and promoting more sustainable AI development. It lowers financial and
environmental costs, enhancing the accessibility of cutting-edge AI research for institutions with
limited resources.

Potential Negative Impacts: While UFO-RL offers significant efficiency advantages, we also con-
sidered potential negative societal impacts. A primary risk is that increasing the efficiency of LLM
fine-tuning could lower the cost and technical barrier for malicious actors to fine-tune existing base
models for harmful purposes (e.g., generating misinformation, toxic content), if these base models
themselves pose such risks. Nevertheless, our work primarily focuses on data selection in the domain
of mathematical reasoning, where the direct negative societal impact is typically less severe than in
general text generation. Furthermore, our method focuses on optimizing the learning process and
does not inherently introduce new harmful capabilities.

A.3 Model Details

For our experiments, we selected a range of prevalent language models to evaluate. Specifically, we
utilized models from the Qwen2.5 family (0.5B, 1.5B, 3B, 7B) [21]. The Qwen series is commonly
employed in various RL training contexts. [2, 13] Additionally, we included Llama3.1-8B-instruct,
a widely recognized model known for its strong capabilities across many tasks, and Mistral-7B-
Instructv0.3, a more established architecture which has shown relatively average performance on
some mathematical benchmarks. The selection covers models with varying parameter counts and
architectural characteristics to assess performance broadly.

A.4 Dataset Details

Our experiments utilized specific datasets for both training and evaluation. For training, we primarily
used the training split of GSM8K [1], a widely adopted dataset for enhancing models’ mathematical
abilities through RL, which comprises relatively simple elementary school-level math problems. We
complemented this with DAPO-MATH-17K[23], a more recent dataset focused on RL for math,
featuring a broader range of problem types and generally considered more difficult.

For evaluation, we assessed models on the GSM8K test set, which contains elementary math problems.
To gauge performance on more complex mathematical and quantitative reasoning tasks, we included
Math500[11]. Furthermore, MMLU [5]was used as a general-domain text understanding benchmark
to evaluate the models’ overall capabilities and generalization ability beyond mathematical tasks.

A.5 Training and Evaluation Details

During the training phase, all experiments were conducted using the open-r1 framework, executed
on a computing cluster equipped with 8 NVIDIA A100 GPUs.Key parameters included a learning
rate of 1e-6.Training acceleration was achieved through the use of DeepSpeed Zero-2 optimization
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technology. During the training process, seven responses were generated for each problem, with
response generation accelerated using vLLM.

In the model evaluation phase, all our experiments employed a zero-shot evaluation method. To
ensure fairness, the temperature was set to 0. Additionally, we utilized vLLM to accelerate inference,
thereby improving efficiency.
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