
Mixture of Detectors: A Compact View of Machine-Generated Content
Detection

Anonymous ACL submission

Abstract
Large Language Models (LLMs) are gearing001
up to surpass human creativity. The veracity002
of the statement needs careful consideration.003
Numerous LLMs entered the market in suc-004
cession, each better than the last. In light of005
recent developments in LLMs market,such as006
reasoning and agent-based architecture models,007
LLMs have significantly uplifted the opinion of008
LLMs in human minds. In these developments,009
critical questions arise regarding the authen-010
ticity of human work and the preservation of011
their creativity and innovative abilities. This012
paper investigates such issues. This paper ad-013
dresses machine-generated content across sev-014
eral scenarios, including document-level bi-015
nary and multiclass classification, sentence-016
level segmentation to differentiate between hu-017
man and machine-generated text, and a sur-018
vey of adversarial attacks aimed at reducing019
the detectability of machine-generated content.020
We introduce a new work called BMAS En-021
glish: an English language dataset for Binary022
classification of human and machine text, for023
Multiclass-classification, which not only iden-024
tifies machine-generated text but can also try025
to determine its generator, and Adversarial at-026
tack addressing where it is a common act for027
the mitigation of detection, and Sentence-level028
segmentation, for predicting the boundaries be-029
tween human and machine-generated text. We030
believe that this paper will address previous031
work done in machine-generated text detec-032
tion (MGTD) in a more meaningful way. All033
source codes and datasets can be seen in our034
GitHub repository1.035

1 Introduction036

The emergence of Large Language Models (LLMs),037

including ChatGPT 2, Grok3, and Deepseek4, rep-038

1https://github.com/saitejalekkala33/
E-BMAS-A-mixture-of-AI-Detectors.git

2https://chatgpt.com/
3https://grok.com/
4https://www.deepseek.com/

resents a paradigm shift in automated text gen- 039

eration. These advanced models produce highly 040

coherent and human-like textual content, demon- 041

strating remarkable linguistic capabilities. Due 042

to their increasing accessibility and widespread 043

adoption, LLMs have significantly enhanced pro- 044

ductivity across diverse domains, such as journal- 045

ism, social media, education, and academic writing. 046

However, their rapid proliferation also raises crit- 047

ical concerns regarding potential misuse, posing 048

unprecedented ethical and societal challenges. 049

Seeing the latest evolutions in LLMs are way 050

more than human expectations, and this change 051

started from the work, “Attention Is All You Need” 052

by introducing the work of Transformers (Vaswani 053

et al., 2017). As of 2025, this led till Generative Pre- 054

trained Transformers (GPT), Reinforcement Learn- 055

ing from Human Feedback, a Mixture of Experts, 056

Reasoning, Agents, and to Hybrid reasoning, and 057

way more great things to make some of the models 058

open-source. Examples of the above architectures 059

are, from GPT-1 to GPT-4.5, including o-series, 060

Deepseek-v3, R1 (Guo et al., 2025), Sparrow, and 061

Anthropic’s Claude Sonnet 3.5, 3.7, and the model 062

claiming the World’s smartest AI, Grok 3 from Ex- 063

plainable AI (X-AI), and many more. As these 064

models become way more intelligent than humans, 065

and we humans do explicitly use them without any 066

hesitation, such that work authenticity will be lost. 067

It can’t be said that the human or the AI model does 068

a particular work; here, work implies a PowerPoint 069

or an idea proposal. 070

So, we try to address the problem in three dif- 071

ferent ways, as said in the Abstract above, which 072

also can be seen in the Figure 1, and constructed 073

three different sets of datasets and trained several 074

set of models for comparison, experimentation, and 075

benchmark purposes. Which are: 076

1) Binary and Multiclass Classification: As 077

for now, solely focused on the English text data 078

as it is primarily used by most of the countries 079
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Figure 1: All Experiments for the Classification, Segmentation, and Adversarial Attacks addressing.

worldwide. This English corpus contains human080

text and machine text by the current well-known081

LLMs and most prominent domains. And such082

that this dataset can be used in two ways as, a) a083

Binary classification task between the human and084

LLM, and b) a Multiclass classification task where085

the model will be able to tell whether the text is086

human-written or LLM-generated, and such that087

by which LLM the text is generated.088

2) Addressing Adversarial Attacks: By most089

of the detectors like GPT, Quillbot, etc., the given090

machine text can be given as human text by incor-091

porating some adversaries to the text like synonym092

substitution, homoglyph attacks, misspelling, char-093

acter insertion or deletion, and paraphrasing. So,094

now we introduce a dataset for this kind of problem,095

taking 5 kinds of adversarial attacks which are used096

by most of people for the mitigation of detection.097

3) Mixed Text Data: The above two tasks ad-098

dress the problem at the document level, and what099

about the case when the text contains a mixed text,100

like text with human and machine parts boundary-101

wise separation. So, we constructed a dataset that102

contains three versions of mixed text: 1) First Hu-103

man written and Machine continued, 2) Machine104

Initiated and human continued, and 3) Fully mixed105

text. Each version is given by the labels which106

are Human End Boundary, Machine End Bound-107

ary, and word index, where the text is interchanging108

from human-written to machine-generated and vice109

versa.110

OUR KEY CONTRIBUTIONS:
1. English-BMAS Datasets.
2. Vast Set of Experiments.
3. New HardMoE & SoftMoE Detectors.
4. New Implicit Adversarial Detection.
5. New Sentence Segmentation.

111

2 Related Work 112

Binary Detection The detection of Machine- 113

Generated Text (MGT) has predominantly been 114

framed as a binary classification task (Zellers et al., 115

2019; Gehrmann et al., 2019). Existing methodolo- 116

gies for MGT detection can be broadly classified 117

into supervised and unsupervised approaches. Su- 118

pervised methods (Wang et al., 2023b; Uchendu 119

et al., 2021) utilize labeled datasets to train dis- 120

criminative models for classification. In con- 121

trast, unsupervised techniques rely on intrinsic tex- 122

tual features such as perplexity, log-rank statistics 123

(Mitchell et al., 2023; Hans et al., 2024), or lever- 124

age watermarking schemes (Kirchenbauer et al., 125

2023; Zhao et al., 2023) to distinguish machine- 126

generated content. In this work, we primarily 127

focus on supervised detection approaches, given 128

their demonstrated effectiveness in leveraging anno- 129

tated data for improved classification performance. 130

(Wang et al., 2023b) evaluates several supervised 131

detectors, such as RoBERTa (Liu et al., 2019), 132

XLM-R (Conneau et al., 2019), a logistic regres- 133

sion classifier with Word2Vec features (Gehrmann 134

et al., 2019), models leveraging stylistic features 135

(Li et al., 2014), and classifiers using NELA fea- 136
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tures (Horne et al., 2019a). Similar analyses of137

supervised methods have been conducted in recent138

work (Guo et al., 2023; Xiong et al., 2024).139

Machine Generated Text Detection (MGTD) has140

been the work of many individuals who have been141

exploring this since the evolution of the LLMs.142

We are inspired by the works from papers M4143

(Wang et al., 2024a), MAGE (Li et al., 2023), and144

RAID (Dugan et al., 2024), as they created a wide145

and large corpus for this MGTD. M4 is Multilin-146

gual, MAGE has multidomain, and both M4 and147

MAGE have several LLMs data, and RAID with148

several types of Adversarial attacks. We explored149

these tasks by training from traditional Machine150

Learning (ML) classifiers to Neural Network Mod-151

els, and then Pretrained Transformer models, and152

their other methodologies, with them like the in-153

clusion of Linguistic feature layers to the Trans-154

former output layers, and addressing adversarial at-155

tacks, also a methodology from a shared task paper156

by (Lekkala et al., 2025). For the Sentence Seg-157

mentations, the works of SeqXGPT (Wang et al.,158

2023a), RoFT (Dugan et al., 2020), RoFT-ChatGPT159

(Kushnareva et al., 2023) and (Zeng et al., 2024).160

All the major works mentioned above has gone161

through several phases, like Multiclass for both162

generator and domain, and for multilingual, and163

adding as many attacks as possible. We are bound164

to make the dataset, by addressing all the possible165

ways in the MGTD.166

3 Data set descriptions167

3.1 BMAS Dataset168

We wanted to focus on the multi-domain texts, so169

we have included the human texts and AI texts from170

the 5 main domains that the humans are using in171

the current times, which are Reddit posts, News172

articles, Wikipedia text, Arxiv abstracts, and some173

basic Q&A. We have collected human texts from174

the major datasets and works that were previously175

done, which are MAGE and M4, for all the do-176

mains except for News Articles. For news articles,177

we have taken the XSUM dataset as it has a vast set178

of human-written articles. We define our dataset179

as simple, concise, robust, and easy to use. All the180

dataset statistics are given in the Tables 1, 2, 3. A181

complete description of how the data is being gen-182

erated is described in the Appendix A. The dataset183

can be downloaded from the Google Drive 5.184

5https://drive.google.com/drive/folders/
1tWqFkJJHfs2uFGU3O1_BoHo3QebKVbYx?usp=sharing

We want our dataset to be concise and wanted to 185

use by the students who are just entering the NLP 186

domain and into research. As creating a vast set of 187

data might require the computational power to run 188

their codes. And if the dataset is large, they may 189

wanted to stop or exit from this problem statement 190

and look for other simple and short ones for the 191

computation. As we experienced the effect of not 192

having better resources at the start. 193

4 Detectors 194

We are bound to do a wide variety of experiments 195

from the very start of the classification algorithms 196

to the current trends. Early classification methods 197

use Traditional Machine Learning models, and the 198

current trends use Transformer models. So, we con- 199

ducted experiments for binary classification, multi- 200

class classification in both non-adversarial and ad- 201

versarial attacks, and for the boundary detection 202

task we conducted experiments using CRF mod- 203

els, like adding CRF layers at last of the models 204

that have the iterative forms of various transform- 205

ers and between neural networks. Besides these 206

experiments, we introduce a novel method for clas- 207

sification and boundary prediction, the latest well- 208

established architecture that consumes less compu- 209

tation and shaked all the Nvidia stocks, Deepseek- 210

v3 671b parameter model Architecture Mixture-of- 211

Experts (MoE) for our experiments. 212

4.1 Experimental Setup 213

We conducted all our experiments on Amazon Web 214

Services (AWS) Cloud server, Amazon Elastic Com- 215

pute Cloud (EC2) instance. In the EC2 instance, 216

we initiated an instance for Accelerated Comput- 217

ing. The specifications are g6e.xlarge instance, 218

which provides 3rd generation AMD EPYC pro- 219

cessors (AMD EPYC 7R13), with a NVIDIA L40S 220

Tensor Core GPU with 48 GB GPU memory, 221

and 4x vCPU with 32 GiB memory and a network 222

bandwidth of 20GBps, and our OS type is Ubuntu 223

Server 24.04 LTS (HVM), EBS General Purpose 224

(SSD) Volume Type. 225

4.2 Data Preprocessing 226

When we gone through our dataset, we came across 227

a few things like multiple new lines in both human 228

texts and AI texts. More specifically, in human 229

texts are symbols like, exclamatory marks, question 230

marks more than usual. So, we have cleaned the 231

text with the most basic steps. These preprocessing 232

steps include, 1) converted text to lowercase, 2) 233
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LLM ↓ Domain → Reddit News Wikipedia Arxiv Q&A

Human 10,000 (*(5+1)) 10,000 (*(5+1)) 10,000 (*(5+1)) 10,000 (*(5+1)) 10,000 (*(5+1))

Deepseek 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1))

OpenAI 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1))

Anthropic 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1))

Llama 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1)) 2,000 (*(5+1))

Table 1: Human and LLM Generation Corpus on Domain Wise. The 2,000 and 10,000 represent the original non-
adversarial texts, and the numbers in brackets represent 5 adversarially attacked texts and 1 original non-adversarial
text. Non-Adversarial Data Size = 80,000 and Adversarial Data Size = 480,000.

XSUM MAGE M4

LLM ↓ Source → XSUM SciGen ELI5 YELP SQuAD CMV Wikipedia Reddit

Deepseek 2,000 2,000 2,000 1,046 954 466 1,046 488

OpenAI 2,000 2,000 2,000 1,046 988 492 1,012 496

Anthropic 2,000 2,000 2,000 1,004 996 514 1,004 482

Llama 2,000 2,000 2,000 980 1,020 520 980 500

Table 2: Human and LLM Generation Corpus on Source Wise.

Model Reddit News Wikipedia ArXiv Q&A

OpenAI(HM) 2k 2k 2k 2k 2k

DeepSeek(HM) 2k 2k 2k 2k 2k

OpenAI(MH) 2k 2k 2k 2k 2k

DeepSeek(MH) 957 1998 - 2k 2k

GPT-4.1(Mix) 986 1k 981 998 971

GPT-4.1(Mix) 987 1k 984 998 970

Table 3: Distribution of generated data across domains
and models for the Sentence-Level Task.

removed URLs (both http and https), 3) replaced234

multiple spaces with a single space and strip lead-235

ing/trailing spaces, 4) remove non-alphanumeric236

characters, excluding spaces, commas, and peri-237

ods, 5) removed occurrences of the characters "„"238

followed by commas and optional whitespace, 6)239

replaced multiple consecutive newlines with a sin-240

gle newline, 7) removed numeric references within241

square brackets (e.g., [1]).242

4.3 Binary and Multi-class Classification243

This section will provide the experiments that are244

conducted for the Binary and Multi-class classifi-245

cation between the human and AI (which AI). Our246

dataset for these two tasks are a total of 80,000247

rows where in them 40,000 are human texts and248

other 40,000 are the AI-texts and given the better249

statistics in the Tables 1 and 2 250

4.3.1 Machine Learning Classifiers 251

Based on our previous work, we have chosen the 252

5 best working classifiers. These include Logistic 253

Regression (LR), Random Forest (RF), Extreme 254

Gradient Boost (XGB), LDA, and Support Vector 255

Machine (SVM). With these models, we have con- 256

ducted both binary and multi-class classification. 257

All of the above models have been run with three 258

different text embedding techniques, which are 259

Term Frequency-Inverse Document Frequency (TF- 260

IDF)6, Word2Vec7, and NEws LAndscape (NELA) 261

(Horne et al., 2019b), and in total, a total of 15 ex- 262

periments were carried out with the machine learn- 263

ing classifiers. The conclusion is the XGB with 264

TF-IDF and SVM with TF-IDF gave the best 265

results among all the different combinations of 266

classifier models and text embedding techniques. 267

We also experimented with machine learning mod- 268

els with TF-IDF vectorization along with the hand- 269

crafted linguistic features that we extracted before 270

for the data visualization, which actually performed 271

better than the models with only tf-idf vectorization. 272

6https://scikit-learn.org/stable/modules/
generated/sklearn.feature_extraction.text.
TfidfVectorizer.html

7https://www.tensorflow.org/text/tutorials/
word2vec
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We took only TF-IDF because this vectorization273

method has given the highest results.274

Binary Class → Human AI

Model ↓ Recall F1 Recall F1

Best ML XGB-TFIDF 98.64 98.33 98.03 98.34

Best DL CNN-BiLSTM 98.42 98.42 98.42 98.42

Best Transformer ModernBERT 99.87 99.45 99.02 99.44

Table 4: Performance of best ML, DL, and Transformer
models on binary classification of Human vs AI text.

Model Settings: As discussed above, the mod-275

els that we have taken are LR, RF, XGB, LDA,276

and SVM, and the text-embeddings are TF-IDF,277

Word2Vec, and NELA. In TF-IDF vectorizer, the278

number of features that are being extracted are279

max_features =5000.280

4.3.2 Neural Network Classifiers281

For the neural network classifiers, we have con-282

ducted experiments on several models, which in-283

clude the base models and their hybrids. The284

models are CNN, RNN, LSTM, BiLSTM, BiGRU,285

CNN_LSTM, CNN_BiLSTM, CNN_BiGRU. For all286

these models, we have taken the TF-IDF text em-287

bedding technique as this embedding technique got288

the highest or better results as compared to the other289

text-embedding techniques. The hybrid model ar-290

chitectures are evaluated in the Layers with sepa-291

rate streams, concatenating at the end. For example,292

if we take the CNN_LSTM, the first setting is two293

separate streams of CNN and LSTM, which are294

taken individually and form a final concatenated295

dense layer.296

Model Setting 1, No Hybrid: This model set-297

ting includes CN, LSTM, BiLSTM, RNN and Bi-298

GRU for both Binary and Multiclass classification.299

Text is vectorized using the TF-IDF vectorizer as300

it gave the best results among the machine learning301

classification models. CNN architecture consists302

of 3 convolutional layers (256, 128, 64 filters; ker-303

nel sizes 5, 5, 3 each) and each followed by batch304

normalization, max-pooling size of 2, flattening305

and dense layers (256, 128 units, ReLU activation306

and dropout of 0.5 and 0.3). Recurrent models also307

have the same number of layers and layer units(256,308

128, 64, first two return sequences), each with batch309

normalization and 0.3 dropout, and at the end, the310

dense layers with 128 and 64 units with dropout of311

0.3.312

Model Setting 2, Hybrid-1: The models in-313

clude CNN-LSTM, CNN-BiLSTM, CNN-BiGRU for314

both Binary and Multi-class classification. Tex- 315

tual features are extracted using the above same 316

method, which is TF-IDF. In BiHybrid models, 317

two independent streams were created and then 318

concatenated after the feature extraction. The CNN 319

components consisted of two convolutional layers 320

(256 and 128 filters, kernel size 5), each followed 321

by batch normalization, max pooling (pool size 2), 322

and flattening. The recurrent components included 323

LSTM, BiLSTM, or BiGRU layers (256 and 128 324

units), with batch normalization and dropout (0.3). 325

This model’s settings have parallel streams which 326

further combined by the concatenation layer. 327

Training methods for above Settings: For bi- 328

nary classification, a sigmoid output and for multi- 329

class classification softmax output and categorical 330

cross-entropy loss. Employed with Stratified Kfold 331

with 3 folds and 3 epochs in each fold with a batch 332

size of 64, Adam optimizer, early stopping with 333

patience 2, and learning rate reduction with a factor 334

of 0.5 and patience as 1. And the Best Model is 335

picked up based on the highest validation accuracy. 336

4.4 Transformer Based Classifiers 337

We have fine-tuned several transformer-based mod- 338

els for this classification task. They include 339

all the base versions of BERT, DistilBERT, 340

RoBERTa, ALBERT, DeBERTa, and Mod- 341

ernBERT. The versions are bert-base-uncased, 342

distilbert-base-uncased, roberta-base, deberta-v3- 343

base, and modernbert-base. 344

Other than just fine-tuning these models directly, 345

we introduce a new method for this multiclass clas- 346

sification task. This methodology is quite new and 347

the latest, as 1) is a backbone architecture of the 348

Deepseek-V3-671b parameter model and the latest 349

recently release Llama 4 family. This architecture 350

is called Mixture-of-Experts (MoE). 351

4.4.1 MoE Detector 352

We employed two kinds of MoE architectures, 353

namely HardMoE and SoftMoE classifiers. In 354

the HardMoE Classifier, a hard gating mechanism 355

is employed, which is a linear gating network that 356

maps the CLS token (Transformer(x)[:,0,:]) 357

to expert logits g = Wg hCLS + bg, and the 358

expert is selected with the highest logit computed 359

through the argmax argmaxi(gi) operation. This 360

selected expert will take the input, and the output 361

of this chosen expert is passed through the softmax 362

function for the prediction of class. Also, these gate 363

logits are available for auxiliary loss computations. 364
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Unlike HardMoE, SoftMoE is driven by the soft365

gating method. The gating network here produces366

logits for all experts, and further applying the soft-367

max, the final normalized weights are obtained.368

Such that, SoftMoE allows the model to consider369

all experts for each input. The actual difference370

between the two architectures is in the gating mech-371

anisms, where HardMoE is like Winner-Takes-All372

selection, and SoftMoE is like aggregating outputs373

from all the Experts. The Algorithm 0 shows the374

Forward Pass functions, which tell how input is375

changing with the layers, and how the classifica-376

tion is done.377

Algorithm 1 Forward Pass for MoE Classifier
(Hard or Soft)

1: Input: input_ids, attention_mask
2: Output: output_logits, gate_logits
3: Extract hidden_state from base transformer
4: Get CLS token: cls← hidden_state[:, 0, :]
5: Apply dropout to cls
6: Compute: gate_logits← Linear(cls)
7: if model is HardMoE then
8: expert_choice ←

argmax(gate_logits, dim = 1)
9: Initialize output_logits as zeros

10: for each expert i do
11: mask ← (expert_choice == i)
12: if mask not empty then
13: out← experti(cls[mask])
14: output_logits[mask]← out
15: end if
16: end for
17: else SoftMoE
18: gate_weights← Softmax(gate_logits)
19: expert_outputs← []
20: for each expert i do
21: out← experti(cls)
22: Append out to expert_outputs
23: end for
24: Stack expert_outputs
25: output_logits ←

∑
(gate_weights ×

expert_outputs)
26: end if
27: return output_logits, gate_logits

4.5 Sentence Segmentation378

This section will discuss the data used for this task379

and the procedure we approached for the process of380

sentence segmentation of Mixed text of human and381

AI parts. As discussed in the AI text generation382

section, and the Appendix Mixed Text, the data 383

contained the following types: 1) Human Com- 384

menced and AI ended, 2) AI Commenced and Hu- 385

man ended, and 3) Deeply mixed texts. 386

We leveraged the power of the Conditional Ran- 387

dom Fields and its compatibility with several Trans- 388

former backbones, and Neural Network backbones. 389

The complete dataset of size nearly 50k rows, 390

where 20k of type 1, nearly 20k of type 2, and 391

nearly 10k of type 3, was kept for experimentation 392

in three different model setting, 1) NN-CRF, 2) 393

Transformer-CRF, and 3) Transformer-NN-CRF. 394

NN CRF: All these models are set up to make a 395

hybrid bond between the core three architectures, 396

1) feature extraction, 2) neural network backbone, 397

3) a CRF layer. The feature extraction is done 398

by the deberta-v3-base model to generalize the 399

contextual word embeddings. The neural network 400

processes these embeddings to sequential patterns, 401

and these NN include CNN, RNN, LSTM, BiLSTM, 402

and BiGRU, making a total of 5 experiments in 403

this way. At last, the CRF layer enforces the label 404

dependencies with global tag sequences. A dropout 405

layer is applied to prevent overfitting, and a linear 406

classifier maps the neural network outputs to tag 407

logits, so that they can be decoded with the help of 408

CRF. 409

Transformer CRF: In the place of Neural Net- 410

works from the above NN CRF model type, these 411

are replaced with the transformer architecture. But 412

this architecture is employed with several things 413

like, 1) Layer Wise Learning Rate Decay, 2) Dy- 414

namic Dropout, 3) Xavier Initialization, and was 415

taken up with several transformer backbones like, 416

BERT, DistilBERT, RoBERTa, DeBERTa, and Mod- 417

ernBERT, making a total of 5 experiments in this 418

way. 419

Transformer_NN_CRF: This is a type 3 set- 420

ting for the sentence segmentation task, and in 421

this setting, there are 2 more ways for models. 1) 422

Best Transformer + All NN + CRF, 2) All Trans- 423

formers + Best NN + CRF. As we have evaluated 424

the NN_CRF and Transformer_CRF model first, 425

we have taken the best NN model to check out 426

with all the Transformer backbones and the best 427

Transformer backbone with all the NN sequential 428

behavior, making a total of 9 experiments in this 429

way. We got the Best Transformer_CRF is with the 430

DeBERTa model, so with DeBERTa, and 5 NN’s, 431

and we for the best NN_CRF model is with Bi- 432

GRU, so with BiGRU and 5 Transformer’s, making 433

it a set of 5. This makes us a repetition of De- 434
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MultiClass Class → Human OpenAI Anthropic Deepseek Llama

Model ↓ Recall F1 Recall F1 Recall F1 Recall F1 Recall F1 Accuracy

Best ML XGB-TFIDF 99.49 97.84 82.73 84.45 86.45 87.32 82.16 82.58 83.52 86.17 91.56

Best DL CNN-BiGRU 98.97 98.26 84.17 83.44 83.39 85.27 82.57 83.1 83.35 84.07 91.18

Best Transformer ModernBERT 99.52 99.57 93.48 87.89 88.28 92.29 85.64 86.62 91.22 91.54 94.57

Best HardMoE BERT-HardMoE 96.28 98 80.97 82.63 88.37 86.81 71.68 79.42 93.54 79.84 89.97

Best SoftMoE DeBERTa-SoftMoE 97.72 98.68 84.59 84.59 97.26 83.24 78.71 82.38 77.9 85.34 91.22

Table 5: Performance of best ML, DL, and Transformer, HardMoE, and SoftMoE models on MultiClass classification
of Human and different AI text.

BERTa_BiGRU_CRF model twice. So, a total of 9435

models in this setting.436

4.6 Adversarial Addressing437

As shown in the figure above 1, we have addressed438

the Adversarial Attacks in two different settings.439

1) Adversarial Training, 2) Adversarial Prepro-440

cessing and Implicit Adversarial Classification.441

This is also a Binary Classification task, where we442

are bound to classify the text correctly in case of443

adversarial attacks. So we have directly taken the444

Normal Transformer Models for the fine-tuning445

and obtained the results.446

4.6.1 Adversarial Training447

This model setting is the simplest one to fine-448

tune, as we can just directly send the whole data449

that includes both cleaned text and the attacked450

texts. Here the model fine-tuning is set just with451

the specified hyperparameters, with 5 transformer452

backbones, where the word embeddings came453

from their own transformer. The five transform-454

ers are bert-base-uncased, distilbert-base-uncased,455

roberta-base, deberta-v3-base, modernbert-base.456

The hyperparameters are as follows, keeping the457

max length to 512 as most of the base transformer458

models has their max_length setting as 512. The459

model is fine-tuned with a batch size of 32 with 3460

epochs, with the AdamW optimizer and a CrossEn-461

tropy loss function. Even for these 3 epochs, there462

is early stopping with patience, as in 2, when there463

is no decrease in loss.464

4.6.2 Adversarial Preprocessing and Implicit465

Adversarial Classification466

We introduce this method for addressing the clas-467

sification task in case Adversarial attacks by the468

following way:469

1. Let’s say we have 2 columns, namely text and470

label column, while the text column has both471

normal texts and texts with attacks.472

2. We do some sort of preprocessing to the text 473

column and make a new column named pre- 474

processed text, such that this text will have a 475

minimum attack way. 476

3. Now we compute a few features and stored 477

them in new columns, and these columns 478

are namely Cosine Similarity, Edit Distance, 479

Word-Overlap Ratio, Homoglyph substitution 480

count, BLEU score, Word Error Rate (WER), 481

and Translation Error Rate (TER). These are 482

computed with the columns Original Text and 483

Preprocessed Text. 484

4. Now, the original text column (which has both 485

non-attacked and attacked texts) and these 486

new computer columns (features columns) are 487

then passed into the model, and fine-tuned 488

with these columns. 489

5. Here, whether a text is adversarially attacked 490

or not haven’t been mentioned anywhere, but 491

the model can predict based on those feature 492

columns. So this is what we call the Implicit 493

classification of the Adversarial Texts. 494

Example Case in terms of Cosine-Similarity: If 495

a text x has not been altered, then after preprocess- 496

ing, it remains exactly the same (x′ = x). In such 497

cases, the cosine similarity between the original 498

and preprocessed text is 1, indicating perfect sim- 499

ilarity. However, when x has been adversarially 500

manipulated, preprocessing produces a different 501

version x′, leading to a cosine similarity less than 1. 502

This drop in similarity serves as a signal of textual 503

perturbation. 504

5 Results and Discussions 505

As we have done a vast set of experiment, the con- 506

cise and best results are shown for different tasks 507

at different Tables 4, 5, 7, 6. Table 4 gives the best 508

set of models over Binary Classification. Table 509

7



Sentence Segmentation Model Accuracy Precision Recall F1-score MCC Kappa

Best NN-CRF BiGRU-CRF 96.19 96.19 96.19 96.19 92.21 92.21

Best Transformer-CRF DeBERTa-CRF 98.84 98.84 98.84 98.84 97.67 97.67

Best Transformer-NN-CRF DeBERTa-BiGRU-CRF 98.95 98.95 98.95 98.95 97.89 97.89

Table 6: Best Sentence Segmentation Results over all the Model Settings.

Binary Class → Human AI

Model ↓ Recall F1 Recall F1

Best Adv ModernBERT 89.03 89.97 89.46 89.64

Best Impl ModernBERT 93.63 98.22 94.77 94.24

Table 7: Performance of best Adversarial Training and
Implicit differentiable models on adversarial classifica-
tion of Human vs AI text.

5 shows the best-performing models over Multi-510

class Classification. Table 7 has the two best model511

setting over the Adversarial Data. Finally, the Ta-512

ble 6 gives the results of Best Sentence Segmenta-513

tion models. Binary Classification task is bench-514

marked with both Recall and F1-score, with the515

highest values to Recall and F1-Score of 99.87%516

and 99.45% for the Human-Class, while 99.02%517

and 99.44% for AI-Class. Multiclass Classifica-518

tion, ModernBERT-Transformer has the Highest519

performing Accuracy of 94.57%, outperforming520

newly proposed HardMoE and SoftMoE Detec-521

tor architectures. For the Sentence Segmentation522

task, the benchmark Evaluation metric is Cohen’s523

Kappa score, while the model DeBERTa-BiGRU-524

CRF got the highest score of 97.87%. Among525

the two methodologies that are discussed for the526

Adversarial Detection and binary classification cor-527

rectly, the newly proposed method got the highest528

values of Recall and F1-score of classes Human529

as 93.63%, 98.22% and class AI as 94.77% and530

94.24% respectively.531

6 Conclusion and Future Scope532

In this paper, we have presented a vast set of ex-533

perimentation regarding the AI text detection. The534

experiments are done from the very basic to the535

most recent and advanced approaches. All these536

current methods comes under Supervised Learn-537

ing, we haven’t explored the Zero-shot or One-shot538

methods. So, we are expected to do these experi-539

ments in the future self. We found that, the Detec-540

tors are performing well in binary classification on,541

but they are getting more confused when the case542

of Multi-Class and Bi-Label comes into the picture.543

Overall the detectors, DeBERTa and ModernBERT 544

transformer models are giving the best results on 545

average. 546

As this paper only focused on “Text”, we wanted 547

to explore other AI generated content like Images 548

and Speech, and do experimentation on these vari- 549

ations. For the case of Adversarial Attacks, we 550

have explored one method, and proposed one new 551

method, so it is worth to lookup other methods. 552

7 Limitations 553

In this section, we discuss some of the key limita- 554

tions of our work. 555

We mainly focused on the English language, but 556

neither focused on multi- nor low-resource lan- 557

guages. Even though english is the major language 558

used worldwide, but there are cases where their 559

own language is used in Academics, etc. We have 560

taken a very few set of LLM models, which in- 561

cludes two open source and two closed source mod- 562

els, but the inclusion of the open source models can 563

also make the dataset much more robust. But even 564

though there are few models, we have taken the 565

latest versions of all at the time of dataset creation. 566

All of our experiments are only in one case: su- 567

pervised training and fine-tuning. These methods, 568

especially in the case of Transformer models are in- 569

cluded fine-tuning takes a lot of time. While, zero- 570

shot methods or completely unsupervised methods 571

may reduce this time for the detection. One of 572

the major ones we haven’t taken into consideration 573

is Perplexity-based detection methods. Because 574

Perplexity-based detections can be the best case for 575

our work. 576

8 Resources and Cost 577

We spent $50 on the OpenAI API requests,$30 on 578

Llama API calls, $25 on Deepseek API calls, and 579

$30 on Claude Anthropic API calls. The AWS 580

EC2 instance for Accelerated Computing, we spent 581

around $600, while utilizing 300 GPU hours of 582

NVIDIA L40S GPU. 583
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9 Ethics584

We here by declare that this E-BMAS dataset is585

created by only using the existing publicly avail-586

able dataset for the Human corpus, and has not587

been taken or scraped from any website or any on-588

line platform. All the taken datasets are properly589

cited in this paper. For the AI texts, we have taken590

the API keys for each AI model and sent on API591

requests for the Chat-Completions592

10 Reproducibility Statement593

To Support Transparency and make it easier to re-594

produce the paper, we have provided a detailed de-595

scription on how to construct the E-BMAS dataset596

using data generation prompts and pre-processing597

pipeline. The hyperparameters and model require-598

ments are detailed throughout the paper. After the599

creation of the dataset and specifying the hyperpa-600

rameters, we performed experiments on the perfor-601

mance of multiple models in binary, multiclass, seg-602

mentation, and adversarial tasks, and generated test603

results for all experiments. After model evaluation,604

we performed feature extraction and visualization605

of key linguistic and stylistic features to highlight606

differences. And Finally, we also illustrate the607

performance metrics for all model categories and608

comparison of extracted features.609
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A Data Generation Prompts769

A.1 Binary and Multiclass770

As we require a certain prompt for the text generation from any LLM, we use human text as our base one771

for the text-generation by LLMs. We prompted the LLM to give a question regarding the human-text such772

that the answer to the question should cover the entire context of the answer. Then, the question that is773

generated is given to the LLM to answer. But the text-generation of each domain is done differently. We774

haven’t confined the LLM to generate the answer in a certain range of tokens like the previous works in775

M4 because an LLM answer can be in any range, like the human answer.776

We have taken two closed-source and two open-source models for the AI texts. Open-source models777

include OpenAI and Anthropic, and closed-source models include Deepseek and Llama. All the models778

that we have taken were the largest and latest models at the time of data creation. The OpenAI model is779

the 4o version, Anthropic’s model is the Claude-3.5-Sonnet model, Deeepseek is the largest model and780

latest version, Deepseek-v3 671b parameter model, and finally, the Llama model has specs as 3.3 version781

and 70b parameter model.782

Model Specs

OpenAI GPT-4o, GPT-4.1

Anthropic Claude-3.5-sonnet

Deeepseek V3:671b

Llama 3.3:70b

Table 8: Model Specifications

As discussed above, the domains we have taken are Reddit, News, Wikipedia, Arxiv abstracts, and Q&A.783

For each domain, the prompts were given in detail in the Table in the Appendix .784

1. Reddit human texts are taken from M4-Reddit (Wang et al., 2024b), MAGE-YELP (Li et al.,785

2024),MAGE-CMV (Li et al., 2024).786

2. Human texts for News article are taken from the XSUM dataset (Narayan et al., 2018).787

3. Wikipedia human texts are taken from M4-Wiki(Wang et al., 2024b), MAGE-SQUAD (Li et al.,788

2024).789

4. Arxiv abstracts by humans are taken from MAGE-SciGen (Li et al., 2024).790

5. Human QA texts are taken from the MAGE-ELI5 (Li et al., 2024).791

Reddit AI texts are generated as follows: First, it will analyze the given human text and detect the792

personal perspective based on the pronouns that are contained in the text. And then, it is asked for the793

query and answer generation based on the personal perspective.794

News AI texts are generated as follows: First, it was asked to directly generate the query for the answers,795

but while answering, it is asked to do it in two different ways, which are a nuanced way and a non-nuanced796

way. When in a nuanced way, the answer to that question is generated in the same stance as the given797

human-text, and in a non-nuanced way, it opposes the stance of the given human-text.798

Wikipedia AI texts are generated as follows: It was asked to generate a question based on the human-799

text, and such that the answer was given in such a way that, it will be both a factual and neutral answer.800

Arxiv AI texts are generated as follows: First, it was asked to directly generate the query for the801

answers, but while answering, it is asked to do it in two different ways, which are the simplified way and802

another way based on the real-world scenario. When in a simplified way, the answer to that question is803

generated in a simple explanation of the research concept in easy-to-understand terms, and in the other804

way, it will provide research findings that can be applied to a real-world problem or scenario.805
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Q&A AI texts are generated as follows: It was just directly asked to generate a question based on the 806

human-text, and such that the answer will give a well-structured AI response that provides additional 807

insights or an enhanced explanation. 808

A.2 Mixed Text 809

We have generated the data in three different kinds, 1) Human-started and AI-ended texts, 2) AI-started 810

and Human-ended texts, 3) Fully mixed texts. We carefully taken care of the boundaries where the 811

interchange occurs between the human and machine. The statistics of each type are given in the Table. We 812

have only taken only three AI models one open-source model, Deepseek-v3 671b, and two closed-source 813

models, OpenAI-GPT-4o and OpenAI-GPT-4.1. 814

Type-1 texts are generated in the following way: We truncated the human-corpora that we collected 815

into half. Before truncating, we cleaned the text, by removing multiple new lines, extra spaces, links or 816

URLs, citations or references, and commas. And then that cleaned text is truncated to half, and the asked 817

the AI models to just complete the half-written human text in a continued way. In such a way, we got 818

Human started and AI-ended texts. We calculated the human-end boundaries of each row before the text 819

generation. This boundary is the number of human words before the AI text. 820

Type-2 texts are generated in the following way: We cleaned the text in the same way as Type-1, and 821

then truncated it too, but now, we discarded the first part of the human. And this half-written human text 822

is now given to the AI models to complete the text, such that it will form a complete sentence without 823

any sentence breaks. Here the AI end boundaries are calculated by counting the number of words in both 824

complete text (AI+Human) and Truncated human text, then subtracting from one another. 825

Type-3 texts are generated in the following way: First, we have taken the human texts and then, we 826

are replacing a subset of sentences in the input text with a specific placeholder tag, <AI_Start> and 827

</AI_End>. If the actual text has ’n’ sentences, then we instructed the code to select a random number 828

’m’ which can take a value between 1 and ’n-1’ and select ’m’ unique sentences to replace. Now another 829

function is used to fill up the space with the AI text between the placeholder tags, with some restricted 830

rules. The prompt is given like below. 831

Prompt used for Mixed Data Generation

You are tasked with creating content for an AI-human collaborative document. The document
has missing parts marked by <AI_Start></AI_End> tags. Your job is to generate a single novel
sentence to fill the gap between <AI_Start> and </AI_End>. The sentence should:

• Be accurate and relevant to the topic implied by the surrounding context, regardless of the
domain.

• Fit seamlessly with the surrounding text, maintaining the document’s flow and style.

• Be distinct from any original content, offering a fresh perspective or detail.

• Be concise and suitable for sentence segmentation studies.

Context before the missing part: "{left_context}"
Context after the missing part: "{right_context}"
Reply with ONLY the sentence to be placed between <AI_Start> and </AI_End>, without
including the tags themselves.

832

A.3 Adversarial Data Generation 833

We have taken a fine set of adversarial attacks, namely, 1) Synonym Substitution, 2) Misspelling, 3) Homo- 834

glyph Replacement, 4) Upper-Lower Swap, 5) Zero-Width Space Insertion. The Synonym substitution 835

is employed to replace the worst with similar words based on a given or predefined probabilities with 836

the help of the WordNet Lexical Database. Misspelling is employed by randomly swapping adjacent 837
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characters or letters in words that are at least char len of 4. The best mitigating attack from the AI text838

detectors is the Homoglyph attack, so we collected a vast set of homoglyphs, and replaced the actual839

characters again by the probability threshold, which helps simulate deceptive texts. Even though the840

homoglyph attack is the strong attack, here comes the simple one, Upper-Lower-Swap which randomly841

changes the case of letters flipping lower to upper and vice versa. The invisible attack, named Zero Width842

Space insertion, this is by inserting the zero width space characters after the alpha numeric characters.843

We tried to attack a specific text with specific attack a several number of times, such that the adversaries844

can be more visible instead of just one time.845

B Test Results for All Experiments846

We have given the main or best results of each experimentation in the above, where for the Binary847

Classification, the Best ML Classifier is XGBoost with TF-IDF word embeddings, the best DL classifier848

model is CNN-BiLSTM with again the same TF-IDF word embedding, and finally, the Best Transformer849

model is ModernBERT fine-tuned. See the full results Table 9.850

For the Multi-Class classification, similar like the above code, the best ML Classifier is XGBoost with851

TF-IDF word embeddings, the best DL Classifier model is CNN-BiGRU with TF-IDF word embeddings,852

and the best Transformer model is ModernBERT fine-tuned. According to the new models that are853

proposed as the HardMoE and SoftMoE detectors, the Best HardMoE is BERT-HardMoE and the best854

SoftMoE is DeBERTa-SoftMoE. While we have given the overall results at Table 11.855

The other task, Sentence-Segmentation or the Bi-Label classification, the best models in each setting856

are BiGRU-CRF, DeBERTa-CRF, and DeBERTa-BiGRU-CRF. While results for the every model setting857

and for all the models can be seen in the Table 12.858

Classification Type Model
Human AI

Accuracy
Recall F1 Recall F1

Binary

NELA

LR 47.16 50.03 60.32 56.77 53.78

RF 61.35 62.95 66.83 65.2 64.11

XGB 57.73 64.32 78.48 71.27 68.17

LDA 45.78 49.7 62.02 57.55 53.96

SVM 56.95 65.44 74.63 63 58.91

Word2Vec

LR 96.15 96.56 97.04 96.63 96.6

RF 96.45 96.1 95.57 96.12 96.11

XGB 97.66 97.64 97.66 97.67 97.66

LDA 96.65 96.08 95.52 96.08 96.08

SVM 96.02 96.52 97.09 96.6 96.56

TF-IDF

LR 98.21 97.94 97.68 97.95 97.95

RF 98.21 97.9 97.61 97.91 97.91

XGB 98.64 98.33 98.03 98.34 98.33

LDA 98.33 98.03 97.73 98.04 98.03

SVM 98.33 98.17 98.03 98.19 98.18

No Hybrid

CNN 91.54 95.33 99.49 95.67 95.51

RNN 98.62 97.85 97.04 97.81 97.83

LSTM 97.75 97.77 97.79 97.77 97.77

BiLSTM 98.32 97.77 97.19 97.74 97.76

BiGRU 97.18 97.61 98.07 97.63 97.62

Hybrid

CNN-LSTM 99.12 98.00 96.81 97.94 97.97

CNN-BiLSTM 98.42 98.42 98.42 98.42 98.42

CNN-BiGRU 99.42 97.87 96.24 97.79 97.83

Normal

BERT 96.18 98 99.89 98.06 98.03

DistilBERT 98.75 99.24 99.74 99.25 99.25

RoBERTa 94.16 96.96 99.94 97.12 97.05

DeBERTa 96.78 98.35 99.97 98.39 98.37

ModernBERT 99.87 99.45 99.02 99.44 99.45

Table 9: All Experiments Performance Metrics for the Binary Classification between Human and AI Texts.
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Classification Type Model
Human AI

Accuracy
Recall F1 Recall F1

Binary

Adversarial Training

BERT 86.21 88.93 89.39 88.23 88.12

DistilBERT 88.57 89.04 89.85 89.87 89

RoBERTa 84.96 86.24 89.14 87.45 87.47

DeBERTa 86.98 88.55 89.99 88.49 88.9

ModernBERT 89.03 89.97 89.46 89.64 89.55

Implicit Method

BERT 94.34 94.44 95.57 94.45 94.46

DistilBERT 92.99 94.24 95.54 94.28 94.26

RoBERTa 92.02 93.59 95.24 93.66 93.63

DeBERTa 92.78 94.21 95.69 94.25 94.23

ModernBERT 93.69 98.22 94.77 94.24 94.23

Table 10: Adversarial Binary Classification Results between Human and AI texts.

(a) (b) (c)

(d) (e) (f)

Figure 2: ML All Binary class Classification.

C Dataset Visualizations 859

We have done a vast set of feature extraction, and visualized them at the following Figures 10, 11, 12. For 860

our data visualization, we have extracted several linguistic and Stylistic features that include 1) Burtiness, 861

2) Readability Score, 3) Syntactic Complexity, 4) Unique Word Count, 5) Average Sentence Lenght, 6) 862

Punctuation Usage, 7) Stop Word Count, 8) Entropy, 9) Total Word Cound, 10) Sentence Count, 11) 863

Bigram Uniqueness, 12) Type Token Ratio, 13) Lexical Richness, and 14) Hapax Legomenon Rate. This 864

certainly reveals the differentiation in texts from the different AI models. 865

D Example Generations 866
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Classification Type Model
Human OpenAI Anthropic Deepseek Llama

Accuracy
Recall F1 Recall F1 Recall F1 Recall F1 Recall F1

MultiClass

Word2Vec

LR 96.62 95.85 64.58 63.32 63.14 62.03 54.81 57.7 59.16 59.42 78.42

RF 98.89 93.85 57.73 57.25 51.79 55.17 52.27 53.63 42.69 49.18 74.83

XGB 98.33 96.91 62.5 64.64 68.22 66.79 61.49 62.09 60.42 62.68 80.63

LDA 97.18 95.58 63.78 63.38 60.15 60.49 53.59 55.36 56.14 57.68 77.68

SVM 97.23 96.04 64.78 65.13 62.94 62.41 55.62 58.71 60.33 60.33 78.97

TF-IDF

LR 99.09 97.17 84.72 85.32 85.05 85.78 80.64 82.91 81.28 84.03 90.96

RF 99.94 92.32 72.02 75.38 74.5 81.43 65.65 71.01 65.59 74.57 84.6

XGB 99.49 97.84 82.73 84.45 86.45 87.32 82.16 82.58 83.52 86.17 91.56

LDA 98.64 97.56 82.04 83.4 84.36 86.64 82.06 81.57 85.08 85.67 90.97

SVM 99.04 97.76 85.61 85.87 86.45 85.85 82.06 83.37 84.32 84.32 91.36

No Hybrid

CNN 99.97 86.19 71.35 69.41 57.81 67.15 99 32.97 57.41 65.66 75.73

RNN 98.6 97.29 83.24 82.14 82.32 81.88 78.01 78.76 77.19 80.99 89.21

LSTM 99.67 97.35 81.9 82.75 80.17 82.42 77.82 80.45 82.74 81.29 89.65

BiLSTM 97.43 97.41 86.97 82.89 81.93 83.35 77.62 80.08 81.23 81.19 89.67

BiGRU 98.6 97.47 86.76 81.41 79.88 83.17 73.96 79 80.82 81.23 89.46

Hybrid

CNN-LSTM 99.37 97.7 86.14 83.21 85.64 84.61 75.04 80.89 80.22 83.77 90.57

CNN-BiLSTM 99.87 96.12 81.59 82.61 83.1 84.67 76.93 80.04 74.97 80.09 89.53

CNN-BiGRU 98.97 98.26 84.17 83.44 83.39 85.27 82.57 83.1 83.35 84.07 91.18

HardMoE

BERT 96.28 98 80.97 82.63 88.37 86.81 71.68 79.42 93.54 79.84 89.97

DistilBERT 93.86 96.69 76.52 81.49 80.37 85.24 79 78.38 95.96 77.91 88.42

RoBERTa 97.3 98.47 78.9 77.46 87.5 84.72 77.03 76.18 90.61 80.07 89.05

DeBERTa 93.83 96.77 75.07 79.73 95.99 77.31 73.36 78.41 80.92 81.29 87.66

SoftMoE

BERT 95.23 97.45 83.14 81.41 84.96 86.65 72.47 77.21 95.15 82.43 89.57

DistilBERT 93.98 96.82 80.97 81.81 87.69 86.59 80.29 78.96 93.64 85.25 89.83

RoBERTa 95.5 97.61 81.69 80.61 77.73 84.81 84.55 75.84 87.08 83.46 89.13

DeBERTa 97.72 98.68 84.59 84.59 97.26 83.24 78.71 82.38 77.9 85.34 91.22

Normal

BERT 97.85 98.86 96.03 85.86 82.42 89.17 84.55 84.72 96.56 86.25 92.61

DistilBERT 98.35 99.03 78.07 83.98 95.01 88.33 83.26 84.86 90.11 86.86 92.55

RoBERTa 96.48 98.84 78.8 84.38 89.94 89.37 83.86 84.78 95.66 84.07 91.81

DeBERTa 97.33 98.63 80.45 85.96 92.18 89.73 82.57 85.23 96.46 86.16 92.66

ModernBERT 99.52 99.57 93.48 87.89 88.28 92.29 85.64 86.62 91.22 91.54 94.57

Table 11: Comprehensive MultiClass Classification Performance Across Various AI Texts

Classification Type Model Accuracy Precision Recall F1-score MCC Kappa

Multi-Label

NN_CRF

CNN_CRF 90.89 90.9 90.89 90.86 81.34 81.28

RNN_CRF 90.03 90.02 90.03 90 79.56 79.52

LSTM_CRF 93.74 93.76 93.74 93.73 87.19 87.15

BiLSTM_CRF 95.58 95.58 95.58 95.57 90.95 90.93

BiGRU_CRF 96.19 96.19 96.19 96.19 92.21 92.21

Transformer_CRF

BERT_CRF 97.89 97.9 97.89 97.89 95.76 95.75

DistilBERT_CRF 97.52 97.54 97.52 97.52 95.03 95.01

RoBERTa_CRF 98.41 98.42 98.41 98.41 96.81 96.8

ModernBERT_CRF 98.72 98.72 98.72 98.72 97.41 97.41

DeBERTa_CRF 98.84 98.84 98.84 98.84 97.67 97.67

Transformer_NN_CRF

DeBERTa_CNN_CRF 98.83 98.83 98.83 98.83 97.64 97.63

DeBERTa_RNN_CRF 98.81 98.81 98.81 98.81 97.61 97.6

DeBERTa_LSTM_CRF 98.86 98.86 98.86 98.86 97.69 97.69

DeBERTa_BiLSTM_CRF 98.88 98.88 98.88 98.88 97.74 97.74

DeBERTa_BiGRU_CRF 98.95 98.95 98.95 98.95 97.89 97.89

BERT_BiGRU_CRF 97.96 97.98 97.96 97.96 95.92 95.9

DistilBERT_BiGRU_CRF 97.69 97.7 97.69 97.69 95.35 95.34

RoBERTa_BiGRU_CRF 98.48 98.5 98.48 98.48 96.96 96.95

ModernBERT_BiGRU_CRF 98.7 98.7 98.7 98.7 97.37 97.37

Table 12: Performance Metrics of Various Sentence Segmentation or Bi-Label Classification Models
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(a) (b) (c)

(d) (e)

Figure 3: ML Word2Vec Word Embedding Multiclass Classification.

(a) (b) (c)

(d) (e)

Figure 4: ML TF-IDF Word Embedding Multiclass Classification.

17



(a) (b) (c)

(d) (e)

Figure 5: Non-Hybrid DL Multiclass Classification.

(a) (b) (c)

Figure 6: Hybrid DL Multiclass Classification.
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(a) (b)

(c) (d)

Figure 7: HardMoE Transformers Multiclass Classification.

(a) (b)

(c) (d)

Figure 8: SoftMoE Transformers Multiclass Classification.
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(a) (b) (c)

(d) (e)

Figure 9: Normal Transformer Multiclass Classification.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Figure 10: Dataset Feature Comparision
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Figure 11: Dataset Features Single Plot Comparision
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(a) (b) (c)

Figure 12: All Features
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Arxiv Data Content

Human Text

Different aspects of a clinical sample can be revealed by multiple types of omics data.
Integrated analysis of multi-omics data provides a comprehensive view of patients,
which has the potential to facilitate more accurate clinical decision making. However,
omics data are normally high dimensional with large number of molecular features
and relatively small number of available samples with clinical labels. The
"dimensionality curse" makes it challenging to train a machine learning model using
high dimensional omics data like DNA methylation and gene expression profiles.
Here we propose an end-to-end deep learning model called OmiVAE to extract low
dimensional features and classify samples from multi-omics data. OmiVAE combines
the basic structure of variational autoencoders with a classification network to achieve
task-oriented feature extraction and multi-class classification. The training procedure
of OmiVAE is comprised of an unsupervised phase without the classifier and a
supervised phase with the classifier. During the unsupervised phase, a hierarchical
cluster structure of samples can be automatically formed without the need for labels.
And in the supervised phase, OmiVAE achieved an average classification accuracy of
97.49 after 10-fold cross-validation among 33 tumour types and normal samples,
which shows better performance than other existing methods. The OmiVAE model
learned from multi-omics data outperformed that using only one type of omics data,
which indicates that the complementary information from different omics datatypes
provides useful insights for biomedical tasks like cancer classification.

OpenAI
Question

What is the proposed OmiVAE model, how does it address the challenges of
high-dimensional multi-omics data for clinical decision making, and what are its
performance outcomes in terms of classification accuracy?

OpenAI
Answer

The proposed OmiVAE model is an innovative approach designed to integrate and
analyze high-dimensional multi-omics data, which includes genomic, transcriptomic,
proteomic, and metabolomic data. High-dimensional data is inherently complex and
provides a wealth of information, but it also presents significant challenges for
clinical decision making, including noise, missing values, and the curse of
dimensionality. The OmiVAE model addresses these challenges by employing a
variational autoencoder framework that performs effective dimensionality reduction
and feature extraction on multi-omics datasets.
Through this process, the OmiVAE model can capture the intricate relationships and
interactions among various omics layers, boosting the interpretability of the data
while maintaining essential information useful for clinical insights. Additionally, the
model is designed to improve robustness against the noise often prevalent in omics
data, allowing for more accurate and reliable predictions.
In terms of performance outcomes, the OmiVAE model demonstrates significant
improvements in classification accuracy when applied to clinical datasets compared to
traditional methods. This enhanced accuracy can translate to better diagnosis,
treatment planning, and patient management in clinical settings.
Overall, the OmiVAE model stands to enhance clinical decision-making processes by
leveraging the full potential of multi-omics data, thus driving forward the field of
precision medicine.
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News Data Content

Human Text

Four ducklings saved in pedalo rescue at Moffat park A group of animal-lovers
mounted a rescue for four orphaned ducklings - on pedalos. The young birds were
saved after their mother was killed by a dog in Station Park, Moffat. They were pulled
to safety by a family on pedalos in the park’s pond. The ducks are now being cared
for at the South of Scotland Wildlife Hospital in Dumfries and they will be released
back into the wild once they are old enough to fend for themselves. Animal rescue
officer Tricia Smith, of the Scottish SPCA, said, "Sadly the mum was killed by a dog,
leaving her four ducklings on their own. "This is an important example of why dogs
should be kept on a lead and under control whenever there are wild animals nearby.
"As the ducklings were on the water it was extremely difficult to catch them but with
the help of a few willing volunteers on pedalos we managed to rescue them all. "We’d
like to say a special thank you and well done to Chloe MacFarlane, who caught the
last duckling with her fast hands."

Deepseek
Question

What happened to the four ducklings in Moffat park, and how were they rescued after
their mother was killed by a dog?

Deepseek
Answer

The four ducklings in Moffat Park were left vulnerable after their mother was
tragically killed by a dog. Initially, it seemed like their chances of survival were slim
without her protection and guidance. However, local wildlife rescuers stepped in to
care for them, ensuring they were fed, sheltered, and eventually relocated to a safer
environment where they could grow and thrive.
While this rescue highlights the compassion and effort of the community, it also raises
a nuanced counter-view: human intervention, though well-intentioned, can sometimes
disrupt natural ecosystems. Wildlife experts often debate whether it’s better to let
nature take its course, as harsh as it may seem, to maintain ecological balance. In this
case, however, the ducklings’ rescue was seen as a positive act, given their young age
and the direct human-caused threat (the dog attack) that led to their predicament. It’s
a reminder of the complex relationship between humans and wildlife, where
intervention can be both necessary and debatable.
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Reddit Data Content

Human Text

Our group decided to go to Surrender since we were able to get on the guest list. We
came here just before they closed the guest list, so we were able to get in without
having to pay much. You would think on a Saturday night this club would be poppin
but I guess not. There wasn’t much people there and the DJ was just really bad that
night. First time here and probably going to be the last. The dance floor was super
small, and the DJ was bad. Drinks were the usual price of 10-15 dollars each. There is
only one restroom on the outside as well. Nothing seemed to impress me here.

Anthropic
Question What did you think of your experience at Surrender nightclub on that Saturday night?

Anthropic
Answer

*chuckles* Ah, the old Surrender nightclub - what a wild time that was! Let me tell
you, that Saturday night was truly one for the books. Walking through those doors,
you could just feel the energy buzzing all around. The music was thumping, the
crowd was packed, and the drinks were flowing.
I’ll admit, I was a little hesitant at first - not really my usual scene, you know? But
once I got out on that dance floor and started letting loose, I couldn’t help but get
swept up in the excitement of it all. The DJ was an absolute master, keeping everyone
moving and grooving all night long.
And the people! Man, what a diverse and lively bunch. Everyone was just there to
have a good time, no judgments, no pretenses. I ended up meeting some really cool
new folks, and we danced the night away like a bunch of fools. By the time I
stumbled out of there, I was exhausted but grinning from ear to ear.
Sure, it’s not the kind of place I’d want to go every weekend, but for that one wild
Saturday night, Surrender definitely delivered. It was exactly the kind of experience I
needed - a chance to let go, cut loose, and just enjoy myself without a care in the
world. I’d do it all over again in a heartbeat!
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Wikipedia
Data Content

Human Text

Favoring relatives (nepotism) or personal friends (cronyism) of an official is a form of
illegitimate private gain. This may be combined with bribery, for example demanding
that a business should employ a relative of an official controlling regulations affecting
the business. The most extreme example is when the entire state is inherited, as in
North Korea or Syria. A lesser form might be in the Southern United States with
Good ol’ boys, where women and minorities are excluded. A milder form of
cronyism is an "old boy network," in which appointees to official positions are
selected only from a closed and exclusive social network - such as the alumni of
particular universities - instead of appointing the most competent candidate.

Llama
Question

What types of unfair selection or representation occur when officials support their
relatives or friends in business, government, or professional roles?

Llama Answer

1. Nepotism: favoring family members or close friends for jobs or business
opportunities. 2. Cronyism: favoring friends or allies in business or government. 3.
Patronage: using influence or power to secure jobs or benefits for relatives or friends.
4. Tribeism: favoring fellow tribe or ethnic group members in business or government.
5. Social networks: leveraging personal relationships to secure jobs, business
opportunities, or government contracts.
These forms of favoritism can result in unfair selection or representation, often
leading to:
* Exclusion of certain groups, such as merit employees or outsiders * Limited
opportunities for entrepreneurship for those outside of the network * Favoritism in
hiring, promotion, and contract awarding * Unequal access to resources, benefits, and
privileges
These phenomena are often referred to as forms of favoritism, nepotism, or cronyism,
and can be observed in various contexts, including business, government, academia,
and professional organizations.
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QA Data Content

Human Text

The legal system acknowledges that it has to rely a lot on witness testimony, which is
often contradictory. In order to resolve the contradiction, the finder of fact has to
decide who to believe. That’s basically the reason we have juries - when it comes
down to questions of "was this reasonable?" or "who should we believe in this
instance?" we let 12 people from the community decide. In a criminal case,
presumably the DA would have some sort of evidence other than just testimony, like
pictures of bruises for a battery or bank statements for a case of identity theft. If it’s
really just a case of "he said, she said," without anything else, then the defendant
should probably be found not guilty since that wouldn’t prove the defendant did it
beyond a reasonable doubt (assuming of course the defendant was somewhat
credible).’,’That usually would fall under "reasonable doubt" and the defendant would
likely be found "Not Guilty." This is assuming there’s absolutely no proof of the crime
other than the claim of a single person who was the victim of the crime and the crime
had no evidence left behind. Usually this isn’t going to be the case, since anyone who
absolutely no evidence whatsoever isn’t going to be bringing someone to court in the
first place since they know they’ll be unlikely to win a case against the person.

Llama
Question

How does the legal system handle cases where the only evidence is contradictory
witness testimony, particularly in "he said, she said" situations?
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Field Content

Llama Answer

The legal system handles cases where the only evidence is contradictory witness
testimony, particularly in "he said, she said" situations, through a nuanced and
multi-faceted approach. In such cases, the court relies heavily on the credibility of the
witnesses, the consistency of their testimonies, and the presence of any corroborating
evidence. Here’s a breakdown of the key considerations:
1. **Credibility Assessment**: The court evaluates the credibility of each witness by
considering factors such as their demeanor, body language, and tone of voice while
testifying. The judge or jury may also assess the witness’s potential biases,
motivations, and any inconsistencies in their testimony. 2. **Corroborating
Evidence**: Although the primary evidence may be contradictory witness testimony,
the court may consider other forms of evidence that can corroborate or contradict the
witnesses’ statements. This can include physical evidence, documentary evidence, or
testimony from other witnesses who may have observed the incident or have relevant
information. 3. **Consistency of Testimony**: The court examines the consistency
of each witness’s testimony, both within their own statement and in comparison to the
other witness’s statement. Inconsistencies or contradictions can raise doubts about a
witness’s credibility and potentially undermine their testimony. 4. **Impeachment**:
The opposing party may attempt to impeach a witness’s credibility by introducing
evidence that contradicts their testimony or challenges their reliability. This can
include prior inconsistent statements, biased motivations, or a history of dishonesty. 5.
**Jury Instructions**: In cases where the jury is responsible for weighing the
evidence, the court provides instructions on how to evaluate contradictory witness
testimony. The jury is typically advised to consider the credibility of each witness, the
consistency of their testimony, and any corroborating evidence when making their
decision. 6. **Burden of Proof**: The party with the burden of proof (usually the
prosecution in criminal cases or the plaintiff in civil cases) must demonstrate that their
version of events is more likely to be true than not. If the contradictory witness
testimony creates reasonable doubt, the court may find in favor of the opposing party.
7. **Alternative Dispute Resolution**: In some cases, particularly in civil matters,
the parties may opt for alternative dispute resolution methods, such as mediation or
arbitration, to resolve the dispute without relying solely on contradictory witness
testimony.
To illustrate this approach, consider a hypothetical example:
In a "he said, she said" sexual assault case, the prosecution’s primary evidence is the
testimony of the alleged victim, while the defense relies on the testimony of the
accused. The court must carefully evaluate the credibility of both witnesses,
considering factors such as their demeanor, potential biases, and any inconsistencies
in their testimony. If the alleged victim’s testimony is consistent and corroborated by
other evidence, such as medical records or witness statements, the court may find in
favor of the prosecution. However, if the accused’s testimony is also credible and
raises reasonable doubt about the alleged victim’s account, the court may acquit the
defendant.
In conclusion, the legal system handles cases with contradictory witness testimony by
carefully evaluating the credibility of each witness, considering corroborating
evidence, and applying the relevant burden of proof. While "he said, she said"
situations can be challenging, the court’s nuanced approach ensures that justice is
served to the extent possible, given the limitations of the available evidence.
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Human
Machine Content

Original Text

I have dined here on several occasions for lunch and dinner and I have walked away
happy every time. This isn’t the place to go if your looking for creative or innovative
fine dining. The best words I could use to describe the food is upscale bar food. Flat
breads, Burgers, Salads, Rotisserie Chickens they have it all. Everything is reasonably
priced and you can get in and out pretty quickly without spending a fortune.

Human End
Boundary 37

Truncated
Human Text

I have dined here on several occasions for lunch and dinner and I have walked away
happy every time. This isn’t the place to go if your looking for creative or innovative
fine dining. The best words...

Completed
Text

I have dined here on several occasions for lunch and dinner and I have walked away
happy every time. This isn’t the place to go if your looking for creative or innovative
fine dining. The best words to describe this restaurant are comforting and consistent.
The dishes are classic and well-executed, focusing on familiar flavors that make you
feel right at home. Whether it’s a hearty pasta dish or a perfectly cooked steak, you
know you can expect good quality every time. The service is friendly and attentive,
adding to the overall positive experience. It’s the kind of place where you can relax
and enjoy a meal without any surprises – and sometimes, that’s exactly what you
need!
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Machine
Human Content

Original Text

In today’s economy where most businesses try to provide the least and charge the
most, I feel that it is necessary to give credit where credit is due. Thus, I’d like to give
a shout out to Hyde Park Jewelers in Phoenix, and specifically, Quinton V, one of their
sales associates. Quinton made the engagement ring and wedding band purchasing
process extremely easy and very low pressure. He is very well informed and was
great at teaching me all about diamonds. He spent an hour with me the first time I
walked in the store and never pressured me into buying anything or spending more
than I wanted. I ended up with the perfect engagement ring. Fast forward five months
and we went back into the store to buy bands. Again, Quinton was very easy to work
with, put us both at ease, and provided us with several options that fit our budget. We
walked out less than an hour later with the perfect band as well. I appreciate
businesses that go the extra mile to make sure that customers are happy with their
purchasing decisions and take the time to inform them without pressuring them during
the process. If you are looking for a quality jewelery store without the high pressure
sales environment, go to Hyde Park and ask for Quinton. You won’t be disappointed.

Text Length 226

Cutting Off
Boundary 113

Human End

...perfect engagement ring. Fast forward five months and we went back into the store
to buy bands. Again, Quinton was very easy to work with, put us both at ease, and
provided us with several options that fit our budget. We walked out less than an hour
later with the perfect band as well. I appreciate businesses that go the extra mile to
make sure that customers are happy with their purchasing decisions and take the time
to inform them without pressuring them during the process. If you are looking for a
quality jewelery store without the high pressure sales environment, go to Hyde Park
and ask for Quinton. You won’t be disappointed.

Machine Start

My fiancé and I were on the hunt for the perfect engagement ring, and after hearing
great things about Hyde Park Jewelers, we decided to pay a visit. As soon as we
walked in, we were greeted by Quinton, who immediately made us feel welcomed.
He took the time to understand our preferences and budget, guiding us through their
stunning selection of rings. The atmosphere was relaxed, which made the experience
all the more enjoyable. We ended up finding a stunning piece that truly felt like the...

Hybrid Text

My fiancé and I were on the hunt for the perfect engagement ring, and after hearing
great things about Hyde Park Jewelers, we decided to pay a visit. As soon as we
walked in, we were greeted by Quinton, who immediately made us feel welcomed. He
took the time to understand our preferences and budget, guiding us through their
stunning selection of rings. The atmosphere was relaxed, which made the experience
all the more enjoyable. We ended up finding a stunning piece that truly felt like the
perfect engagement ring. Fast forward five months and we went back into the store to
buy bands. Again, Quinton was very easy to work with, put us both at ease, and
provided us with several options that fit our budget. We walked out less than an hour
later with the perfect band as well. I appreciate businesses that go the extra mile to
make sure that customers are happy with their purchasing decisions and take the time
to inform them without pressuring them during the process. If you are looking for a
quality jewelery store without the high pressure sales environment, go to Hyde Park
and ask for Quinton. You won’t be disappointed.
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Mixed Data Content

Original Text

With a hard drive there is a platter that’s made of a highly pure substance. The drive
works by imprinting little bitty magnetic fields on that substance. The smaller the
drive can make these magnetic fields and still tell them apart, the more data can be
kept on the drive. It’s very much like how if you have a sheet of paper you can fit
more words on it if you write smaller. There’s no reason to fully halve your writing
size to double the amount of information. With Flash memory each individual bit (or
pair of bits, for MLC) is stored in a little structure that is constructed (a flash cell).
The designers took that design, copy/pasted it, then added a bit of control circuitry to
select between the two cells. Then you take *that* design, copy/paste it, and add a bit
of control circuitry to select between the pairs of cells. Repeat, repeat, repeat, etc, etc,
etc, until you have a single chip that can hold a large power of two bytes. Eventually
your technology gets better, so you take your old chip design (at least the memory
portions of it), copy/paste it, and add one more layer of control circuitry to select
between the two halves of the chip. Now you have a chip with twice the memory. It’s
this fundamental difference between making each individual flash cell versus making
a big blank slate and physically filling it up which causes the difference between
storage size changes.

Modified Text

With a hard drive there is a platter that’s made of a highly pure substance. The drive
works by imprinting little bitty magnetic fields on that substance. The smaller the
drive can make these magnetic fields and still tell them apart, the more data can be
kept on the drive. It’s very much like how if you have a sheet of paper you can fit
more words on it if you write smaller. There’s no reason to fully halve your writing
size to double the amount of information. With Flash memory each individual bit (or
pair of bits, for MLC) is stored in a little structure that is constructed (a flash cell).
The designers took that design, copy/pasted it, then added a bit of control circuitry to
select between the two cells. <AI_Start></AI_End> <AI_Start></AI_End>
<AI_Start></AI_End> Now you have a chip with twice the memory. It’s this
fundamental difference between making each individual flash cell versus making a
big blank slate and physically filling it up which causes the difference between
storage size changes.

Tag Count 3

Hybrid Text

With a hard drive there is a platter that’s made of a highly pure substance. The drive
works by imprinting little bitty magnetic fields on that substance. The smaller the
drive can make these magnetic fields and still tell them apart, the more data can be
kept on the drive. It’s very much like how if you have a sheet of paper you can fit
more words on it if you write smaller. There’s no reason to fully halve your writing
size to double the amount of information. With Flash memory each individual bit (or
pair of bits, for MLC) is stored in a little structure that is constructed (a flash cell).
The designers took that design, copy/pasted it, then added a bit of control circuitry to
select between the two cells. <AI_Start>This approach allows for increased data
density without significantly altering the manufacturing process.</AI_End>
<AI_Start>By leveraging this method, engineers can efficiently scale storage capacity
while maintaining compatibility with existing fabrication techniques.</AI_End>
<AI_Start>This technique effectively maximizes the use of available space by
optimizing how the memory cells are arranged and utilized.</AI_End> Now you have
a chip with twice the memory. It’s this fundamental difference between making each
individual flash cell versus making a big blank slate and physically filling it up which
causes the difference between storage size changes.
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Data Content

Original Text

Original Text: in this work we address experimentally a number of unresolved issues
related to microwave induced resistance oscillations miro and the zeroresistance states
observed recently on very highmobility 2d electron gases in gaasalgaas
heterostructures. in particular, we examine electrodynamic effects via
reflectionabsorption experiments and study the exact waveform of miro and their
damping due to temperature. it is shown that electrodynamic effects due to
metalliclike reflection and plasmons are important producing a wide cyclotron
resonance line and a number of oscillations which do not coincide with the miro. to
describe the miro waveform a simple model was employed involving
radiationinduced scattering with displacement. a very good correlation was found
between the temperature dependencies of the quantum lifetime from miro and the
transport scattering time from the electron mobility. the results are compared with
measurements of shubnikovde haas oscillations down to 30 mk on the same sample.

Synonym
Substitution

in this use we destination experimentally adenylic acid number of unresolved issues
come to to nuke induced resistivity vibration Podocarpus ferruginea and the
zeroresistance set forward ascertained recently on very highmobility 2d electron blow
in gaasalgaas heterostructures. in particular, we canvas electrodynamic result via
reflectionabsorption experiment and study the exact waveform of black ache and their
damping due to temperature. info technology is demonstrate that electrodynamic
answer ascribable to metalliclike reflection and plasmons are of meaning acquire amp
full cyclotron resonance mark and angstrom number of oscillations which drill non
coincide with the miro. to depict the genus genus genus Prumnopitys ferruginea
moving ridge bod ampere dewy-eyed model be employed necessitate
radiationinduced scattering with displacement. a rattling good correlativity cost detect
’tween the temperature dependance of the quantum lifetime from genus Prumnopitys
ferruginea and the transmit spread out clock time from the electron mobility. the
answer ar equate with measure of shubnikovde haas oscillations John L. H.
downhearted to 30 mk along the Same sample.

Misspelling

in this work we address experimentally a number of unreoslved issues relaetd to
microwave induced resistance oscillations mrio and the zeroresistance states osberved
recently on very highmobility 2d electron gases in gaasalgasa heterostructures. in
patricular, we exmiane electrodynamic effects via reflectionabsorpiton experiments
and study the exatc waveform of miro and their damping due to temperature. it is
shown that electrodynamic efefcts due to metalilclike reflection and plasmons are
imporntat proudcing a wied ccylotorn resonance line and a number of oscillations
which do not coincide with the mrio. to describe the mrio waevform a simpel mdoel
was empolyde invloivng radiationinduced scattering with displacemnet. a veyr good
correaltion was found between the temperature dependencies of the quantmu lifetime
frmo miro and the tranpsort scattering tiem from the electron mobiilty. the results are
compaerd with measurements of shubniovkde haas oscillations dwon to 30 mk on the
same sample.
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Homoglyph
Replacement

in th!s wørk w @d̄d̄rss expr!mnt@łly @ number of unrsølved̄ issus rł@ted̄ to
micrøw@v !nd̄ucd̄ res!st@nc øsc!łł@t!ons mirø and̄ the 2rørsist@nc stats øbserved̄
recntly on vry hi9hmob!ł!ty 2d̄ łctrøn gass !n 9a@salg@@s htrostructures. !n
particuł@r, w x@m!ne ełectrod̄yn@m!c ffcts v!a refłection@bsørptiøn xpr!ments
@nd stud̄y the ex@ct w@vførm of m!rø @nd thir d̄@mp!n9 du tø temper@ture. !t !s
shøwn th@t lctrød̄yn@mic ffcts d̄u tø mt@ll!cł!ke rflctiøn @nd pł@smøns @re
!mpørt@nt prød̄uc!ng @ w!de cycłøtron rsøn@nc ł!n @nd̄ @ numbr of øsc!ll@tiøns
wh!ch d̄ø nøt cø!ncid w!th th m!rø. tø d̄scr!be th m!rø w@vførm a s!mpl mød̄ł w@s
mpløyd !nvølv!n9 rad̄!atiøn!nd̄uced̄ scattr!n9 w!th d̄ispl@cmnt. a vry gøod̄
corrł@t!øn was føund̄ btwn th tempr@tur dpndncis øf the quantum lift!me from m!rø
@nd th tr@nsport scattrin9 t!m from th łctron møb!l!ty. the results ar cømp@red with
m@suremnts øf shubn!køvd h@@s øsc!łł@t!ons d̄own to 30 mk øn the sam sample.

Upper-Lower
Swap

IN thIS wORK We aDdResS eXperIMenTaLLY A numBEr of UNREsOlvEd issues
RelATEd TO micRoWAvE InduceD ResisTaNce oSCILLatIoNs miro aND the
ZerOrEsistAnCe sTatEs oBsERVEd recEntLY ON verY highmoBILITy 2D
ELEctrOn GaSEs iN gaASalgaas heTeROstruCtuRES. iN parTIcULar, We eXaMInE
eLEcTRoDyNamiC eFfeCts vIA ReFlECTIONabSORptioN EXpErImEnTS and
sTudY tHe Exact WAvEFORM of mirO and thEir daMpIng dUE tO tEmPeRatUre. it
iS SHOwN ThAT eleCtrODyNamIc eFFECts DUe To mEtALLiCLiKE REflEctiOn
aNd PlasmoNS Are impORtAnt pRoDUcInG A wIde CycloTrOn rEsOnaNce lINe
aNd a nUMber oF OscilLaTioNS WHiCh Do NOt coINCiDE wIth ThE MiRo. to
dEsCriBe tHE MiRO WAvEFORm A sImpLE ModeL wAS eMPLOyed INVOLvIng
radiatIONindUcEd sCATtERiNG wItH dISpLAceMEnT. A VEry gOOD
CORReLaTION wAS fouNd betweEN the TeMperATURe DePeNdeNCieS OF ThE
qUAnTUm LiFEtiMe FROM mIrO anD The TrAnSPORT SCatTERING tIME fRoM
tHE elecTron mOBiLItY. The resuLts ArE CoMParEd wiTH MeaSuReMeNts of
ShUBnikOVde HAAS oscILlATIons dowN to 30 mK on tHE SaMe SAmpLE.
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Zero-Width
Space Insertion

i2̆00bn2̆00b thi2̆00bs wo2̆00brk2̆00b we address experimen2̆00btally a
numb2̆00be2̆00br o2̆00bf unres2̆00bol2̆00bved issue2̆00bs relat2̆00bed to
m2̆00bicrow2̆00bave2̆00b induc2̆00bed re2̆00bs2̆00bi2̆00bstance2̆00b
os2̆00bcilla2̆00btions miro and t2̆00bhe zeror2̆00besi2̆00bstance s2̆00btates
obs2̆00ber2̆00bve2̆00bd re2̆00bc2̆00bently on ver2̆00by highmo2̆00bbilit2̆00by 2d
electro2̆00bn g2̆00ba2̆00bse2̆00bs in gaasa2̆00blgaas2̆00b
h2̆00be2̆00bte2̆00brost2̆00bru2̆00bct2̆00bu2̆00bre2̆00bs. in
p2̆00barticul2̆00bar2̆00b, we exam2̆00bi2̆00bne2̆00b el2̆00bect2̆00brod2̆00bynamic
eff2̆00bect2̆00bs via reflectionabsorpt2̆00bion experiments and stu2̆00bd2̆00by the
e2̆00bxact wa2̆00bvefo2̆00brm of mir2̆00bo and their2̆00b damping due to
te2̆00bmp2̆00be2̆00bratur2̆00be. it is shown that elect2̆00brody2̆00bnamic effects due
to met2̆00ball2̆00bi2̆00bcl2̆00bike reflection and pl2̆00bas2̆00bmon2̆00bs are
i2̆00bm2̆00bportan2̆00bt pr2̆00boducing a2̆00b wide cycl2̆00botron2̆00b
reson2̆00ban2̆00bce line2̆00b a2̆00bnd2̆00b a numb2̆00ber2̆00b of2̆00b
o2̆00bsc2̆00billat2̆00bio2̆00bns which2̆00b do not c2̆00boi2̆00bn2̆00bcide with2̆00b
th2̆00be2̆00b miro. to descr2̆00bi2̆00bbe the miro wavefo2̆00brm a simp2̆00ble
model was2̆00b e2̆00bmployed2̆00b invo2̆00blv2̆00bi2̆00bng
radiatio2̆00bn2̆00binduced2̆00b scattering wit2̆00bh displacement. a very2̆00b
go2̆00bod c2̆00bor2̆00brelation wa2̆00bs found b2̆00betwe2̆00ben2̆00b th2̆00be
t2̆00bempe2̆00brat2̆00bure depen2̆00bde2̆00bnc2̆00bies of2̆00b the
q2̆00buantum2̆00b lifetime from mir2̆00bo a2̆00bnd the t2̆00brans2̆00bport
sc2̆00ba2̆00btt2̆00bering t2̆00bime from the2̆00b e2̆00blectron m2̆00bobi2̆00blity. the
results are com2̆00bpa2̆00bred with mea2̆00bsur2̆00bements of shubnikov2̆00bde
haa2̆00bs oscillation2̆00bs dow2̆00bn to 30 mk on th2̆00be same sample2̆00b.
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