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ABSTRACT

Variational physics-informed neural networks (VPINNs), with h and p-refinement,
show promise over conventional PINNs. But existing frameworks are computa-
tionally inefficient and unable to deal with complex meshes. As such, VPINNs
have had limited application when it comes to practical problems in science and
engineering. In the present work, we propose a novel VPINNs framework, that
achieves up to a 100x speed-up over SOTA codes. We demonstrate the flexibility
of this framework by solving different forward and inverse problems on complex
geometries, and by applying VPINNs to vector-valued partial differential equa-
tions.

1 INTRODUCTION

In recent years, PINNs have been a popular technique to solve forward and inverse problems related
to differential equations(Haghighat et al.| 2021} [Mao et al., 2020). PINNs approximate the solution
of a PDE using a deep neural network, which is optimized my minimizing the residual of the PDE
(Raissi et al., 2019). Since their introduction, several variants of PINNs have been proposed, which
exploit different architectures or numerics to obtain better solutions (Cuomo et al., 2022)). One such
extension uses the variational form of the differential equations and numerical integration to com-
pute the loss (Kharazmi et al., 2019; |Khodayi-Mehr & Zavlanos| 2020). While several works have
demonstrated than variational PINNs (VPINNSs) to be more accurate than vanilla PINNs, particularly
with h and p-refinement (hp-VPINNS), the vast majority of VPINN applications to date have only
been limited to scalar problems in small domains with limited flexibility in the type of geometry
that can be used (Kharazmi et al.| 2021} [Yang & Foster, 2021} |[Radin et al., 2023)). One reason for
this is the poor computational efficiency of VPINNs, where most implementations calculate the total
loss by looping through each cell. Moreover, the simple reference transformation used in existing
implementations means that they can only be applied to geometries that can be decomposed into
rectangular cells. As a result, solutions of coupled equations on complex meshes, for example the
one shown in Fig. [T} are infeasible in state-of-the-art hp-VPINNs codes.

Figure 1: Mesh for a spur gear with 14,000 quad cells.
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In this work, we propose a novel implementation of hp-VPINNs based on mapped finite elements
(Wilbrandt et al., 2017), that vectorizes cell-based loops and replaces them with tensor calculations.
This leads to considerable speed-ups by leveraging GPU computing, and lends itself to solutions on
virtually any geometry that traditional techniques like the finite element method can handle.

2 METHODOLOGY

We present the mathematical preliminaries of both PINNs and hp-VPINNS in |A] Assuming our
domain is decomposed into N cells, each having Ngaq quadrature points and Ve test functions,
we compute the variational loss in a manner shown in Fig. 2a] We calculate the derivatives of the
test functions, Jacobians and the quadrature weights once, since these do no change while training
the network, and assemble them into a pre-multiplier matrix. However, when dealing with skewed
cells in complex geometries, the Jacobian may vary at different quadrature points for each test
function. By implementing a bilinear transformation to map the gradients of the test function from
the reference cell to the actual cell, as shown in Fig. [2b] we can handle any complex geometry
that can be decomposed into quadrilateral cells, without the need for a uniform mesh. Hence, by
stacking the pre-multiplier matrices for each cell, we obtain a third-order tensor with dimensions
Neents X Niest X Nguag. We collect all the quadrature points from each cell and pass it through the
neural network go, thereby obtaining the solutions at all points in a single forward pass, and the
gradients of the solutions in a single backward pass. The solution gradients are assembled into a
two-dimensional matrix of dimensions Nguaa X Neeis. This approach guarantees that the gradient
computations for every cell across the domain are performed in a single backward pass through the
neural network, instead of being repeated N,y times as in existing implementation of hp-VPINNS.
A detailed description of the bilinear transformation can be found in[B]
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Figure 2: (a) Tensor-based computation of the variational loss. (b) Bilinear transformations to
handle reference transformations for quadrilateral cell.

3 RESULTS

In the following section, we examine the performance of FastVPINNs in terms of speed and ac-
curacy. We use an NVIDIA RTX A6000 GPU with 48GB of device memory for training. The
NVIDIA-Modulus library(NVIDIA Modulus) was used for PINNs results, while the code available
on (Kharazmi, |2023) was used for obtaining a baseline performance for hp-VPINNs. For our test
functions, we use Jacobi polynomials, denoted as P, for degree n, such that P,, = P,,+1 — P,—1.

3.1 FORWARD PROBLEMS WITH THE TWO-DIMENSIONAL POISSON’S EQUATION

We first demonstrate the performance of our code, with h and p-refinement, on forward problems by
solving the two-dimensional Poisson equation on the unit square, with the given forcing function,

—Au(r,y) = —2w?sin (wz) sin (wy)  (z,y) € Q= [0,1]?,

1
u(0,) =u(-,0) =0 M
This problem has the exact solution
u(z,y) = — sin(wz) sin(wy) ()
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Figure 3: (a) Effect of h-refinement on accuracy. The first, second, and third columns are the domain
decomposition, fastVPINN solution, and point-wise test error, respectively. From top to bottom:
N_elem = 1, N_elem = 64. For each cell, we use 80 x 80 quadrature points and 5 test functions in
each direction. (b) Effect of p-refinement on accuracy on 1 cell. The first and second columns are
the fastVPINN solution and point-wise test error, respectively. From top to bottom: Ntest =5 x 5
and Ntest = 20 x 20. The cell has 80 x 80 total quadrature points

For a test case with w = 4, Fig. [3|shows that our framework exhibits improvement in the accuracy
of the solution using h and p-refinement, as expected from any hp-VPINNSs solver. We then illustrate
the efficiency of our framework with that of PINNs (utilizing the Nvidia-Modulus Library, as shown
in[Modulus| (2023)) and hp-VPINNs (as shown in[Kharazmi| (2023)) in Fig. 4] Fig. fa]compares the
median time per epoch required for solving Eq. [I] as the number of cells increases, with each cell
having 25 quadrature points in total and 5 test functions in each direction. For a fair comparison, the
PINNS solution is obtained using the same number of residual points, and we show our results for
both FP32 and FP64 precision. We can see that the existing hp-VPINNs code scales linearly as the
number of residual points increases, whereas the time required by our framework remains largely
constant, offering up to a 100x speed-up. Further, in Fig. #b] we show that our code consistently
converges faster than PINNs, with the improvements being more noticeable as the solution frequency
increases. We observe that our code is faster than PINNs, which could be because we skip the
backward pass to compute second derivatives for calculating the loss.

3.2 FORWARD PROBLEMS ON A COMPLEX GEOMETRY WITH THE TWO-DIMENSIONAL
CONVECTION-DIFFUSION EQUATION

To demonstrate the application of our framework to complex geometries, we solve the convection-
diffusion equation given in Eq. [3]on the mesh shown in Fig. [T}
—eAu+b-Vu=f x€ 3)

where,
b=[0.1, 0]%;

Fig. [5] shows that our code manages to achieve reasonable accuracy even on a complex mesh with
a large number of cells, which was thus far infeasible for hp-VPINNSs codes.

f=050sinx +cosz; e=1;

3.3 FORWARD PROBLEMS WITH THE TWO-DIMENSIONAL INCOMPRESSIBLE
NAVIER-STOKES EQUATIONS

Since existing codes do not scale very well, as is evident from Fig. [fa] hp-VPINNs have not been
applied to more complex problems in science that are of practical interest, like the incompressible
Navier-Stokes equation. We present a novel application of hp-VPINNS to this problem, using our
fastVPINNs framework, for the solution of the Kovasznay flow and lid-driven cavity flow. Fig. [f]
shows that our framework can solve such coupled flow problems with relatively good accuracy.

To complete the discussion of our hp-VPINNs framework, we demonstrate that it is equally capable
in solving inverse problems as shown in Section[3.4]
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Figure 4: (a) (i) Variation of computational time with the number of quadrature (residual) points,
plotted against the median time taken per epoch; (ii) Comparison of computational time between
hp-VPINNs and fastVPINNs for varying numbers of cells. (b) Comparison between PINNs and
fastVPINNS of total time taken to reach a target mean absolute error for different solution frequen-

cies.

— 2.0e-2

[ 1.0e-2
1.0e-06

Figure 5: Solution of the convection-diffusion equation on a mesh for a spur gear with 14,192 quad
cells. (a) Exact Solution. (b) Predicted Solution. (c¢) Point-wise error
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Figure 6: Preliminary solutions for the two-dimensional Navier-Stokes equations: (a) The Kovasz-
nay flow for Re=40 and (b) Lid-driven cavity flow for Re=1 and lid velocity = 1.
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3.4 INVERSE PROBLEMS: ESTIMATING THE DIFFUSION COEFFICIENT FOR THE
TWO-DIMENSIONAL CONVECTION DIFFUSION PROBLEM

To complete the discussion of our framework, we show that it is equally capable in solving inverse
problems on complex meshes. We add a sensor loss to our loss function by generating data from a
finite cell solver for the problem shown in in Eq. 4]

0 ou 0 ou ou ou
(2 (wngh) v o (G ) ) e sn e = xen @

f=10; épmalz,y) =0.5(sinz +cosy); by, =1.0; b, =0.0;
We then predict the unknown spatially varying diffusion coefficient and the solution, as shown in

Fig.[]
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Figure 7: Exact and predicted solution and diffusion parameter for the inverse problem on a unit
circle. (a) Exact solution(u) obtained from FEM(ParMooN). (b) Predicted Solution FastVPINN. (c)
Absolute error: FEM vs FastVPINN solution. (d) Exact diffusion parameter(e,cy,q1). (€) Predicted
diffusion parameter by FastVPINN(€pregicied) (F) Absolute error: €xcrual VS €predicted



Accepted at the ICLR 2024 Workshop on Al4Differential Equations In Science

REFERENCES

Salvatore Cuomo, Vincenzo Schiano Di Cola, Fabio Giampaolo, Gianluigi Rozza, Maziar Raissi,
and Francesco Piccialli. Scientific machine learning through physics—informed neural networks:
Where we are and what’s next. Journal of Scientific Computing, 92(3):88, 2022.

Sashikumaar Ganesan and Lutz Tobiska. Finite elements: Theory and algorithms. Cambridge
University Press, 2017.

Ehsan Haghighat, Maziar Raissi, Adrian Moure, Hector Gomez, and Ruben Juanes. A physics-
informed deep learning framework for inversion and surrogate modeling in solid mechanics.
Computer Methods in Applied Mechanics and Engineering, 379:113741, 2021.

Ehsan Kharazmi. hp-VPINNs: High-performance variational physics-informed neural networks,
2023. URL https://github.com/ehsankharazmi/hp-VPINNs. Accessed: 2023-12-
01.

Ehsan Kharazmi, Zhongqiang Zhang, and George Em Karniadakis. Variational physics-informed
neural networks for solving partial differential equations. arXiv preprint arXiv:1912.00873,2019.

Ehsan Kharazmi, Zhonggiang Zhang, and George Em Karniadakis. hp-vpinns: Variational physics-
informed neural networks with domain decomposition. Computer Methods in Applied Mechanics
and Engineering, 374:113547, 2021.

Reza Khodayi-Mehr and Michael Zavlanos. Varnet: Variational neural networks for the solution of
partial differential equations. In Learning for Dynamics and Control, pp. 298-307. PMLR, 2020.

Zhiping Mao, Ameya D Jagtap, and George Em Karniadakis. Physics-informed neural networks for
high-speed flows. Computer Methods in Applied Mechanics and Engineering, 360:112789, 2020.

Nvidia Modulus. Documentation. https://docs.nvidia.com/deeplearning/
modulus/modulus—sym/index.html, 2023. Accessed: 2023-03-10.

NVIDIA Modulus. https://developer.nvidia.com/modulusk Last accessed Jan 01,
2024.

Nils Radin, Sven Klinkel, and Okyay Altay. Effects of variational formulations on physics-informed
neural network performance in solid mechanics. PAMM, pp. €202300222, 2023.

Maziar Raissi, Paris Perdikaris, and George E Karniadakis. Physics-informed neural networks: A
deep learning framework for solving forward and inverse problems involving nonlinear partial
differential equations. Journal of Computational physics, 378:686-707, 2019.

Ulrich Wilbrandt, Clemens Bartsch, Naveed Ahmed, Najib Alia, Felix Anker, Laura Blank, Alfonso
Caiazzo, Sashikumaar Ganesan, Swetlana Giere, Gunar Matthies, et al. Parmoon—a modernized
program package based on mapped finite elements. Computers & Mathematics with Applications,
74(1):74-88, 2017.

Mingyuan Yang and John T Foster. hp-variational physics-informed neural networks for nonlinear
two-phase transport in porous media. Journal of Machine Learning for Modeling and Computing,
2(2), 2021.


https://github.com/ehsankharazmi/hp-VPINNs
https://docs.nvidia.com/deeplearning/modulus/modulus-sym/index.html
https://docs.nvidia.com/deeplearning/modulus/modulus-sym/index.html
https://developer.nvidia.com/modulus

Accepted at the ICLR 2024 Workshop on Al4Differential Equations In Science

A PRELIMINARIES

A.1 GOVERNING EQUATIONS

Consider a two-dimensional steady-state Poisson equation:
—Au(z) = f(z), in QCR?
u(z) = g(z), on O
Here, x € (2, € represents the diffusion coefficient. In addition, f(z) is a known source function

with appropriate smoothness. The Dirichlet boundary condition u(z) = g(«) is imposed on the
domain boundary 952.

(&)

A.2 HP-VARIATIONAL PHYSICS INFORMED NEURAL NETWORK

In this section, we initially establish the variational form of the Poisson equation equation [5] fol-
lowed by introducing the Variational Physics Informed Neural Network. Let H'(Q2) denote the
conventional Sobolev space, and define

Vi={veH (Q):v=0 on 0Q}.
The subsequent procedure consists of taking the equation equation [5| multiplying it by v € V,
integrating over {2, and then utilizing integration by parts on the second derivative term. For more

detailed information, please refer to (Ganesan & Tobiskal (2017)). Consequently, the variational
representation of the Poisson equation can be formulated as:

Find v € V such that,
a(u,v) = f(v) forallv eV,

where
a(u,v) = / Vu- Vo dz, f(v):= / fv dx. (6)
Q Q
The domain €2 is then divided into an array of non-overlapping cells, labeled as K}, where
k =1,2 ..., Nes, ensuring that the complete union Uivj'f K, = € covers the entire domain 2.

In this context, we define V}, as a finite-dimensional subspace of V', spanned by the basis functions
on ={¢j(x)}, j =1,2,..., Nex, Where Ny indicates the total number of basis functions in V},.
As a result, the discretized variational formulation related to equation equation [6] can be written as
follows,

Find u;, € V}, such that,

ap(up,v) = fr(v) forallv € Vj, @)
where
Ncel]s Nce]ls
ap(up,v) == Z Vuy, - Vo dK, frn(v) == Z fvdK.
k=1" Kk k=1" Kk
These integrals can be approximated by employing a quadrature rule, leading to
Nqumd
/ Vuy - Vv dK =~ Z wq Vup(zq) - Vu(zg) ,
Ky, =1
Nquad

Ky,

fvdK ~ Z wq f(zg) v(zg)
q=1

Here, Ngyaq is the number of quadrature points in a element.

The hp-Variational Physics Informed Neural Networks (hp-VPINNs) framework, as presented by
Kharazmi et al. (2021), utilizes specific test functions v, where k ranges from 1 to N_elem, that are
localized and defined within individual non-overlapping element across the domain.

o — vP #0, over Ky,
7o, elsewhere.
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Here, vP represents a polynomial function of degree p. This selection of test and solution spaces
results in a Petrov-Galerkin finite element method. Specifically, uy, is estimated by unn(x; W, b),
which is the neural network solution, whereas the test function vy, is a predetermined polynomial
function. By utilizing these functions, we establish the element-wise residual of the variational
form equation [7] with unn (z; W, b) as

Wi (x; W, b) :/ (Vunn(z; W, b) - Vo, — fug) dK.

B(x; W, b) = unn(x; W, b) — g(2), on OXL.
Further, define the variational loss by
1 Neeiis )
Ly(W,b) = (Wi (2; W, b))
cells 1

1 &
d=1

and the cost function of the neural network in hp-VPINN as
Lyen (W, b) = Ly, + 7Ly 9)

Here, L is the Dirichlet boundary loss as expressed in equation [8|and 7 is a scaling factor applied
to control the penalty on the boundary term.

B BILINEAR TRANSFORMATION

Let bo(—1,—1), by (1, —1), bo(1,1), b3(—1, 1) be the vertices of the reference element K, see Fig-

ure [2bl For any function u(X), we denote u(X) = u(Fy(X)) = @(X). Further, the derivatives of
the function, Ou/dx and Ou/dy on the original element can be obtained in terms of the derivatives
defined on the refernce element 94/9¢ and d1/On as follows:
W(X) = a(F (X)) = u(X), (10)
o1 _ouds  oudy )
0§ 0xd¢ Oy o0&
o _ouos onoy 0
on Oxdn 0Oyon

we can express this relation as,

%? (mcl + -17037]) (ycl + yc?zn) %
% (xc2 + xci’)g) (yCQ + yc3§) %Z
where,
(xo + 21 + 22 + 73) (—zo 4+ 21 + 22 — 3)
Tep = 4 ) Tel = 4 )
(—xo — 1 + 2 + 3) (xo — x1 + T2 — 3)
Teo = 1 5 Te3 = 4 )
oty +y2+ys3) _ (Yo +y1 +y2 —y3)
Yeo = 4 ) Ye1 = 4 )
~ (~yo —y1 +y2 +y3) (Yo —y1+y2 —y3)
Ye2 = 1 y Yez = 4 ,

Finally, we have Finally, we have

[gzl "5 [ (e ead) =l ¥ yc:m)] ng]

%Z D (22 +2e3n) (w1 + 2esé) %:li

where, D is the determinant of the Jacobian matrix
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