
Assessing AI Certification Validity via Knowledge
Graphs for Use Case Similarity

Anonymous Author(s)
Affiliation
Address
email

Abstract

With increased capabilities of AI models and, in particular large language models,1

it is necessary to verify their behavior is reliable, trustworthy and robust. However,2

once-off verification of AI models is not enough, as models are often open sourced3

and can be modified and deployed in different application context where the4

original behavior guarantees might not hold. In this work, we investigate the issue5

of when AI certification might cease to be valid in the AI life cycle. We propose6

leveraging use case similarity to assess whether original behavior claims hold and7

use knowledge graphs as a representation of a use case which allows modeling8

and easy modification of a broad use case context. We showcase on a real-world9

example how use cases represented as knowledge graphs can be compared to10

understand whether original AI verifications hold.11

1 Introduction12

Assessing the capabilities of AI models is essential to ensure safe and reliable behavior [9, 12, 5].13

However, one-time AI model assessment is not enough [4, 10, 11]. The life cycle of an AI model often14

involves multiple stakeholders, each of which can modify the model either directly (e.g. fine-tuning)15

or by changing its application context (e.g. using it in a different domain or for a different purpose).16

In this work, we investigate whether AI certifications are invalidated by these changes. As an17

AI certification we consider a set of statements about an AI’s behavior supported by evidence (e.g.18

benchmarking results, alignment to goals, values, ethics or a policy such as EU AI Act). To understand19

whether an AI certification holds after a change in its life cycle, we propose comparing the AI use20

cases before and after the change. As an AI use case we consider the AI application context which21

can include multiple factors such as the domain of application, purpose or stakeholders. We propose22

that changes that do not alter the use case preserve the original certification, while substantial changes23

can invalidate it. We leverage Semantic Web technologies to represent use cases as knowledge graphs,24

enabling easy use case modification and comparison. We demonstrate the use of knowledge graphs25

can be used for representing and comparing AI use cases on a real-world algorithmic hiring example.26

2 AI Certification via AI Use Case Similarity27

Consider the following scenario: a model developer develops and publishes an AI model and outputs28

a certification verifying its behavior on a specific use case. Suppose then another stakeholder (model29

deployer in this text) who wants to reuse this AI model for their own use case. The model deployer30

might change the model internals (e.g. fine-tuning), the broader application context or both. We31

propose measuring the similarity between the two use cases, one in which the model was verified and32

the one in which it is getting deployed, to assess whether the original certification still holds.33
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(a) Algorithmic hiring use case in New York, US.

(b) Algorithmic hiring use case in the EU.

Figure 1: An example of how a change in one use case factor (locality) can lead to a substantially
different knowledge graph representation, informing of new policies that have to be considered.

Knowledge Graphs for Use Case Similarity34

A change in one use case factor (e.g. domain change) can trigger changes to others (e.g. to its AI35

subjects). Knowledge graphs allow use case comparison by taking into account all the individual36

factors and the impact of their relationships. For a given usecase, we construct a version of a Personal37

Knowledge Graph (PKG) [3] that includes the data of interest to the central entity, resulting in a38

star-type structure with the use case as the center. We use the AIRO ontology [8] which includes39

multiple factors such as domain, purpose, AI subjects and locality of use and expand it to include40

some other factors of interest such as regulatory policies for the purpose of demonstrating how small41

changes in the use case can affect these important factors. However, we do not prescribe the exact42

format of a use case representation, and note that a benefit of knowledge graphs is that they can be43

easily adapted and extended to fit different ontologies. To understand how similar two use cases are44

we propose measuring the similarity between their knowledge graph representation, for example by45

utilizing existing knowledge graph similarity metrics [6].46

An Example: AI for Algorithmic Hiring47

Here we demonstrate how knowledge graphs can be used to represent and compare AI use cases. We48

focus on the problem of AI for algorithmic hiring, as a real-world use case with multiple recorded49

incidents due to the lack of AI governance [1, 2]. Figure 1 demonstrates a scenario where an AI50

model for algorithmic hiring developed and verified in one locality (New York, US) is ported into51

another (EU). A change in one node of the knowledge graph (locality of use) triggers further changes52

in associated nodes leading to a substantially different graph. While the risks of the AI system remain53

the same, the associated controls and policies are different. The difference in knowledge graph54

representations demonstrates the impact of the use case modification.55

3 Conclusion and Future Directions56

This work is an initial investigation in how use cases similarity can be leveraged for governance. In57

future work we will investigate how different similarity measures can be used to compute use case58

similarity. Additionally, we hope to extend the knowledge graph representation to include the ability59

to associate sources and provenance to linkages in the knowledge graph. As a result multiple edges60

may connect, for example, risks controls to policies, opening the door to "dual governance" [7] where61

decisions can be informed at run time by different sources of obligations.62
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