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Abstract

Factual knowledge extraction aims to explicitly
extract knowledge parameterized in pre-trained
language models for application in downstream
tasks. While prior work has been investigating
the impact of supervised fine-tuning data on the
factuality of large language models (LLMs), its
mechanism remains poorly understood. We
revisit this impact through systematic experi-
ments, with a particular focus on the factuality
gap that arises when fine-tuning on known ver-
sus unknown knowledge. Our findings show
that this gap can be mitigated at the inference
stage, either under out-of-distribution (OOD)
settings or by using appropriate in-context
learning (ICL) prompts (i.e., few-shot learn-
ing and Chain of Thought (CoT)). We prove
this phenomenon theoretically from the per-
spective of knowledge graphs, showing that the
test-time prompt may diminish or even over-
shadow the impact of fine-tuning data and play
a dominant role in knowledge extraction. Ulti-
mately, our results shed light on the interaction
between finetuning data and test-time prompt,
demonstrating that ICL can effectively compen-
sate for shortcomings in fine-tuning data, and
highlighting the need to reconsider the use of
ICL prompting as a means to evaluate the effec-
tiveness of fine-tuning data selection methods.

1 Introduction

Pre-trained large language models (LLMs) store
extensive parameterized knowledge (Meng et al.,
2022; Petroni et al., 2019a; Allen-Zhu and Li,
2024), which can be extracted and applied to var-
ious downstream tasks through different prompt
designs (Chen et al., 2024; Wang et al., 2024b).
However, querying LL.Ms with naturally phrased
questions may increase the likelihood of generat-
ing incorrect answers, leading to model hallucina-
tions (Zhang et al., 2024; Huang et al., 2025). Pre-
vious research has shown that fine-tuning LL.Ms
can enhance their factuality (Wei et al., 2022a), yet
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Figure 1: Overview: In-context learning (ICL) prompts
can help reduce the factuality gap, as they enhance the
connectivity of the graph of the FT-Unknown LLM
by incorporating demonstrations like (s’, a’), thereby
narrowing the factuality gap. FT-Unknown LLLM and
FT-Known LLM refer to LLM fine-tuned on unknown
and known knowledge, respectively.

the impact varies significantly depending on the
dataset. For instance, Gekhman et al. (2024) and
Ghosal et al. (2024) indicate that fine-tuning on
well-established or popular knowledge improves
model performance, while fine-tuning on unknown
or unpopular data can have the opposite effect.

Previous research has extensively explored how
different fine-tuning datasets impact the factual-
ity of LLMs(Gekhman et al., 2024; Kazemi et al.,
2023; Joshi et al., 2024; Ghosal et al., 2024). In
this work, however, we find that this factuality gap
caused by finetuning data is highly fragile. Modify-
ing the test-time prompt, such as through few-shot
examples (Brown et al., 2020) or chain-of-thought
(CoT) (Wei et al., 2022b), can significantly reduce
or even reverse the gap. Our work suggests that
the factuality gap caused by fine-tuning data can be
understood from a novel perspective of knowledge
graph modeling.

To gain deeper insight into the nature of this fac-
tuality gap, we pose the following three intriguing
research questions: RQ1: How to understand the
factuality gap caused by finetuning data? RQ2:
Can the factuality gap be easily mitigated? RQ3:
What can we do to utilize this finding in knowledge
extraction? We select two types of models, the



Llama-3.1-8B (Dubey et al., 2024) and Mistral-7B-
v0.3 (Jiang et al., 2023), in both their Base and
Instruct versions, and conduct experiments on two
task categories: question answering (QA) and open-
ended generation. These experiments allow us to
answer the above questions. In this paper, our main
contributions can be summarized as follows:

* Through extensive experiments, we validate the
existence of a factuality gap introduced by fine-
tuning data and demonstrate that this gap dimin-
ishes as the distributional distance of the test set
increases. Furthermore, we identify in-context
learning at inference time as an effective ap-
proach to mitigate this gap.

* We conduct an in-depth analysis of the factuality
gap and offer a deeper understanding from the
perspective of knowledge graphs. To the best
of our knowledge, we are the first to prove this
phenomenon theoretically through the lens of
graph modeling.

* Building on our empirical and theoretical work,
we leverage this finding to explore its potential
applications, especially introduce novel insights
into the evaluation of data selection algorithms.

2 Related Works
2.1 Factual Knowledge Extraction in LLM

LLMs store extensive world knowledge within
their parameters, and ineffective extraction is a ma-
jor cause of model hallucinations (Kandpal et al.,
2023; Mallen et al., 2023). Therefore, understand-
ing knowledge extraction is crucial for improving
LLM efficiency and performance. Allen-Zhu and
Li (2024) integrates pretraining and fine-tuning to
highlight the importance of data augmentation for
extractable knowledge. Yin et al. (2024) introduces
the concept of a knowledge boundary, where knowl-
edge that cannot be correctly accessed under any
expression is considered outside the model’s bound-
ary. While prior work focuses on either pretraining
and fine-tuning phases or extraction during infer-
ence, we study the interaction between model fine-
tuning and inference to offer a more comprehensive
analysis of factual knowledge extraction.

2.2 Finetuning Data and Model Factuality

Recent studies have explored the impact of fine-
tuning data on model factuality. Kang et al. (2024)
suggests that unfamiliar examples in the fine-tuning
dataset affect how the model handles unfamiliar test

instances, but they do not address how these exam-
ples influence the overall factuality of the model.
Gekhman et al. (2024) empirically demonstrate that
fine-tuning on unknown knowledge negatively im-
pacts factuality, attributing this to overfitting on
such data during training. Ghosal et al. (2024)
shows that finetuning on lesser-known facts leads
to worse factuality because of less attention on the
entity tokens during training. Lin et al. (2024b);
Liu et al. (2024b) attempt to improve the factu-
ality of the model by refining the data used for
fine-tuning. Extending prior work, we examine the
impact of fine-tuning data on model factuality from
the graph modeling angle, and propose a method
to reduce its adverse effects.

2.3 In-context Learning and Model Factuality

As a test-time method, ICL plays an important
role in LLM knowledge extraction capabilities, and
many studies have explored how ICL affects model
factuality. Some works focus on using ICL for
knowledge editing (Zheng et al., 2023), while oth-
ers investigate how the construction of ICL exam-
ples influences knowledge extraction (Wang et al.,
2024a; Wu et al., 2025; Yang et al., 2024; Lin et al.,
2024a). In contrast, our work steps further to study
the impact of ICL prompts on the factuality of
fine-tuned models, rather than improving the ICL
construction itself.

3 Preliminaries and Setup

3.1 Factual Knowledge

Following prior work on factual knowledge in
LLMs (Ghosal et al., 2024; Petroni et al., 2019b),
we represent each factual statement as a triplet
(s,r,a), where s is the subject entity, r is the
relation type, and a is the answer. This triplet
structure is widely used in benchmarks such as
LAMA (Petroni et al., 2019b), KILT (Petroni et al.,
2021), and Truthful QA (Lin et al., 2022). Formally,
we denote a piece of knowledge as k = (s,7,a) €
S X R x A, where S, R, and A represent the sets
of all subject entities, relation types, and answers,
respectively. This abstraction provides a unified
format for evaluating whether a language model
contains and can retrieve specific facts.

3.2 Knowledge Extraction in LLLMs

To analyze the mechanism of knowledge extrac-
tion, we consider a simplified one-layer transformer
architecture, with fixed non-orthogonal embed-



dings E € RI7I*? and the vocabulary 7. An
input sequence of n tokens is written as X =
(x1,...,2,) € T. The model computes its out-
puts as

FXGWRWY) = o(An(BE(X); WHC, W),

where WEQ WV ¢ R4*? are learnable parame-
ters, Att() is the self-attention function and o () is
the function that predict next token from the prob-
ability distribution. In this paper, we focus on the
prediction for the next token, given by the final
output vector fi, _(X; W, V). For more detailed
model settings, please refer to Appendix A.1.

Given a factual triplet (s,7,a) € T3, we ask
whether the model can retrieve the answer a when
provided with an appropriate context. Specifically,
we allow any context sequence {x1,...,Zp_1} €
T\ {s,r,a}, with s and . If the model predicts a
as the next token, we say that the knowledge has
been successfully extracted.

Definition 3.1 (Unknown Knowledge). A token
triple (s,r7,a) € T3 is said to be an unknown
knowledge if, for all contexts {x1,...,2p_1} C
T\A{s,ra}, fr..—y(z1,...,201,5,7) # a.

Definition 3.2 (Known Knowledge). A token triple
(s,r,a) € T3 is said to be a known knowledge
if there exists a context {x1,...,xp_1} C T \
{s,r,a} suchthat f. _yy(w1,...,2p-1,5,7) = a.

In practice, we approximate this distinction us-
ing few-shot prompting. A triplet is considered
known if the model produces the correct answer
in at least one prompt. Otherwise, it is treated as
unknown. This empirical definition enables gener-
alization across prompt templates while preserving
alignment with the formal setting above.

4 Understanding the Factuality Gap from
Finetuning on Known vs Unknown
Knowledge (RQ1)

In this section, we examine the factuality gap
in models fine-tuned on known versus unknown
knowledge, under both in-distribution and out-of-
distribution scenarios. We present comprehensive
experimental observations and support them with
corresponding theoretical analysis.

4.1 Factuality Gap under In-distribution
Generalization

Settings. We evaluate the impact of fine-tuning on
known versus unknown factual knowledge across

two task settings: QA and open-ended generation.
For QA task, we follow the experimental proto-
col of Gekhman et al. (2024), fine-tuning both
base and instruction-tuned variants of LLaMA3.1-
8B ! and Mistral-7B-v0.3 ? on known and unknown
subsets derived from EntityQuestions (Sciavolino
et al., 2021), PopQA (Mallen et al., 2023), and
MMLU (Hendrycks et al., 2020). Exact match
accuracy is used as the evaluation metric. For open-
ended generation task, we follow Kang et al. (2024)
using the WikiBios dataset (Stranisci et al., 2023).
The dataset is split analogously into known and un-
known subsets, and performance is measured using
the FActScore metric (Min et al., 2023). All mod-
els are evaluated under both early stopping and full
convergence conditions. Implementation details
are provided in Appendix B.

Obs. 1: Factuality gaps widen with training
but are consistently smaller in instruction-tuned
models. Table 1 reports results for models at early
stopping and full convergence. We observe that
the average factuality gap increases as training pro-
gresses. Across both Llama and Mistral architec-
tures, instruction-tuned models consistently exhibit
smaller gaps than their base counterparts. This
pattern also holds on the WikiBios dataset.

4.2 Factuality Gap under Out-of-distribution
Generalization

Settings. Beyond in-distribution (ID) generaliza-
tion, we extend factuality generalization into other
two out-of-distribution (OOD) types based on the
distance between the test and training data patterns:
(1) near in-distribution generalization and (2) open-
world model factuality. In the following, we ex-
amine the effects of unknown data on each type
of factuality. We employ all-MiniLM-L6-v2? em-
bedding model (Reimers and Gurevych, 2019) to
extract and process data patterns from both OOD
and ID test sets. By comparing the cosine similar-
ity between these patterns, we are able to measure
the distance between OOD and ID data.

We conduct validation experiments using mod-
els fine-tuned on the Entity Questions dataset in
Section 4.1. For near in-distribution tasks, we sam-
ple non-overlapping data from the Entity Questions

"https://huggingface.co/meta-1lama/{ Llama-3.1-8B,
Llama-3.1-8B-Instruct}

Zhttps://huggingface.co/mistralai/{Mistral-7B-v0.3,
Mistral-7B-Instruct-v0.3}

3https ://huggingface.co/sentence-transformers/
all-MinilM-L6-v2
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Dataset Split Llama Llama-Instruct Mistral Mistral-Instruct
ES Con. ES Con. ES Con. ES Con.
EQ Unknown 28.25 24.80 28.75 25.00 21.15 18.00 26.00 20.90
Known  40.30 38.50 39.20 37.70 36.05 3445 3540 34.50
PopQA Unknown 31.28 26.98 30.09 27.33 2694 20.54 2526 19.59
Known 36.81 35.55 3586 3509 33.00 31.67 3226 31.63
MMLU Unknown 3494 3390 33.64 3351 28.09 2652 31.61 2587
Known 37.49 37.10 3592 3488 3560 3481 3344 3214
WikiBios Unknown 55.50 46.90 47.30 36.67
Known  58.25 49.69 49.16 39.58

Table 1: QA tasks exact match accuracy and WikiBios FActScore evaluation. ES: Early Stop, Con.: Convergence.
Llama: Llama-3.1-8B, Llama-Instrcut: Llama-3.1-8B-Instruct, Mistral: Mistral-7B-v0.3, Mistral-Instruct: Mistral-

7B-Instruct-v0.3

and PopQA datasets to create near in-distribution
test sets, eq_ood and pop_ood. For the open-
world task, we choose MMLU to create a com-
plete mmlu_ood set, which provides more diverse
data and significantly different question formats.
The cosine similarities between eq_ood, pop_ood,
mmlu_ood and the ID test set are 0.86, 0.82 and
0.55 respectively. More details about experiments
can be found in Appendix B.4.

Obs. 2: Factuality gaps persist on the OOD
data but vanish under strong distribution shifts.
As shown in Table 2, Llama3.1-8B fine-tuned on
known data consistently outperforms its unknown-
trained counterpart on both eq_ood and pop_ood,
with gaps of 9% and 4% at early stopping, and
7.5% and 8% at convergence. Similar trends hold
for Mistral. However, on the mmlu_ood dataset,
which is more semantically distant, the factuality
gap nearly disappears across all models.

4.3 A Graph-Theoretic Understanding of
Factuality Gap

Theoretical Insight. We present a formal graph-
theoretic framework for analyzing factuality in
LLMs. Prior work has explored knowledge extrac-
tion empirically using graphs (Tang et al., 2024; Liu
et al., 2024a), but lacks a principled account of gen-
eralization. We show that fine-tuning induces an
edge-completion process over a latent knowledge
graph, where one-hop connectivity captures factual
prediction. This explains why known knowledge
enables stronger generalization and why the factual-
ity gap vanishes under semantic shift. Our analysis
provides the first theoretical explanation of factual-
ity emergence and decay in LLMs.

Let G, = (V,&., &™) be a directed graph de-
fined under a specific relation . The node set
V = {t1,t2,...,t)y} consists of entity tokens

drawn from the LLM’s token space. The edge set
& = {(vs,va) € V2| fi._1(s,7) = a} captures
explicit relational knowledge: an edge from vy to
v, exists if the model, when given the input token
sequence (s, r), predicts a as the next token. The
similarity edge set £f™ = {(v,vy) € {t} x V|
t' # t and ||t — t'||2 < €} represents implicit con-
nections based on embedding similarity: an edge
from ¢ to ' exists if the distance between their em-
beddings is less than €. A more detailed definition
is provided in Appendix A.1.

Memorizing Knowledge as an Edge-
Completion Process. Under the graph-theoretic
formulation, SFT can be viewed as an edge-
completion process through which the LLM
acquires new one-hop knowledge. Formally, this
corresponds to augmenting the internal knowledge
graph by adding edges that connect previously
disjoint or weakly connected subgraphs, thereby
encoding new relational facts into the model.

Lemma 4.1 (Memorizing Knowledge as an Edge-
Completion Process). Let D, be the training
dataset for relation r. For a knowledge triple
k = (s,r,a) € Dy, let Go = (Vs,E5™) and
Go = (Va, ES™) be the subgraphs connected to s
and a via similarity edges. Then after memorizing
k, the relation graph G, is updated as G, < G, U

{(/Uiavj) | (viavj) € Vs X Va, f[:,—l}(iv’r) = .]}

Remark 1. We interpret the memorization of
knowledge in LLMs as an edge-completion pro-
cess on the relation graph. The formal justification
is provided in Appendix A.2. Notably, while the
update considers all candidate pairs in Vs X V,,
only a subset of edges,specifically those satisfying
fi,—1(i,7) = j, are actually added. In particular,
there always exists at least one edge (vs, v,) added
to the graph.



Dataset Split Llama Llama-Instruct Mistral Mistral-Instruct

ES Con. ES Con. ES Con. ES Con.

D eq id Unknow 2825 24.80 28.75 25.00 21.15 18.00 26.00 20.90
- Known  40.30 38.50 39.20 37.70 36.05 3445 3540 34.50

eq_ood Unknown 30.00 28.93 31.67 3043 32.17 23.73 3043 24.13

NID - Known 39.03 36.60 38.17 37.03 34.83 33.00 34.17 3243
pop._ood Unknown 28.17 23.79 19.00 19.42 23.13 20.19 25.89 22.74

- Known  32.58 32.05 27.54 2547 28.69 2740 29.71 28.06

OW mmlu ood Unknown 66.11 66.70 69.23 69.30 62.63 6246 6225 62.53
- Known 67.05 67.09 69.51 6947 6298 63.54 60.74 60.70

Table 2: Generalization factuality. ID: in-distribution, NID: near in-distribution, OW: open world.

The generalization capability of SFT is reflected in
the emergence of new connections between previ-
ously unlinked subgraphs. Let G\ = (V, &/, £5M)
denote the relation graph internal to the LLM af-
ter fine-tuning. If there exists a pair (s',a’) €
Vs x V, such that the corresponding knowledge
triple (s',7,a") ¢ D,, and (vg,vy) ¢ & but
(vs,vgr) € &, then the model has successfully
generalized beyond the training data by inferring
the unseen triple (s, r,a’).

Factuality Gap Explained via Differential
Connectivity. If a knowledge triple (s, 7, a) is
present in the training set D,., few-shot prompt-
ing can be viewed as temporarily injecting edges
{(vy,vy)}, where each (s, r, al) is a support
triplé, to connect Vs and V,,. This mechanism will
be presented in Section 5.3. Unknown knowledge
under few-shot prompting typically arises when
the connectivity between v and vy, or between
ve and v,/, is weak, which is often due to sparsity
in the induced subgraphs, particularly when s or
a corresponds to a low-degree entity. As a result,
fine-tuning on such unknown knowledge induces
only limited updates to the relation graph, thereby
reducing the model’s capacity to generalize across
the domain . Figure 2 illustrates the process of
adding edges when LLM finetuned on different
types of knowledge.

Theorem 4.1 (Factuality Gap as a Connectiv-
ity Gap in Knowledge Graphs). Let Gy, =
(V, En, ™) and Gk = (V, Eunic, ™) be knowl-
edge graphs induced by LLMs fine-tuned on known
and unknown knowledge, respectively. Let (s,r, a)
be a test triple sampled uniformly at random from
a fixed test set. Define indicator variables Zy, =
1{(vs,vq) € En} and Zyp = 1{(vs,v4) € Eunk}-
Assume edges under relation r are uniformly dis-
tributed and test triples are uniformly sampled over
their support. Then the expected factuality gap sat-

r
; ; Finetuned on known knowledge ; ;
(sO,r,a0)

sim‘ sim sim‘ ‘ sim

Figure 2: Memorizing a known knowledge triple
(so,7,a0) generalizes to memorizing (s1,7,a;) but
memorizing an unknown knowledge triple (sa,7,as)
can not generalize.

Finetuned on unknown knowledge
(s2,r,a2)

i

isﬁes E[an - Zunk] = Afact X |gkn| - |€unk| > 0.

Remark 2. Theorem 4.1 interprets the factuality
gap as a direct consequence of differences in one-
hop connectivity induced by fine-tuning. Under
uniform sampling assumptions, the expected gap
in one-hop accuracy reflects the difference in the
number of factual edges established in the graph.
A detailed proof is provided in Appendix A.3.

OOD Generalization and the Vanishing Gap.
As the test distribution diverges from the train-
ing graph structure, both known and unknown
knowledge graph G, Gunk become equally less
overlapped to the OOD knowledge graph. Conse-
quently, as the knowledge graph corresponding to
the training data domain becomes nearly disjoint
from that of the test data domain, the factuality gap
approaches zero.

Theorem 4.2 (Decay of Factuality Gap Under
Distributional Shift). Let coS(Diess, Dirain) =
EmDryr, 2/ ~Dypain (T, &) denote the semantic simi-
larity between the test and training distributions,
where x,x’ are unit-normalized representations.
Then, the factuality gap Age; under OOD eval-
uation decreases as the semantic similarity van-
ishes: if coS(Diest, Dirain) — 0, the factuality gap
Afact — 0.



Dataset Llama Llama-Instruct Mistral Mistral-Instruct
ES Con. ES Con. ES Con. ES Con.
o U |41.55+133 38.95+14.2 41.00+12.3 37.40+12.4 35.35+142 32.95+15.0 35.25+9.25 30.05+9.15
M K | 43454315 42.20+3.70 41.20+2.00 40.70+3.00 38.25+2.20 37.95+3.50 33.15-2.25 32.65-1.85
o U | 39.82+8.54 37.89+10.91 35.06+4.97 34.01+6.68 35.93+8.99 35.76+15.22 31.46+6.20 31.32+11.73
A~ K | 38.77+1.96 38.66+3.11 35.55-0.31 36.18+1.09 35.93+2.93 35.90+4.23 31.63-0.63 31.84+0.21
> U | 54.80+19.9 54.60+20.7 64.99+31.4 65.32+31.8 55.39+27.3 55.13+28.6 58.00+26.4 60.09+34.2
= K | 67.60+30.1 67.86+30.8 69.30433.40 68.84+34.0 58.46422.9 58.39+23.6 61.07+27.6 60.94+28.8
m U [55.20-0.30 48.32+1.42 47.93+0.63 37.9941.32
Z K |58.20-0.05 50.8511.16 50.58+1.42 40.22+0.64

Table 3: Performance of the fine-tuned model with few-shot and few-shot CoT. EQ: Entity Questions, PQ: PopQA,
MU: MMLU, WB: WikiBios. Exact Match Accuracy for QA tasks and FactScore for WikiBios, with underlined
results for few-shot and non-underlined for few-shot CoT. The small number in the bottom right corner represents
the improvement or decline in current performance relative to the performance without using few-shot learning.

Remark 3. In practice, we compute the semantic
similarity using an external embedding model. We
assume that the resulting scores closely approxi-
mate those that would be obtained using the inter-
nal representations of the LLM. A formal proof of
Theorem 4.2 is provided in Appendix A.4.

5 Can Fatcuality Gap be Easily
Mitigated? (RQ2)

5.1 ICL Mitigates the Factuality Gap

Settings. We evaluate all models and tasks from
Section 4 using few-shot and few-shot CoT prompt-
ing. Few-shot examples are selected from the
Known training data. For CoT, GPT-40* generates
entity-level analyses to construct reasoning chains,
which are integrated into the CoT prompts. The
format is shown below.

[ Question:{} Analysis:{} Answer:{} ]

We construct three prompt sets and evaluate two
prompting variants: with and without CoT. All
models, including Known and Unknown, are eval-
uated using the same prompts. The prompt set
yielding the highest performance on the Unknown
model is reported. For generation tasks, we use
few-shot prompting only, following the same ex-
ample selection strategy. Full prompt details are
provided in Appendix C.

Obs. 3: In-context learning narrows the fac-
tuality gap, especially with few-shot CoT. Table
3 presents a comparison of the results obtained
through few-shot or few-shot CoT inference after
training different models on various datasets. We

*https://openai.com/index/gpt-40-system-card/

can observe that, in most cases, after using few-
shot learning, the performance on the Unknown
split improves more significantly compared to the
Known split. This suggests that the factuality gap
can be mitigated or even fully eliminated. Addi-
tionally, we observe the following points: 1) The
gap in models with early stopping is more easily
mitigated. 2) The factuality gap of the Instruct
model is easier to mitigate than Base model, espe-
cially in the case of Convergence. In MMLU and
WikiBios, using few-shot learning sometimes even
increases the performance gap. This may be due to
the particularities of these two tasks compared to
regular QA tasks. The former is a comprehensive
dataset with complex and varied question formats,
while the latter is an open-ended generation task,
both of which result in a more complex factuality
gap pattern.

5.2 Ablation study

To better understand how in-context learning mit-
igates the factuality gap, we conduct ablation ex-
periments using the Llama-3.1-8B model on the
Entity Questions dataset. Full details are provided
in Appendix D.

Obs. 4: All of example source, CoT reasoning
and question format critically affect factual gen-
eralization. We conduct an ablation study on the
composition of the prompt, separately examining
the source of examples in few-shot prompts and
the impact of CoT. We validated the effectiveness
of Known examples and CoT, as shown in Figure 3.
We also study the impact of changing the prompt
format on the factuality gap. We use GPT-4o0 to
rephrase these questions in three different formats
and find that the performance decline in all cases,


https://openai.com/index/gpt-4o-system-card/
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Figure 4: Ablation study of prompt formulation. We use
three levels of rephrasing: Minor, Moderate, Radical.

and the factuality gap remains large, which is illus-
trated in Figure 4.

5.3 Understanding the Role of ICL

ICL prompts act as subgraph injections that
reduce the factuality gap. We present a new the-
oretical perspective on ICL: few-shot examples
and CoT rationales can be interpreted as prompt-
induced subgraphs that augment the model’s in-
ternal knowledge graph during inference. Given
a prompt IT containing n support triples (s;, 7, a;),
we treat it as an auxiliary knowledge graph Gy =
Vi, Ery, E5M). For CoT prompting, a target triple
(s,r,a) is supported by a structured reasoning
chain C' = {(s,75,a;) | 1 < i < mn, a, = a},
where all steps share the subject s, and relations
r; may differ. This defines an additional support
graph Go. At inference time, the model operates
on an augmented graph G* = G U Gy U G, where
g is the base knowledge graph encoded by the fine-
tuned model, and Gr; U G are injected through the
ICL prompt.

Theorem 5.1 (ICL Prompt Can Mitigate the Fac-
tuality Gap). Let G be the knowledge graph in-
duced by an LLM after fine-tuning, and let P be
a valid in-context prompt represented as an aux-
iliary graph Gp. The augmented graph at infer-
ence time is G* = G U Gp. Then, the factuality
gap under prompt-augmented inference satisfies
A};a < Afact-

Remark 4. This result provides a structural ex-
planation for why in-context prompting improves
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Figure 5: In an LLM fine-tuned on unknown knowledge
(left), the demonstration (s’, r, a’) introduces new edges
(so,ap) and (s2,as). In contrast, for the LLM fine-
tuned on known knowledge (right), these edges already
exist and thus are not newly added. Consequently, the
factuality gap narrows as the difference in the number
of edges between the two graphs decreases.

factuality: it temporarily densifies connectivity be-
tween relevant subgraphs, effectively compensating
for missing fine-tuned edges. Please refer to Ap-
pendix A.5 for the proof of Theorem 5.1.

6 Leveraging ICL for Knowledge
Extraction (RQ3)

6.1 Improving Generalization under Limited
or Noisy Supervision

Building on our theoretical insights, we hypothe-
size that ICL can improve factual generalization
not only in the presence of low-quality fine-tuning
data, but also when the available data is limited. To
test this, we conduct an experiment on the PopQA
dataset, comparing two conditions: (1) applying
ICL after fine-tuning on a random 5% subset of the
training data, and (2) applying ICL after full-data
fine-tuning. As shown in Figure 6, the 5%-trained
model achieves performance comparable to the full-
data model when combined with ICL. Full details
are provided in Appendix B.5. These findings sug-
gest that well-designed ICL prompts can effectively
compensate for limited or low-quality supervision
in the knowledge extraction of LLM.

Mistral
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Figure 6: Comparison between Llama-3.1-8B and
Mistral-7B-v0.3 models fine-tuned on 5% of dataset
and the whole dataset.



6.2 Rethinking the Metric for Finetuning
Data Selection Method

Recent studies on data selection algorithms for fine-
tuning commonly evaluate performance using few-
shot prompting (Liu et al., 2024b; Xia et al., 2024).
However, our theoretical and empirical findings
suggest that in-context learning can significantly re-
duce, and in some cases even eliminate, the perfor-
mance differences arising from variations in train-
ing data. Consequently, evaluations based solely
on few-shot prompting may mask the true effective-
ness of data selection methods. We therefore argue
that a more comprehensive evaluation framework
is necessary to reliably assess the performance of
data selection algorithms.

7 Discussion: How Far Can CoT Go?

Toy Example Setup. To further eliminate the
potential impact of data filtering, we construct a
Toy Example using manually created Unknown
data that genuinely extends beyond the knowledge
boundary of the LLM. We use the Llama3.3-70B-
Instruct® model to extract data from the EntityQues-
tions dataset with a single query, without relying on
few-shot examples. We then introduce fixed-format
perturbations ("$&") to entity tokens in the known
set to create unknown knowledge set, ensuring that
the model is unable to handle these perturbed ex-
amples. We fine-tune the models using LoRA, and
evaluate their performance on the test set, which
shares the same data type as the training set, i.e.,
normal (known) or perturbed (unknown). Addition-
ally, we also add special CoT to the Toy Example
for verification. Detailed prompt design is shown
in the box below. Experiment details are presented
in Appendix B.3.

CoT for Toy Example

Ignore all the special characters in the follow-
ing question. Think step by step. First, clean
all special characters in the question. In this
step, you might see some Unicode characters
in foreign languages. Next, rethink the cleaned
question. Finally, give the detailed answer of

the cleaned question with a short explanation.
\ J

Obs 5: Under controlled perturbations, the
factuality gap remains large, but is substantially
reduced by CoT prompting. As shown in Table

5https://huggingface.co/meta—llama/Llama—B.
3-70B-Instruct

4, we observe consistent gaps in factuality across
models fine-tuned on known and unknown knowl-
edge sets. The results further confirm that unknown
knowledge encourages factuality failure. We also
observe that CoT effectively enhances model test-
ing performance and narrows the factuality gap
between the two 70B models.

Original With CoT
ES Con. ES Con.
Unknown 4473 41.70 84.08 82.81
Known  83.11 82.81 86.72 87.60

Split

Table 4: Performance of Toy Example

Discussion. For more powerful 70B models,
fine-tuning on both known and unknown knowl-
edge can still lead to a factuality gap. However,
the way these models mitigate the gap through
in-context learning differs significantly from the
approach discussed above. This mitigation is
achieved by using instructions to directly establish
a connection between perturbed entities and nor-
mal entities, which then enables correct knowledge
extraction. These results demonstrate that CoT is
powerful enough to bypass the mapping established
during the fine-tuning stage, allowing the model to
respond based on the new mapping defined within
the CoT prompt. This highlights the effectiveness
of prompt-based reasoning in decoupling model
behavior from parameter-level modifications.

8 Conclusion

This work provides both theoretical and empiri-
cal investigations of the factuality gap introduced
by fine-tuning LLMs on known versus unknown
knowledge. Based on the analysis of experimen-
tal phenomena, we further attempt to explain and
investigate this gap from a graph-theoretic per-
spective, viewing the process of knowledge ex-
traction as a problem of graph connectivity and
structural completeness. This theoretical frame-
work reveals the interaction mechanism between
fine-tuning and test-time ICL prompts, uncover-
ing how prompt-based reasoning compensates for
parameter-induced limitations. In summary, in
this paper, we offer a new perspective on the fac-
tual behavior of LLMs, providing foundational in-
sights into factual generalization that can inform
data selection strategies, prompt design, model in-
terpretability, and the deployment of models in
knowledge-intensive tasks.


https://huggingface.co/meta-llama/Llama-3.3-70B-Instruct
https://huggingface.co/meta-llama/Llama-3.3-70B-Instruct

Limitations

The proposed framework is derived from empirical
observations and may lack full formal generality.
Some underlying assumptions may not fully cap-
ture model behavior across diverse domains, archi-
tectures, or prompt formats. In particular, this work
does not fully explain the anomalous behavior ob-
served on datasets such as MMLU and WikiBios,
which may involve more complex or multimodal
factual structures. We hope this work encourages
future efforts to refine the theoretical framework,
extend it to broader task types, and develop more
robust explanations for these challenging settings.
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A Theory Work

A.1 Notation and Setup

Embedding Layer We define the embedding ma-
trix £ € RIT1%4, where the i-th row E[i] = E;, is
the (non-orthogonal) embedding vector of token ¢;,
and the un-embedding matrix is U € R%* IT1. The
matrices E and U are weight-tied and are learned
during pretraining.

We assume the embeddings are non-orthogonal
and fixed during finetuning, this setting reflects
realistic language model behavior and allows us
to define local neighborhoods over tokens via eu-
clidean distance similarity in the embedding space.
Specifically, we define:

tirvety <= ||E[] - E[]l <e,

which enables generalization from seen tokens to
nearby tokens in the semantic space.

One-Layer Transformer Architecture We con-
sider a one-headed, one-layer transformer with
untied, learned embedding E € RI71xd and
un-embedding U € R¥ITI matrices. For a
prompt (s, 7), the input embedding matrix is X =
[E,, E,] € R¥2, where E,, E, are the continuous
token embeddings.

Let WEQ = (WK)TWQ ¢ R4 and WV ¢
R4 The attention weights are:

o= softmax(XTWKQX;,_l)

WE), ]>

= softmax( [ (WEQ)

| |-
where the subscript :, —1 denotes the last column
of the matrix. Thus, we take the softmax of the
(post-self-attention) embedding of the last input
token to predict the next token. The hidden state is:
his,r) =W"Xa =a,WVE, + a,WVE,.
The logits for token ¢ are computed via:
zi(s,r) = U:;h(s,r),

and the output distribution is:

po(i | s,7) = softmax;(z(s,r)).

A.2 Proof of Lemma 4.1

In Lemma 4.1, we characterize the SFT process as
adding edges between the connected subgraph of
vs and the connected subgraph of v, in the LLM’s
knowledge graph. We now provide a proof of this
statement.

Proof. We assume a standard cross-entropy loss on
the output, and we perform a gradient update (SGD
step) on the model parameters using the example
(s,r,a). Let pg(z | s,r) denote the model’s pre-
dicted probability for token x as the answer given
(s, 7). The cross-entropy loss for the correct answer
a is
L=—logpg(al|s,r).

This loss pushes the model to increase the proba-
bility of a while decreasing the probability of other
tokens for the input (s, 7). Then, we examine the
gradients with respect to various components. The
gradient of £ with respect to the hidden states for
any token z is

~oc
N Oh(s,r)

B oL 0z (s,71)
N Z 0z (8,7) ' Oh(s,r)

= Z(Pe(fﬂ |s,r) =z =a})- U,

On

where [{x = a} is 1 for 2 = a and 0 otherwise.dy,
points in the direction that increases the logit for a
and decreases logits for others. Then, SGD update
(with learning rate ) for W, and the new value
vector for any other token ¢ € V; after updated is:

oIV = (WY + AWY)E[]
oL
oWV
= WV Eli] + nas 6, (E[s] " E[i])
+ nay 0y (B[r] " Efi])

=WVYE[i] +n

Because E[i] ~ E[s], the inner product F[s] " E[i]
will be close to |E[s]|? (and E[r]" E[i] is presum-
ably small unless r happened to be similar to s in
embedding). Thus v; gets a nearly identical adjust-
ment in the Jp direction. For any token i € Vi,
consider its key after the update:

kY = (WK 4+ AWF)EJi
= WEE]]
+nas(l - as) -6, WY (E[s] - E[r])
-q-(E[s]" — E[r]")E[i]
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WX is being adjusted so that the keys of s and all
similar tokens ¢ move closer in the direction of the
relation’s query ¢,. This increases g, - k; for each
such 7, thus increasing the attention weight a,_,;
when the model processes (i, ) in the future.

The W< update also specifically adjusted g,
WYE]r] to better align with k. This change ben-
efits any input where the key is similar to k5. In
particular, g, will now have higher dot-product with
k; for any 7 in Vy (since k' ~ Ek°"). Thus, both
WX and W updates reinforce the attention to any
subject token similar to s.

Now consider the forward pass for a new input
(i,r) after the update. The new hidden state for
(i,7) is then:

new

new _ exp () kYY)
C exp (@) TATY) + exp ((gpev) TRpeY)

(67

Given our analysis, (/') k" is significantly

larger than the old (¢2!%) k%', and also larger
relative to (¢?**)Tk"". Since the update was
based on s vs. 7, we expect (¢"V) ke
(g"e®) Tk which was boosted. Thus a/** will
be close to the a¢" achieved for the training pair,
which is likely near 1 if the model learned to almost
fully attend to the subject. So the relation r will

heavily attend to 7:

)T

h(i,r)

new, new new, new
~op + G Uy

new

~ v;" + (small residual).

Because v;*" was updated to be nearly v{“ in the

dp, direction, and v, was tuned to align with u,,
it follows that h(¢, ) points toward U. , as well. In
other words, the hidden representation the model
computes from (i, ) is now oriented in a way that
favors the answer a and similar tokens.

Since h(i,r) ~ vI*" and v]'*" ~ v}’ and
vy was pushed toward U.,, we have z,(i,7)
greatly increased. The probabilities P(z|i,r) =
softmax(z(4, 7)) will assign much more mass to a
and its neighbors. Therefore, the model’s predicted
answer token j = f[. _1)(¢,7) will lie in the neigh-
borhood V;. Symbolically, fi. _y)(i,r) = j with
7€V, O

A.3 Proof of Theorem 4.1

In this section, we prove Theorem 4.1 and analyze
why the unknown knowledge identified by few-shot
prompting tends to correspond to nodes with lower
degrees. Based on this observation, we further
show that performing SFT on unknown knowledge
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results in a graph with fewer associated explicit
edges, compared to the graph formed by fine-tuning
on known knowledge.

Assumption A.1. We assume that, when using few-
shot prompting, the attention mechanism guides
the query (s, ) to follow the patterns observed in
the demonstrations (s,,r, a,) when predicting the
answer.

This assumption is reasonable based on prior
work (Brown et al., 2020; Von Oswald et al., 2023;
Akyiirek et al., 2023), which demonstrates that lan-
guage models can imitate demonstrated patterns
via in-context learning.

Proof. In the transformer’s attention mechanism,
the weight placed on any key—value pair is

exp (WOE[r]) " (WRE[))

oy =

Zue{s,r,s;,... 1 6XP ((WQE[T])T<WKE[’“])) '

Here, ¢ = WQE][r] is the query vector for the
relation token, and each key vector k;, = WX EJt]
corresponds to token .

If a demonstration subject s; has an embedding
E[s]] so close to E[s] that

IE]si] — Elslll <,
then applying the same linear map WX yields
kg = WEE[s]] ~ WRE[s] = k.

Because the two key vectors are nearly identical,
their dot products with the query vector are also
nearly the same:

qu:S; ~q k.

According to Assumption A.1, the prediction
for (s,r) follows the pattern established by the
demonstrations (s}, r, a’). Based on the derivation
in Appendix A.2, when

q' kg ~q'ks,

the resulting distribution py(x | ..., s, r) will place
most of its mass near a}. In this case, if a ~
a}, then the probability of correctly predicting the
target answer a increases significantly.

Therefore, for known knowledge where few-shot
prompting successfully leads to correct predictions,
the pairs (s, a) are typically close in the embedding
space to many demonstration pairs (s}, a;). This



implies that |V, the size of the similarity neigh-
borhood in the constructed graph G, = (V,, £5M),
is relatively large. Similarly, |V,| is also larger.

According to Lemma 4.1, this means that fine-
tuning on known knowledge typically results in
more than one new edge, while fine-tuning on un-
known knowledge generally adds only one new
edge. Thus, we have:

’gkn’ > |€unk‘-

Let Dig be a random sample of test triples
(s,7,a). Under the uniform-edge assumption (i.e.,
every possible pair in V x V is equally likely to
be included in &;), the probability that a test triple
(s,r,a) is “in” the graph (i.e., can be answered
correctly in one hop) is

_ &

Pr((vs,vq) € &) = ek

Hence, the expected number of correctly answered
test triples is

Define the factuality gap between known- and
unknown-fine-tuning as

Afact = |{(U87 Ua) € Ex, | (57 r, a) S Dtest}|
— {(vs,va) € Bunk | (8,7,a) € Diest}| -

Taking expectations under random sampling, we

have:

gn - gun
E[Afact] — |Dtest’ . (‘k||v|2k|
X |€kn| - |€unk’

> 0.
That is,
Afger X lgkn’ - ygunk‘ >0,

which is exactly the statement of Theorem 4.1.
O

A.4 Proof of Theorem 4.2

We make several foundational proofs and attempt
to provide a graph-theoretic analysis showing that
the greater the semantic distance between the test
set and the training set, the smaller the observed
factuality gap on the test set.

We begin by proving the relationship between
cosine similarity and the edge connectivity of the
knowledge graph associated with the dataset.
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Proof. First, we assume that all token embeddings
are unit-normalized, so for any two tokens i, j

leall = [lejl| = 1.

Their Euclidean distance and cosine similarity are
related, and under the neighborhood condition
there is

62

>1——.

lle; — ej]| < € <= cos(ej, €;) 5

Let

’y = E(Steshslrain) [COS (estesﬂ estmin)]

be the average cosine similarity between a random
test subject embedding and a random training sub-
ject embedding. Define the threshold

62

T=1-—.
2
Then, by Markov’s inequality, the fraction of
test—training pairs whose cosine exceeds 7 is
bounded above by
Pr (Cos(estesﬂ estrain) > T) S

S

In particular, as y decreases, so does the probability
that a random test subject lies within an e-ball of
a random training subject. The same argument
applies to object embeddings a.

Since embedding neighborhoods are indepen-
dent for the subject and the object, the joint proba-
bility that a given training triple implants the cor-
rect test edge is bounded by

Pr (Stest € Vsyy AN Gtest € Vag)
= Pr (Cos(eslesl7 estrain) > T)
X Pr (Cos(ealesﬂ ea/[rain) > T)
()
~) -
Thus, each training triple contributes to the test-
set edge-coverage only with probability at most

train

<

(%) ®_ Then the factuality gap scales at most like

(

similarity vy decreases, the factor (%)2 becomes
smaller, thereby reducing the factuality gap propor-
tionally.

2

T

il

) D=

In particular, as the average test—train cosine

2 ol 2
) 'Dunk — (;) '(Dkn - Dunk) .

O]



A.5 Proof of Theorem 5.1

In this work, the term ICL prompt refers to two spe-
cific types of prompts: few-shot prompts and CoT
prompts. In the following, we consider these two
types separately to provide the theoretical analysis.

Proof. Let II {(s},r,a})} be the few-shot
prompt that provided to the LLM together with
the input pair (s,r). This prompt can be inter-
preted as an auxiliary knowledge graph G =
Vi, Ery, M), The graph includes not only the
triples (s, 7, a) from the demonstrations, but also
the edges connecting them to semantically similar
nodes that are implicitly related within the same
domain.

With graph Gy, the updated knowledge graph
becomes

G* = Gunk/kn U G11-

Since 11, Gunk, Ikn € G, with a knowledge
prompt that has enough semantic connection with
the in-distribution data, there exists a sufficiently
large subgraph Gp such that

|5H N gkn’ > |5H N Eunk‘.
Then, the factuality gap is

Afiet = A (|Ekn U Ep| — |Eunk U Ep))
= AM([&al + [EP| = |En N EpI)
— (|€unk| + 1P| — |Eunkc N Ep|)]
= M| &kn| — |Eunk]
— (& N EP| = |Euk N EP|))
<A (&l = [Eunk])
= Afget-

According to Appendix A.3, there A
Therefore, we can get

*
Afact < Afget-

Let C = (s,r1,a1,7r9,a2,...,7, a) be the CoT
prompt that provided to the LLM together with the
input pair (s, 7). This prompt can be interpreted
as an auxiliary knowledge graph Go = (V¢, E¢).
The graph consists of the complete set of nodes
and edges that lie along the reasoning path from
the subject s to the object a.

With graph Gy, the updated knowledge graph
becomes

g:nk/kn = gunk/kn U gC
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The new factuality gap is defined as

fact = [{covered by Gii, }—[{covered by G} -

But for every test triple (s, r, a) that is explained
by the CoT prompt, it is covered by both aug-
mented graphs. Therefore, its contribution to the
gapis 1 —1 = 0. Any remaining gap can only
come from test triples not supported by CoT.

In the extreme case where CoT covers the entire
test set, we have:

* _
fact —

0.

More generally, since the same CoT subgraph
is added to both graphs, the only remaining differ-
ence in coverage comes from test triples outside
the scope of CoT. Thus, we have:

*

fact S Afact .

B Experiment Details

B.1 QA tasks

Data processing. For the Entity Questions task,
we adopt the experimental framework outlined by
Gekhman et al. (2024). Specifically, we select train
split and dev split data from the following relation
subsets: P131, P136, P17, P19, P26, P264, P36,
P40, P495, P69, P740, and P800 for both training
and evaluation purposes. The remaining relation
subsets are reserved for out-of-distribution (OOD)
testing, as described in Section 5. We employ a few-
shot learning approach to classify the Unknown and
Known datasets. Within the dev split, we randomly
select 10 sets, each containing 4 examples, and
apply both greedy and random sampling decoding
methods. For random sampling, the following pa-
rameters are used: temperature=0.5, top_p=1.0,
top_k=40, and 16 answers are sampled. The data
is classified as either Unknown or Known based
on the accuracy of the greedy search and random
sample. If at least one correct answer is obtained
from either the greedy search or random sampling,
the data is classified as Known. We perform this
filtering procedure for each relation subset and sub-
sequently use the filtered Unknown and Known
splits to balance the data across categories. For
each relation, we take the smaller data size between
the Known split and the Unknown split as the final
data size, in order to ensure that the Known and
Unknown splits have equal amounts of data under



each relation. After filtering, the number of Un-
known and Known samples for each of the four
models is as follows: Llama Base: 28,337, Llama
Instruct: 31,226, Mistral Base: 30,952, and Mistral
Instruct: 31,335. For evaluation, we randomly se-
lect 2,000 samples from the development dataset
corresponding to the relation subsets used in the
training dataset.

For PopQA, similar to Entity Questions, we per-
form the splitting for each question type individ-
ually. First, each subclass dataset is randomly di-
vided into a training set and an evaluation set in a
4:1 ratio. Then, the training set is further split into
two halves to ensure an equal distribution of each
type of question. We also use few-shot prompting
to filter the Unknown and Known splits. The dif-
ference is that, considering the smaller size of the
PopQA dataset, we randomly select only 3 few-
shot groups from the evaluation set, while keeping
the other filtering parameters consistent with those
used for Entity Questions. Finally, the number of
Known and Unknown samples used for each of the
four models is as follows: LLaMA Base: 3,659;
LLaMA Instruct: 3,589; Mistral Base: 3,488; and
Mistral Instruct: 3,421. The evaluation dataset con-
sists of 2,858 samples.

For MMLU, we also adopt a few-shot learning
approach, but with some simplifications. We di-
rectly select 5 data points from the MMLU dev
split as a group of few-shot examples. Apart from
changing the number of random samples to 4, the
other model hyperparameters are set the same as in
Entity Questions. We use the test split of MMLU
as the training data and the val split as the evalu-
ation data. For the training data, we ensure that
the Unknown and Known datasets have the same
number of samples by taking the smaller size from
each class. Finally, the number of Unknown and
Known samples for the four models is as follows:
Llama Base: 2,724, Llama Instruct: 2,730, Mistral
Base: 2,994, Mistral Instruct: 4,128. The length of
the evaluation dataset is 1,531.

Training Details. We divide all the training into
12 groups based on the 3 datasets and 4 models,
with each group containing training on the Un-
known and Known subsets. We ensure that the
training parameters are exactly the same within
each group.

For all the 12 groups, the training hyperparame-
ters are set as follows: the batch size is 128, and we
use a fixed learning rate. Specifically, the learning
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rates for Llama Base and Llama Instruct are set to
le-5, while for Mistral Base and Mistral Instruct,
the learning rate for Entity Questions is 5e-6, and
for the other datasets, it is set to 1le-6. No addi-
tional regularization methods are used during train-
ing. The training for all 12 groups uses the model
with the best accuracy on the evaluation set as the
Early Stop model, and the model whose loss con-
verged after completing all epochs is considered
the Convergence model.

For the Entity Questions and PopQA dataset, all
models are trained for 20 epochs. For MMLU, the
Llama models are trained for 15 epochs, while the
Mistral models are trained for 30 epochs. All of
the models are trained on an 8x RTX 6000 Ada
Generation 48G setup.

Additionally, for the SFT process prompt, the
PopQA dataset use the original questions and an-
swers, while the question prompt format for the
Entity Questions dataset is as follows:

Answer the following question.\n Who is
Caitlin Thomas married to?

The question prompt format for the MMLU
dataset is as follows:

e ™
The following is a multiple choice question,

paired with choices. Answer the question
in format: ’Choice:content’ \n\n### Ques-
tion:\nThe cyclic subgroup of Z_24 generated
by 18 has order\n\n### Choices:\nA) 0 B) 4
C) 2 D) 6 \n\n### Answer:\n

|\ J

Evaluation Details. We use Exact Match as the
metric to measure the model’s evaluation accuracy.
During testing, the prompt format of the questions
is the same as during training. The model during
testing uses the greedy search decoding method
with a max_new_token value of 10.

B.2 Open-ended generation tasks

Data processing. We utilize the WikiBios (Kang
et al., 2024) data directly, randomly selecting 2,000
entries as the training set and 500 entries as the
evaluation dataset. For the training set partition, we
also employ a few-shot learning approach. In the
evaluation set, we select 4 examples and used the
random sample decoding method to sample two an-
swers, with max_token=32. The remaining decod-
ing parameters are the same as in Entity Questions.



To assess the accuracy of the answers, we employed
the FActScore metric. The GPT model used for
this task is gpt-3.5-turbo-0125, with raw scores
and no penalties applied for the num_fact parame-
ter. Each data point is evaluated individually, and
the average of the two sampled answers is taken.
Based on the resulting FActScore, the training set is
then divided into two parts: the higher-scoring sub-
set is classified as Known, while the lower-scoring
subset is classified as Unknown.

Training Details. The dataset is trained only on
Llama Base and Mistral Base, with a batch size of
128 and a fixed learning rate of 1e-5. No additional
regularization methods are used. Training stops
when the loss converged to below 0.01, and this
model is considered the Convergence Model. The
model with the lowest evaluation loss is selected as
the early stop model.

Evaluation Details. We used FActScore as the
evaluation metric, with the same data processing
settings as described above.

B.3 Toy Example

For our Toy Example, we utilized the Llama3.3-
70B-Instruct® model, incorporating data sampled
from the EntityQuestions dataset.

Data processing. We employ the Llama3.3-70B
model to construct the Known knowledge set by
querying the model with the original questions. To
each question, we append the phrase "Answer the
following question." before the question itself to
form a complete query, without relying on addi-
tional few-shot examples. Specifically, we apply
a greedy sampling method, limiting the model’s
output to a maximum of 10 tokens, and verified
whether the ground truth answer is present in the
model’s response. If the ground truth answer is
included, we identifiy the subject words in the ques-
tion. For each subject word longer than two letters,
we introduce a fixed perturbation, "$&". For sub-
ject words of three letters, the perturbation is in-
serted after the first letter. For subject words longer
than three letters, the perturbation is applied before
the second letter. The modified question is then re-
entered into the model to ensure that the resulting
response did not contain the answer to the original
question, and regarded as the Unknown knowledge.

Below is an example of our known and unknown
set consturction, using the real question from re-

6https://huggingface.co/meta—llama/Llama—B.
3-70B-Instruct
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lation P26. The question in this case is “Who is
Caitlin Thomas married to?”, and the ground truth
answer is “Dylan Thomas”. The subject words in
the question is “Caitlin Thomas”.

e ™
Q: Answer the following question.\n Who is

Caitlin Thomas married to?

A: Caitlin Thomas.

Modified: Answer the following question.\n
Who is C$&aitl$&in T$&hom$&as married
to?

A: Rio de Janeiro.

J

We combine the following relations from the En-
tityQuestion dataset: P131, P136, P17, P19, P26,
P264, P36, P40, P495, P69, P740, and P800, result-
ing in a training set of 2,000 data entries and a test
set of 1,000 for the Known and Unknown dataset.

Training Details. During the training of the Toy
Example, we use a learning rate of 2e-5, a batch
size of 128, and a weight decay of 0. We apply a
cosine learning rate scheduler with a warm-up of
64 steps. We use the training data template detailed
in Appendix B.1, and trained the model for a total
of 50 epochs on an 8 x6000 Ada 48G setup.

Toy Example CoT prompt. To mitigate the
performance gap caused by fine-tuning on differ-
ent data filters, we employ the following Chain-
of-Thought (CoT) prompt to guide the model in
reasoning and answering the questions.

% 2
Ignore all the special characters in the follow-

ing question. Think step by step. First, clean
all special characters in the question. In this
step, you might see some unicode characters
in foreign languages. Next, rethink the cleaned
question. Finally, give the detailed answer of
the cleaned question with short explanation.

L

B.4 OOD Generalization

For near in-distribution tasks, We follow Gekhman
et al. (2024) and sample non-overlapping data
from the remaining relation subsets of the Entity
Questions with 3000 data points to create near
in-distribution test set eq_ood.We use the entire
PopQA evaluation dataset as near in-distribution
test sets pop_ood. The cosine similarities between
eg_ood, pop_ood, and the ID test set are 0.86 and
0.82, respectively. For the open-world task, we
choose MMLU, which provides more diverse data
and significantly different question formats. We se-


https://huggingface.co/meta-llama/Llama-3.3-70B-Instruct
https://huggingface.co/meta-llama/Llama-3.3-70B-Instruct

lect 50 samples from each of the 57 MMLU tasks
to create a complete mmlu_ood set. After embed-
ding, the cosine similarity between mmlu_ood and
the ID test set is 0.55.

B.5 Finetuned on Small Dataset

In this section, we introduce the experimental setup
for evaluating the factuality gap resulting from fine-
tuning on a small subset versus the whole dataset.
The construction of the PopQA training and evalua-
tion sets has already been described in Appendix B.
We fine-tune both the LLaMA Base and Mistral
Base models on two dataset settings: (1) the full
PopQA training set, consisting of 11,409 samples
and (2) a randomly selected 5% subset of the full
data, consisting of 561 samples. The training hyper-
parameters follow those specified in Appendix B
for the corresponding PopQA experiments. The
only difference is that here we train for 10 epochs
and select the final model based on early stopping.

The evaluation settings remain the same as in
previous experiments, including the reuse of the
original ICL prompt design.

C Prompt Design Details

For few-shot learning, we select examples from the
Known split. Considering the length and effective-
ness of the examples, 4 examples were selected
from PopQA and Entity Questions, while 3 exam-
ples were selected from MMLU. We used GPT-4 to
generate the CoT prompts for each type of task. For
each dataset, we input the few-shot learning exam-
ples and generate the CoT instructions according to
the question type, thus obtaining the corresponding
few-shot CoT prompt for each question type. The
instructions for each dataset are as follows:

Entity Questions, PopQA: Follow the few
shot Chain of Thought example format: Ques-
tion:{ } Analysis:{} Answer:{} to modify the
format and generate analysis of the entity in
each question of the QA pairs below. The anal-
ysis should describe the related information of
the entity shortly in the question in order to
lead to the answer:
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s B
MMLU: ’Follow the few-shot Chain of

Thought example format: Question:{ }
Choices:{} Analysis:{} Answer:{} to modify
the format and generate analysis of the critical
entity in each multiple choice question below.
The analysis should describe the related
information of the entity in the question

shortly in order to lead to the answer:\n
.

D Abalation Study Details

For the selection of few-shot learning examples,
Table 5 shows the test results for all Unknown ex-
amples. The testing of Unknown examples is the
same as for Known examples, where 3 sets are
randomly selected from the corresponding dataset,
with each set containing 4 examples. The set with
the best performance is then chosen. As for the
results using only Known examples in Table 6, it
can be observed that for most models, the factuality
improves when using Known examples.

For the ablation experiment of CoT, the results
using only few-shot learning and those with the
addition of CoT are shown in Table 6 and Table
7, respectively. By comparing the results, we can
observe the differences between the models with
and without CoT. We find that the factuality of the
models trained on PopQA and Entity Questions
improves, while the results on MMLU are more
unstable and sometimes do not show any improve-
ment with the addition of CoT. We hypothesize that
this may be due to CoT causing the text to become
too long, leading to a performance degradation.

For the ablation experiment on the variation of
question formats, we used GPT-4 to rephrase 2,000
data points from the Entity Questions evaluation
dataset three times. The instructions for the three
rephrasings are as follows:

e 2
Please rephrase this question with Minor Dif-

ference. Just return the rephrased question
without additional word.
Please rephrase this question with Moderate
Difference. Just return the rephrased question
without additional word.
Please rephrase this question with Radical Dif-
ference. Just return the rephrased question
without additional word.




Llama Llama-Instruct Mistral Mistral-Instruct

Benchmark Split ES Con. ES Con. ES Con. ES Con.

EQ Unknow 36.60 29.60 33.25 2620 26.55 1850 3095 19.20
Known 4145 39.55 3945 3755 33.80 33.75 3255 32.80

Unknown 32.61 2946 27.64 2677 28.87 2845 29.01 28.20

PopQA Known 3597 3471 32.68 31.18 3139 3142 30.06 29.92
MMLU Unknown 54.02 5343 6434 64.14 54.02 53.63 55.26 55.45
Known 66.62 66.69 6695 6675 56.89 57.09 59.70 59.96
WikiBios Unknown 54.18 48.62 48.24 38.18
Known  54.81 50.63 48.54 36.48

Table 5: Few-shot learning with Unknown examples

Llama Llama-Instruct Mistral Mistral-Instruct

Benchmark Split ES Con. ES Con. ES Con. ES Con.

Unknow 39.10 32.10 37.65 3440 31.70 25.05 32.05 21.25

EQ Known 41.75 3990 39.80 37.80 3140 30.15 33.05 33.90
PopQA Unknown 37.05 33.80 31.07 28.52 2897 2855 29.25 28.38
Known 3691 36.00 3429 33.00 31.42 31.60 30.27 30.13
MMLU Unknown 54.80 54.60 6499 6532 5539 5513 5624 5643
Known 67.60 67.86 69.30 68.84 5846 5839 6048 60.74
WikiBios Unknown 53.72 47.03 4793 35.53
Known 55.61 50.09 50.58 38.97

Table 6: Few-shot learning with Known examples

Llama Llama-Instruct Mistral Mistral-Instruct

Benchmark Split ES Con. ES Con. ES Con. ES Con.

EQ Unknow 41.55 3895 41.00 37.40 3535 3295 3525 30.05
Known 4345 4220 4120 40.70 38.25 3795 33.15 32.65

Unknown 39.82 37.89 35.06 34.00 3593 3576 3146 31.32

PopQA Known 3877 38.66 35.55 36.18 3593 3590 31.63 31.84

Unknown 45.79 4735 6434 64.01 53.04 5349 58.00 60.09

MMLU Known 56.56 56.83 65.12 6545 5650 58.13 61.07 60.94

Table 7: Few-shot learning with CoT
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