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Abstract

The capability of Large Language Models (LLMs) to plan
remains a topic of debate. Some critics argue that strategies
to boost LLMs’ reasoning skills are ineffective in planning
tasks, while others report strong outcomes merely from train-
ing models on a planning corpus. This study reassesses recent
strategies by developing an end-to-end LLM planner and em-
ploying diverse metrics for a thorough evaluation. We find
that merely fine-tuning LLMs on a corpus of planning in-
stances does not lead to robust planning skills, as indicated
by poor performance on out-of-distribution test sets. At the
same time, we find that various strategies, including chain-
of-thought, do enhance the probability of a plan being exe-
cutable. This indicates progress towards better plan quality,
despite not directly enhancing the final validity rate. Among
the strategies we evaluated, reinforcement learning with our
novel ‘Longest Contiguous Common Subsequence’ reward
emerged as the most effective, contributing to both plan ex-
ecutability and validity. Overall, our research addresses key
misconceptions in the LLM-planning literature; we validate
incremental progress in plan executability, although plan va-
lidity remains a challenge. Hence, future strategies should fo-
cus on both these aspects, drawing insights from our findings.

1 Introduction

While latest Large Language Models (LLMs) have shown
promise in areas like grade school math and code generation
(Liu et al.|2023; |Ye et al.|2024} Kumar et al.|[2024; |Madaan
et al.[2024), their effectiveness in solving planning tasks re-
mains a contentious issue. Numerous studies have voiced
skepticism, questioning whether LLMs can truly conduct
deliberative reasoning beyond statistical pattern matching
(Huang et al.|[2023; |[Kambhampati et al.[2024} Valmeekam
et al.|2024b)). However, the landscape is not uniformly skep-
tical, some studies have also made provocative claims that
LLMs, when fine-tuned on paired datasets of planning prob-
lem descriptions and their corresponding plans, can generate
correct plan sequences for new problems within the same
domains (Shah et al.[|2024; Rossett1 et al.|[2024).

Existing literature on LLMs planning shows a clear di-
chotomy, likely due to limitations in evaluation methodolo-
gies on both sides of the debate, as shown below:
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1. Lack of OOD Evaluation: Optimistic studies often over-
look out-of-distribution (OOD) evaluation, leading to mod-
els potentially simply recalling and adapting partial plan
traces from the training data, rather than demonstrating gen-
uine sequential reasoning (Mirzadeh et al.[[2024). For in-
stance, Shah et al.| (2024) evaluated their model on Sudoku
puzzles of the same size as those in the training set, po-
tentially allowing the model to reuse familiar grid patterns.
Similarly, Rossetti et al.| (2024) evaluated their fine-tuned
LLM planner on test instances generated using the same
PDDL generator configurations as the training data. This
lack of OOD evaluation can lead to an overestimation of the
model’s planning capabilities.

2. Insufficient Analysis of Failure Modes: Pessimistic
studies (e.g., Valmeekam et al| (2024b)) typically focus
solely on plan validity, an extremely stringent criterion that
requires the entire plan to be perfectly correct. This restric-
tive metric fails to capture incremental improvements in
planning capabilities. Moreover, these studies rarely conduct
diagnostic experiments to identify specific reasoning bottle-
necks, leading to a puzzling enigma in the planning com-
munity — Why do strategies that enhance reasoning capa-
bilities in other tasks (e.g., math-solving (Wei et al.[2022))
appear ineffective in planning tasks? For instance, Stechly
et al.| (2024) found that chain-of-thought prompting did not
improve the validity rate of LLM planners. By not consid-
ering more granular metrics and failing to investigate where
the strategy fails, researchers miss opportunities to under-
stand how different strategies contribute and which aspects
of reasoning need the most attention.

To address these gaps, we reassess various strategies for
training LLMs in end-to-end plan generation, where the
LLM itself functions as a black-box planner with no ex-
plicitly modeled search process. These strategies include
permutation (Allen-Zhu and Li| 2023), chain-of-thought
(Wei et al.|[2022; [Yao et al.||2024), self-correction (Madaan
et al.|[2024; Ye et al.|[2024; [Kumar et al.|2024), and rein-
forcement learning (RL) (Liu et al.|[2024). Our evaluation
extends beyond the plan validity metric to include plan ex-
ecutabilir){ﬁ and employs a comprehensive suite of diagnos-
tic experiments to identify where each strategy succeeds or

'An executable plan is one where the preconditions of all ac-
tions are satisfied by the state at execution (See Appendix EI)
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Figure 1: (a) Next-token prediction: The LLM is trained to predict the next token in corpus containing domain and problem
details and their plans, proceeding left-to-right. (b) Proposed LCCS Reward: We use the length of LCCS as an auxiliary reward
signal for RL. It provides granular feedback to fill the sparse reward gap. (See Section[3.2). (c) Reinforcement Learning: RL with
LCCS Reward is shown to be the most effective strategy for enhancing end-to-end LLM planners among all tested strategies.

fails. Moreover, OOD test sets are deliberately designed to
evaluate the model’s generalization capabilities in planning.

We hope our work will address misconceptions in the
LLM planning literature and provide a better understanding
of the inherent planning capabilities of LLMs’ next-token
prediction mechanism. Our contributions are as follows: (1)
We challenge the claim that fine-tuning LLMs simply on
datasets containing problem contexts and reference plans ac-
quire robust planning skills, by demonstrating their failure
on OOD test sets. (2) We show that strategies like CoT lead
to incremental improvements in plan quality by enhancing
plan executability, even if they do not directly increase va-
lidity rates. (3) We show that RL with our proposed ‘LCCS’
reward emerges as the most effective strategy. In particular,
it improves plan validity by 7% and executability by 9% in
longer planning problems.

2 Background & Related Work

Classical Planning. We assume that readers are familiar
with the standard planning language PDDL for representing
deterministic, fully observable planning problems. A classi-
cal planning problem is a pair P = (D, I), where D rep-
resents the planning domain, consisting of a set of predi-
cate symbols and action schemas; I denotes the problem
instance, which includes the objects, initial state and goal.
A sequence of grounded actions 7 = (ag, a1, -..,a,) is a
valid plan iff it is executable and the goal G holds in the
final state after executing the plan.

Next-token prediction. We fine-tune an end-to-end LLM-
planner, LMy, using next-token prediction on a text se-
quence x (Z(D), Z(I), Z(n)), where Z(-) refers to

the serialization of the PDDL elements into natural lan-
guage (as illustrated in Figure [I] part a). Let x.; denote
the first ¢ — 1 tokens of sequence x, and z; be the i-th to-
ken. Then, LMy(&; = =; | X<;) indicates the probabil-
ity the model predicts the ¢-th token Z;, to be equal to the
actual token x;, conditioned on the preceding tokens x ;.
This is also known as autoregressive modeling. The train-
ing objective is to maximize the likelihood of the joint dis-
tribution of the training corpus X, expressed as follows:
J(@) maXgp EXNX [2‘:;'1 logLMg(i“i =T; | X<i) .
Note that this approach trains the model to predict not only
tokens in the output (i.e., the generated plans) but also tokens
in the input query (i.e., the domain and problem description).
Scope. We examine the planning skills of LLMs in the
paradigm of end-to-end plan generation. Our focus ex-
cludes certain approaches, such as the LLM-Modulo frame-
work, which relies on an external verifier to validate gener-
ated plans (Kambhampati et al.[[2024)), nor the Thought of
Search (Katz et al.||2024} |Cao et al.|2024), which bypasses
direct long-term planning by prompting LLMs to generate
search functions instead of actual plans. We focus solely on
paradigms that utilize basic next-token prediction during in-
ference. This excludes hybrid models, such as AlphaMath
(Chen et al.|[2024), which explicitly model search process
via Monte Carlo Tree Search (MCTS) to derive solutions.
The most closely related work to ours is the PlanGPT model
(Rossetti et al. [2024). They demonstrated that fine-tuning
LLMs to predict next tokens on plan sequences, without
access to the entire search trace, can effectively teach the
model to generate plans for new problems.

However, our work differs in two key aspects: (1) We di-



rectly use natural language descriptions instead of PDDL
snippets to train the model. This approach aligns more
closely with how we expect to interact with LLMs in real-
world scenarios. (2) As mentioned in §[T] we conduct a more
comprehensive evaluation to examine the quality of the gen-
erated plans and identify the model’s reasoning bottlenecks.
Criticism on LLM Planning. Criticisms of LLMs in
planning tasks stem from both theoretical analysis and
empirical observations. Theoretically, LLMs are machine
learning-based probabilistic models, and the accuracy of the
models’ predictions decays exponentially over the length of
the sequence, a phenomenon described as “Snowballing er-
ror due to autoregressive modeling” (Bachmann et al.|2024)).
For instance, even with a 99% correctness rate per step, the
probability of a correct sequential prediction drops to about
36.6% over 100 steps. Therefore, one has to admit that there
is no guarantee of soundness in long-term planning tasks due
to its probabilistic nature.

Empirically, numerous studies have demonstrated the
struggles of off-the-shelf LLMs in predicting valid plans for
long-term tasks (Valmeekam et al.[2022} 2023} |Huang et al.
2023). Even advanced proprietary models like OpenAl ol,
which was designed for reasoning tasks, fail on long-term
planning (Valmeekam et al.|[2024b)). In contrast to the pes-
simistic findings in the literature, we seek to better under-
stand why LLMs often fail in planning tasks and provide
insights into how to improve their planning capabilities.

3 Methodology & Experimental Design
3.1 Extended PlanBench Dataset

PlanBench (see Figure[2)), as introduced by Valmeekam et al.
(20244a), has been the most widely used benchmark for eval-
uating planning capabilities of LLMs. It provides a remplate
to convert symbolic model information into natural language
text that can be used to either train or test LLMs on plan
generation. An innovation of PlanBench is its “obfuscated”
planning domains, where names are replaced using mis-
leading vocabulary (see Appendix [C.2). This aims to assess
whether LL.Ms can plan based solely on the logical structure
of the planning problem without any linguistic cues.

To better support both training and evaluating LLMs’
planning skills, we extend the dataset in two key Wayﬂ
1. New Domains. We expand PlanBench to include ad-
ditional domains from the IPC benchmarks, increasing the
total from 2 to 8 domains. This allows for evaluating the
model across diverse domains and complexities, providing a
comprehensive assessment of its planning skills.
2. Longer-plan Problems. A significant limitation ob-
served in PlanGPT (Rossetti et al.[|2024) was that both the
training and test data shared the same distribution, a limita-
tion discussed in §E} To address this, we have deliberately
generated test instances with longer plan-lengths, which is
arguably the most straightforward way to generate OOD per-
formance. By doing it, we prevent LLMs from easily retriev-
ing familiar plan trace patterns from the training data, forc-
ing them to engage in actual planning.

The dataset will be released via Huggingface Hub.

PlanBench Blockworld Example

Query:

[CONTEXT]

I am playing with a set of blocks where I need to
arrange the blocks into stacks.

[ACTION DESCRIPTION]

Here are the actions I can do

Pick up a block

Unstack a block from on top of another block

I have the following restrictions on my actions:
I can only pick up or unstack one block at a time.

[STATEMENT]

The initial state is that, the orange block is clear,

My goal: the blue block is on top of the orange block.
Response:

My plan is as follows:

[PLAN] unstack the orange block from top of the blue
block \n put down the orange block \n ...

[PLAN END]

Figure 2: Each planning problem instance in PlanBench is
serialized into a single text block that presents the context,
action description, initial and goal states, and the plan.

The updated benchmark consists of:

1. Train Set: 4000 instances per domain, with plan lengths
from 3 to 16 actions. This contrasts with the previous train-
ing set, which consisted of 70,000 instances and had no re-
strictions on plan length.

2. Test Sets: 200 distinct instances per domain, all of which
are not present in the training set, categorized into four
groups: (a) In-Distrib: same plan length distribution as the
training data. (b) Long (new category): longer plan length
distribution ranging from 17 to 32 actions. (¢) Unseen (new
category): two novel domains not seen and not trained on by
the model. (d) Obfuscated: two domains with obfuscated
predicates, actions and objects.

To prevent the model from reusing memorized plan traces
and achieving artificially high performance through pattern
matching, we limit the training data to 4000 problem in-
stances per domain. While the data size might still seem
substantial, it is important to recognize that deep learning
models, particularly modern LLMs, are data-hungry and are
typically trained on trillions of tokens. This size represents
only 5.7% of the data used in the PlanGPT work.

3.2 Strategies for Enhancing Reasoning

This section presents four strategies aiming to enhance
LLMs’ reasoning skills: permutation augmentation, chain
of thought, self-correction, and reinforcement learning. We
briefly explain the rationale and adaptation of each strategy
to the planning domain.



Permutation Augmentation in Query Content

Original:

Query:

[ACTION DESCRIPTION]
Action a
Action b
Action c

Action a’s precon 1
Action a’s precon 2
Action a’s effect 1

Action a’s effect 2

[STATEMENT]

Initial state:

1. orange block is clear
2. hand is clear

+ Permutation:

Query:

[ACTION DESCRIPTION]
Action c <
Action a <—
Action b <

Action a’s effect 2 <+
Action c’s precon 1 <
Action b’s effect 1 <+

«—

Action a’s precon 2

[STATEMENT]
Initial state:
1. hand is clear <

2. orange block is clear <—

CoT Prompts to the Plan Response

+ Goal CoT:

Response:

My plan is as follows:
[PLAN]

[GDAL]

# Repeat the goal

My goal is ...

[GOAL END]

[counT]

# Count the remaining step
to the goal

10

[COUNT END]

put down the orange block
# Next step in the plan

+ State CoT:

Response:

My plan is as follows:
[PLAN]

[PRECON]

# Provide grounded
conditions for the action
I can only pick up a
yellow block if the yellow
block is on the table and
the yellow block is clear.

[PRECON END]
put down the orange block
[EFFECT]

My goal is that: My goal is that:
1. red on white 1. blue on orange <—

2. blue on orange 2. red on white <«

Figure 3: Permutation augmentation strategy shuffles the or-
der of action descriptions (red arrows), condition and ef-
fect descriptions (blue arrows), and atoms in initial and goal
statements (green arrows). The model is expected to learn
underlying semantics through more diverse data representa-
tion, avoiding overfitting to superficial patterns.

Permutation Augmentation Early studies have shown
that data augmentations enhancing input diversity can im-
prove a model’s generalization performance (Cubuk et al.
2019; \Gontijo-Lopes et al.[2020). Recently, |Allen-Zhu and
L1 (2023) discovered that permutation augmentation — ran-
domly rearranging sentences in a query — significantly im-
proved Transformer models for question-answering tasks.
They posit that exposing models to varied expressions of the
same knowledge encourages them to discover the underly-
ing structure rather than overfitting to superficial word pat-
terns. We hypothesize a more specific rationale for why per-
mutation augmentation works: it enhances the self-attention
mechanism in Transformer during training. By permuting
sentences, it ensures that when a token attends to others, the
attended tokens do not consistently occupy the same posi-
tions. This prevents the attention mechanism from exploit-
ing shortcuts based on positional or syntactic cues, which
could potentially skew the model’s semantic understanding.
Instead, permutation encourages each token to engage with
semantically relevant tokens, enhancing the quality of each
token’s embedding. These improved embeddings enhance
the model’s overall ability to predict the answers.

As such, we apply it to the planning instance descrip-
tions in the training data. Specifically, we permute the or-
der of action descriptions and statement sentences, as illus-
trated in Figure [3] These permuted variants remain seman-
tically equivalent, similar to how any permutation of pred-

[GOAL] # Provide grounded effects
My goal is ... Once I put down a yellow
[GOAL END] block, my hand becomes
[COUNT] empty.

9 [EFFECT END]

[PLAN END] [PLAN END]

Figure 4: Two types of CoT prompts are used in the plan
response — Goal CoT and State CoT. Goal CoT prompts the
agent to repeat the goal and count the remaining steps to
the goal. State CoT prompts the agent to provide grounded
conditions for the action and grounded effects. The model is
expected to learn the world dynamics through these prompts.

icates within conjunctions or disjunctions in PDDL expres-
sions preserves their semantic meaning.

Chain of Thought (CoT) Producing intermediate steps
before directly predicting the final output, is the core idea
behind CoT prompting, a strategy that has shown promise
in eliciting LLMs’ reasoning, as demonstrated by numer-
ous studies (Wang et al.|2023aj [Shi et al|[2023} Yao et al.
2024). Complementing these empirical studies, Prystawski,
L1, and Goodman| (2023) provided a theoretical rationale
for the effectiveness of chain-of-thought reasoning. Using a
controlled Bayesian network environment, they showed that
generating intermediate variables before predicting the tar-
get variable can improve a model’s ability to match true con-
ditional probabilities, particularly when relevant local vari-
ables are observed near each other in the network.

To design general CoT prompts for planning tasks, we
draw inspiration from Decision Transformer (Chen et al.
2021), a RL work that uses LMs as policy models for Atari
Benchmark. Both RL and planning address sequential deci-
sion problems, sharing key elements such as initial states,
state transition functions, and reward/heuristic functions. In
RL, Decision Transformer conditions action prediction on
the provided remaining return and state information. Recog-
nizing this common ground, we structured our CoT prompts
to also include the information of the goal distance and the
current state. We posit that training LLMs to predict these
details before deciding on an action would help the model



Response with Erroneous Steps and Correction

+ Self Correction:

Response:

My plan is as follows:

# Assume the length of this reference plan is 7.

[PLAN]

1%* action; 2° action;

5" action |[[WRONG]; # Synthesized mistakes by selecting
an action that appears later in the plan

3™ action; 4*® action;

7™ action [[WRONG]; # [WRONG] is special ‘removal’ token
5% action;

6™ action; 7** action

[PLAN END]

Figure 5: Self-correction learning modifies plan responses to
involve erroneous steps followed by their immediate correc-
tions, with the incorrect step indicated by token [WRONG] .

learn world dynamics better and thus make better decisions.
But, in our context, serializing fully-observable states di-
rectly into natural language can lead to memory explosion,
potentially overwhelming the model’s capacity. Thus, we in-
stead represent states using transition information (see Fig-
urefd). In fact, by estimating these details, LLMs perform the
roles of both state transition and heuristic functions in clas-
sical search algorithms. An orthogonal investigation by Katz
et al.|(2024) also explored leveraging LLMs to generate state
transition and heuristic function code for planning tasks, but
essentially not examining the plan generation skills.

Self-Correction Learning This strategy has shown effec-
tiveness especially in grade school math: Kumar et al.|(2024])
demonstrated that a multi-turn online reinforcement learn-
ing approach, which trains the model to correct its own mis-
takes, improves the model’s accuracy. Similarly, Ye et al.
(2024) showed that training LLMs on data containing er-
rors and their “immediate removal” can lead to higher ac-
curacy compared to training on error-free data alone. Sev-
eral theoretical frameworks support the effectiveness of self-
correction learning, with the most intuitive being contrastive
learning. By exposing the model to both mistakes and cor-
rect solutions, we establish a robust learning environment.
In contrast, training solely on ground truth data can lead to
exposure bias, where the model becomes overly confident in
its predictions due to a limited range of correct examples.
This overconfidence can hinder the model’s ability to gener-
alize effectively to unseen data (An et al.[2022).

This strategy has been largely overlooked in previous
studies on training LLMs for plan generation. To explore its
impact, we adopt an approach similar to|Ye et al.[(2024), de-
signing synthesized error-correction procedure in the plan-
ning steps. Specifically, we randomly select an action that
appears later in the plan sequence and insert it to the current
step with a special ‘removal’ token, as illustrated in Figure[5]

Reinforcement Learning (RL) More recently, |Liu et al.
(2024) found that when applying RL specifically to reason-

ing tasks, such as math and code generation, yields supe-
rior performance gains compared to applying RL to more
general tasks. This suggests that RL could be a particularly
well-suited strategy for enhancing LLM planning skills.

However, applying RL training for LLM-based plan gen-
eration poses two key challenges: (1) Typical RL frame-
works for LLM are designed to attribute rewards to indi-
vidual tokens as they are generated. However, in plan gener-
ation, the validity of a plan can only be determined once the
entire response is complete, which creates a mismatch with
the token-level optimization paradigm. (2) Using plan valid-
ity as the reward signal — assigning +1 only when plans are
valid, and 0 rewards otherwise — results in very sparse feed-
back. Such binary and infrequent rewards often lead to poor
performance in RL algorithms (Ecoffet et al.[2019).

To address the first challenge, we leverage the recently
proposed rloo framework by |JAhmadian et al.| (2024). rloo
enables LLMs to optimize at the sequence level, providing
delayed rewards associated with the entire output rather than
individual tokens. This approach aligns better with planning
tasks, where plan validity can only be assessed upon com-
pletion of the entire sequence.

To address the second challenge and create a more infor-
mative reward signal, we propose using the Longest Con-
tiguous Common Subsequence (LCCS). Let P, be the gener-
ated plan and P, be the reference plan. We define the LCCS
reward function as:

1 if P is valid
R(Py, P;) = { |Lces(p,,P,)|
| Pr|

(D

otherwise

When the plan is valid, we continue giving a reward of +1.
However, when the plan is invalid, a supplementary reward
is also provided based on the length of the LCCS between
P, and P, (also see Figurepart b). Note that the current re-
ward system has an inherent bias because it relies on a single
reference plan, whereas there may be multiple valid plans for
a given problem. However, this limitation can be effectively
addressed in future work by considering distances to multi-
ple reference plans from top-k planners, potentially provid-
ing a more robust measure. Despite this limitation, we found
that LCCS serves as a good reward signal to fill the sparsity
gap and provide granular feedback on the quality of the out-
put. As such, it offers smoother gradients for the model to
learn from, facilitating more effective training.

4 Evaluation Results

Model We fine-tuned the open-source LLM QWEN2-7B-
INSTRUCT (Yang et al.2024) on the extended PlanBench
dataset. This model was pre-trained on general text but not
on code. Note that QWEN2’s architecture shares significant
similarities with LLAMA 3 (Dubey et al.|2024), but was
trained on a smaller dataset. It thus reduce the risk of having
exposed to PlanBench or related data during pre-training.
See training configurations and other details in Appendix [B]

Evaluation Metrics In previous work, the assessment of
LLM planners primarily focused on the validity rate of the
generated plans (Kambhampati et al.|[2024; Stechly et al.



Table 1: Performance of the fine-tuned LLM across various
test sets with no additional strategies applied. Although the
LLM performs well on in-distribution, it struggles to gener-
alize to OOD cases.

Domain ‘ In-Distrib. ‘ Long

| valid. rate  exec. rate | valid. rate  exec. rate
BLOCKSWORLD 98.5% 98.5% 13.5% 23.5%
LOGISTICS 100% 100% 14.0% 20.5%
BARMAN 100% 100% 25.0% 43.5%
CHILDSNACK 100% 100% 66.0% 67.0%
DEPOTS 98.5% 98.5% 31.0% 37.0%
DRIVERLOG 100% 100% 31.0% 50.7%
GRIPPERS 99.0% 99.0% 50.5% 76.0%
SATELLITE 99.0% 99.2% 51.5% 53.0%
Domain ‘ Unseen

‘ valid. rate exec. rate
HANOI 0% 35%
STORAGE 0% 1%

. \ Obfuscated

Domain

‘ valid. rate exec. rate
BLOCKSWORLD 0% 0%
LOGISTICS 0% 0%

2024])). However, the validity rate alone is inadequate for dif-
ferentiating between the performances of various strategies,
as it is too stringent for evaluating incremental improve-
ments in plan quality. Relying solely on this metric can ob-
scure deeper insights into the planning process, preventing a
thorough understanding of where the model faces reasoning
bottlenecks and how to address them. To address this limi-
tation, we introduce a complementary metric: executability
rate. A plan is deemed executable if it satisfies all precon-
ditions for the actions within the current state. This metric
allows for a finer evaluation of plan quality, even if the plan
does not completely achieve the goal state. To prevent triv-
ially empty plans from being considered executable, we only
count plans with more than 3 actions in the evaluation.

In the following sections, we present our experimental
results, focusing on the effectiveness of the four strate-
gies for enhancing LLM planning capabilities. We evaluate
performance in both in-distribution and out-of-distribution
test sets to provide a comprehensive assessment. To begin
with, we establish a baseline by fine-tuning the LLM on
the vanilla corpus. During the training phase, the model is
tasked with predicting the next tokens in serialized plan-
ning instances consisting of domain descriptions, problem
instance descriptions, and the associated plans. Then, in the
testing phase, we prompt the model with only the domain
and problem instance descriptions. The model is expected to
continue the sequence by generating the plarﬂ

4.1 LLMs Learn to Plan in Natural Language,
but Struggle in OOD Scenarios

Previous studies have asserted the effectiveness of fine-
tuning LLMs for plan generation (Rossetti et al.|[2024; Shah

*Code available at https://anonymous.4open.science/r/official-
misconcept-lm-plan-gen-D34B

et al|2024). We revisit this claim, examining whether the
statements hold true in our extended PlanBench dataset.

In-Distribution Test: A Promising Start Table|I|presents
the performance of our fine-tuned LLM on the vanilla cor-
pus. The model indeed achieved high performance across all
domains in in-distribution tests, mirroring the positive result
reported by PlanGPT (Rossetti et al.[[2024). Remarkably,
we attain comparable performance using only 5.7% of their
training data and a more complex input format expressed in
natural language, suggesting not only better data efficiency
but also better capability to process less structured data than
previously anticipated.

Longer Planning: A Drastic Decline The ‘long’ test
set reveals a significant performance drop, particularly in
the NP-hard BLOCKSWORLD domain (Chenoweth||{1991)),
where the validity rate falls from 98.5% to 13.5%. This dra-
matic decline underscores the model’s limitations in han-
dling longer and more complex planning scenarios, suggest-
ing that the planning capabilities acquired through end-to-
end fine-tuning are not robust.

CHILDSNACK: Partial Success? In the CHILDSNACK
domain, which involves preparing sandwiches for allergic
and not allergic children, the model achieves the highest va-
lidity rate at 66.0% in the long’ test set. However, the rea-
soning complexity of the tasks in this domain is not very
sensitive to plan length. While the plan length expands with
an increase in the number of children to feed, the order in
which the children are addressed does not matter. Upon ex-
amining the generated plans, it appears that the model’s ma-
jor shortcoming is not its ability to handle food allergies,
which it manages adeptly. Instead, it is the model’s failure
to adapt to updated world dynamics involving more children
and objects, often resulting in the omission of several chil-
dren from the plan. Therefore, it suggests that the model’s
reasoning abilities are insufficient for adapting to changes in
out-of-distribution scenarios, even when the core task logic
is well comprehended.

Generalization to Novel Domains: A Clear Failure The
fine-tuned model utterly failed to perform in the “unseen”
and “obfuscated” test sets, unable to generate either valid or
executable plans. This performance breakdown was partic-
ularly striking in the “obfuscated” test set. Here, the LLM
planner often resorted to repeating irrelevant actions from
domains present in the training set, neglecting the actual
planning context (see Appendix [C]for more details).
Overall, our results refute the claim that fine-tuning alone
enables LLMs to master complex planning. Next, we will
examine whether the purported strategies can turn the tide.

4.2 The Secret Help of Permutation

For the sake of brevity, Table [2| presents only the average
performance across all domains in the ablation study. Our
analysis reveals an intriguing finding regarding the impact
of permutation augmentation. While this technique does not
significantly improve the validity rate, it largely enhances
the executability rate (see Table 2|row 2). In particular, we
observe a remarkable 75.5% score in “unseen’ test set, while
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Table 2: Ablation Study on Strategy Effectiveness in Planning. Validity rates (valid.) and the
Executability rate (exec.) are analyzed. Strategies such as Permutation, CoT, and Self-Correct
show no significant validity. improvements but enhance executability in ‘long’ and other OOD

Table 3: Probing test: LLM
effectively identifies when
it makes mistakes.

scenarios. Notably, ‘Goal CoT’ appears to hinder performance. We attribute this to the dual

duties of generating plans and accurately estimating the heuristics of the state, which increases

Row | Precision Recall
overall complexity and hinders the model’s ability to effectively learn both aspects. RL emerges 6 | 875 981
as the only strategy that enhances validity in OOD scenarios. Improvements of statistical sig- 7 | 893 99.2
nificance are highlighted in green, while significant declines are highlighted in red. 8 | 892 974
9% | 905 99.2
| Strategies | In-Distrib. | Long | Unseen | Obfuscated
Label Perm ggaTl %3}1? C(?lilefct RL | valid. exec. | valid. exec. | valid. exec. | valid. exec. th:it;lt%%"lﬂ)oz/; falréigy Zla(t)erilset
1] | | | | ]993% 99.8% | 34.8% 423% | 0% 20.1% | 0% 0% 50 .
2 | v || | [ 995% 998% | 35.0% 483% | 0%  755% | 0% 0% 40 oo BT
3 v | v | | ]968% 985% | 12.1% 187% | 55% 534% | 0% 0% E pa-B%
4 | v | | v | | | 989% 99.5% | 29.5% 43.0% | 0% | 100% | 0% 0% E 30
5 0 v | v | v | | 987% 99.0% | 23.8% 393% | 0%  90.8% | 0% 0% 20
6 | v | | | v | 999% 99.9% | 32.6% 50.6% | 0% | 709% | 0% 0% 15
70 v | v | v | |973% 98.6% | 149% 256% | 0% 387% | 0% 0% > 10
8 | v | | v | v | | 981% 993% |27.5% 494% | 0% 945% | 0% 0% 0 e o R
9 | v | v | v | v | |983% 99.1% |259% 304% | 0%  90.6% | 0% 0% Method
10+ | | | v | 992% 99.6% | 41.5% 513% | 125% 23.0% | 0% 0% Figure 6: RL achieves higher
T \ [ | v | v |97% 100% | 363% 53.6% | 0% 715% | 0% 0% gain than SFT in ‘long” test.

the vanilla model only got 20.1% (row 1). This high perfor-
mance suggests that permutation augmentation enables the
model to effectively parse unseen problem content, which
includes unseen actions, predicates and objects. This aligns
with the findings of |Allen-Zhu and Li| (2023) and under-
scores the importance of data augmentation in enhancing
LLMs capacity to interpret and adapt to new contexts.

4.3 Goal CoT: The Complexity Paradox and
Overfitting Issue

Goal CoT is the only strategy that hinders planning perfor-
mance among OOD cases, showing no improvement what-
soever (see Table [2[row 3, 5, 7, 9). We attribute the failure
to two factors: 1. Complexity Paradox: Estimating the goal
distance adds complexity to the planning process. Although
the intention was to provide heuristic guidance, this added
layer paradoxically complicates the task. The requirement
to predict the steps needed to achieve a goal demands preci-
sion but also restricts the model’s flexibility during planning
— By fixing the total number of action steps before planning
begins, the model loses the ability to dynamically adjust its
plan based on the evolving conditions. 2. Poor Generaliza-
tion: The model exhibits a noticeable bias towards estimat-
ing numbers within the range of plan lengths that it has pre-
viously encountered during the training stage. This aligns
with the observable limitations of LLMs in generalizing to
unseen formulas and number — an issue that has been exten-
sively highlighted by (Gorceix et al.[(2024)).

4.4 LLMs Recognize Mistakes But Fail to Correct
Them

Despite high initial expectations for self-correction learning
— stemming from its demonstrated effectiveness in solving

maths, this recently proposed strategy did not improve va-
lidity rates (see Table E]row 6, 7, 8, 9). To understand this
outcome, we conducted mistake identification probing tests
on test sets to assess the conditional probability of outputting
the special ‘removal’ token when the model encounters a
wrong step (see Appendix [E]for more details).

Results from Table [3] showed that the model is able to
accurately identify errors, achieving particularly high pre-
cision (90.5%) and recall (99.2%) when all 4 strategies are
combined (row 9). However, the detection capability does
not lead to effective correction, indicating that future re-
search should focus on how to leverage detected errors for
correction. Nevertheless, the strategy gave a slight improve-
ment in executability rate (e.g., row 10 vs. 11), suggesting
its ability to enhance the coherence of generated sequences.

4.5 State CoT Boosts Executability with a
Caveat: Efficacy Limited to Short Problems

We observed that State CoT does not improve plan exe-
cutability within the ‘long’ test set, yet it significantly en-
hances performance within the ‘unseen’ test set (e.g., 100%
in row 4). Importantly, the ‘unseen’ test set retains the same
plan length distribution as the training set. Thus, we posit
that the State CoT’s ability to enhance the model’s under-
standing of state transition dynamics may likely be limited
to the plan length distribution it encountered during train-
ing. Consequently, we do not observe an improvement in
the ‘long’ test set. This also rationalizes why the State CoT
demonstrates efficacy in other reasoning tasks (Wei et al.
2022; |Yao et al.|[2024), where these tasks typically require
solution steps that align with the training data distribution.
We shall verify this hypothesis in the next section through a
‘plan continuation’ experiment.
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Figure 7: Validity rate of the LLM planner on the ‘long’ test
set when provided with the first 15 actions. The model using
CoT (Goal + State) showed the highest performance gain
when hints were provided.

4.6 Familiar-Length Plan Continuation
Experiments Reveal CoT’s Potential

A critical question arises regarding the model’s poor per-
formance on longer problems within seen domains: Is this
drop caused by distribution shift? Given that the model was
trained on short-plan problem, it could have developed a bias
towards shorter plans. To investigate this, we conducted a
‘plan continuation’ experiment, where we provided the first
15 true actions and asked the model to continue from there,
ensuring that the remaining steps fell within the length dis-
tribution seen during training.

The results, as shown in Figure [/] reveal intriguing in-
sights. Despite the significant hint provided, the model’s per-
formance still lags behind that of the in-distribution test set.
This discrepancy is expected, as the model must infer the
current world state from the given actions and then continue
planning to reach the goal state. Even with the initial actions
provided, predicting the world state remains challenging.

Interestingly, the model employing CoT (Goal + State)
demonstrates the highest performance gain when provided
with the hints. Its validity rate improves dramatically from
the lowest (23.8%) to the highest (54.2%) among the com-
pared strategies. This finding suggests that when CoT op-
erates within its “comfort zone” (i.e., in-distribution sce-
narios), it begins to show its effectiveness in enhancing
the model’s planning, supporting the hypothesis presented
in § .51 While this performance boost is encouraging, it
also highlights a limitation: CoT appears to be overfit to in-
distribution inference. This aligns with our earlier observa-
tion that the model faces difficulty estimating the goal dis-
tance that is not within the training distribution.

4.7 RL Enhances Model Performance

RL notably improves the performance under our end-to-end
planning paradigm, especially on longer problems. Note that
the model was trained on 10% of the ‘long’ test set with the
proposed LCCS-based reward model, and evaluated on the
90% of the ‘long’ test set and other OOD test sets.

Despite the limited training data and suboptimal rewards
achieved on this subset, RL boosted the validity rate on the
‘long’ test set from 34.8% to 41.5% (a 6.7% increase) and

RLOO on 10% of the “long' test set
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Figure 8: Reward curve of the RL training process. The LLM
get further trained on the 10% of the ‘long’ test set with lim-
ited training steps. This however lead to a noticeable perfor-
mance gain in OOD cases.

the executability rate from 42.3% to 53.6% (9.0%) (see Ta-
ble 2| row 10). Interestingly, it also enabled the model to
solve problems in the ‘unseen’ test set, achieving a 12.5%
where it previously failed to generate any valid plans. The
updated model does not exhibit overfitting, as indicated by
the LCCS reward signal not reaching a perfect score of 1.0.
Instead, the model has developed general planning strategies
effective in unseen scenarios. To confirm that this improve-
ment is not due to the additional training data, we also con-
ducted supervised fine-tuning as described in Section4.1|us-
ing the same training data. However, the outcomes were not
as promising as those achieved with RL, as demonstrated in
Figure[6] These results suggest that RL fosters more compre-
hensive planning skills compared to supervised fine-tuning
(SFT), aligning with the findings of |[Liu et al.| (2024).
Applying RL to the vanilla model led to faster conver-
gence and improved results compared to its application to
the model with self-correction skills, as illustrated in Fig-
ure [8] and row 10 and 11 in Table Pl We hypothesize that
the self-correction strategy, by permitting repeated attempts
at actions, effectively broadens the model’s state space and
thus poses a greater challenge to explore a valid solution.

5 Discussion

We investigate the enigma of why strategies aimed at im-
proving LLM reasoning often fail to achieve expected re-
sults in planning tasks. Our findings reveal that, they do
contribute to the overall plan quality, as reflected in the en-
hanced executability rate. This indicates progress towards
more coherent plans, despite not directly leading to valid
plans. We have limited our scope to the end-to-end plan gen-
eration paradigm, where the search process is not explicitly
programmed. Within this context, we find that fine-tuning
LLMs on datasets consisting solely of problems and corre-
sponding reference plans struggles to foster robust planning
skills beyond in-distribution instances. Nonetheless, our re-
search reveals that RL stands out as the most effective strat-
egy in this end-to-end paradigm, enhancing both the validity
and executability rates on longer problems. This study pro-
vides a clear pathway for boosting the planning capability
within the next-token prediction framework. Whereas previ-
ous work centered on pinpointing the shortcoming of LLMs



in plan generation, we show that the direction of improving
LLM planning lies in increasing the likelihood of reaching
goal state while preserving the high levels of executability
that current strategies have already achieved.
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The appendix consists of the following:

Appendix [A} Terminology Explanation: Executability and Validity of a Plan
* Appendix [B} Implementation Details
* Appendix [C} Planning Prompts and Responses

* Appendix [D} Further Details on A Failure Case of Self-Correction Learning

Appendix [E} Further Details on Mistake Identification Probing Tests

Appendix [F} Additional Results: pass@k Validity Rate

* Appendix [G} Additional Results: Goal Satisfiability Rate

Our codebase is available at https://anonymous.4open.science/r/official-misconcept-lm-plan-gen-D34B| and the dataset will
be released via Huggingface Hub once the review process is completed.

A Terminology Explanation: Executability and Validity of a Plan

The definition below can be found in [Howey et al.| (2004) and is also presented as DEFINITION 2.8 in the textbook (Haslum
et al.[[2019), defined as follows:

Definition A.1 (Executability of a Plan). A plan is executable if it defines an action sequence (ag, a1, ..., a,—1) with states
(S0, 81, - -+, Sn)- So is the initial state and foreachi = 0, 1,...,n—1, s;11 is the result of executing a; in s;, and the precondition
of a; must hold in s; and s;4; is the result of removing delete effects, adding add effects and applying numeric effects. The
state s, is called the final state produced by the plan and the state sequence (so, $1,. . -, Sp) is called the trace of the plan. An
executable plan produce a unique trace.

Definition A.2 (Validity of a Plan). A plan is valid if and only if it is executable and the goal of the problem G holds in the
final state s,, produced by the plan.

These are the formal definitions written in the PDDL textbook, and we can see that executability is a prerequisite for a plan
to be valid. This underscores the importance of including the executability metric in our evaluation of plan quality.

B Implementation Details

We used 4 Nvidia A100 GPUs to fine-tune the QWEN2-7B-INSTRUCT model on the extended PlanBench dataset. Note that dur-
ing the training process, especially during reinforcement learning, the machine occasionally encounter out of memory (OOM)
errors, even when reducing the batch size to 1. This issue primarily arose because when applying Chain-of-Thought (CoT)
prompts to the model, the length of the response sequences often exceeded 20,000 tokens, which is beyond what most open-
source frameworks can handle.

Below are the detailed hyperparameter used in our experiments.
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B.1 Hyperparameter

Topic Hyperparameter Value Notes
mistake rate 0.2 Follow the best practice in paper
Data generation segd . Hil
train size 4000
test size 200
model name Qwen2-7B-Instruct
stage sft
deepspeed zero 3
per device train batch size 1-4 Adaptive to the response length
Fine-tuning gradient accumulation steps  1-2
num train epochs 2.0
bf16 true
Ir scheduler type cosine
learning rate 1.0e-5
lora rank 128
lora alpha 256
per device train batch size 1
gradient accumulation steps ~ 2-4
if glora false
RL seed 23
num ppo epochs 1
num mini batches 1
learning rate 3.0e-6
total episodes 500000
missing eos penalty 0.5
lora dropout 0.05
k 1,3,5 Number of plan candidates to generate
Evaluation top p 0.93 Top P Sampling coefficient when k > 1,
if P is set to 0.75, the model will include
enough top tokens so that their combined
probability equals or exceeds 75%.
top k 50 If it is set to 50, only the 50 most likely

tokens are considered for the next output
token

C Problem Instances Prompts and Responses

C.1 Detailed Examples of Training Corpus from DRIVERLOG Domain

We will release the extended PlanBench dataset via Huggingface Hub after anonymous review. In this section, we provide
several examples of problem instance context and responses text from the DRIVERLOG domain.

To illustrate modifications to the response section of the training corpus, we use row 9 from Table[2]as an example, where all

four strategies are combined.

Figure 9] will display the problem context section of the example. Following that, Figure [I0] presents a detailed response
section that incorporates the Goal CoT, State CoT, and Self-Correction strategies.



Training Data Driverlog Query C

ntent Example

Query:

[CONTEXT]

I have to plan how to transport objects between locations using trucks driven by drivers. The drivers can walk between
locations, board and disembark from trucks, and drive trucks between locations. The trucks can be loaded and unloaded with
objects.

[ACTION DESCRIPTION]

Here are the actions that can be performed:

Load an object into a truck.

Unload an object from a truck.

A driver boards a truck.

A driver disembarks from a truck.

A driver drives a truck from one location to another location.

A driver walks from one location to another location.

The following are the restrictions on the actions:

An object can be loaded into a truck only if the object is at the same location as the truck.

Once an object is loaded into a truck, the object is not at the location but is in the truck.

An object can be unloaded from a truck only if the object is in the truck.

Once an object is unloaded from a truck, the object is not in the truck but is at the location of the truck.

A driver can board a truck only if the driver is at the same location as the truck.

A driver can board a truck only if the truck is empty.

Once a driver boards a truck, we say the driver is driving the truck.

Once a driver boards a truck, the driver is no longer at the location.

Once a driver boards a truck, the truck is no longer empty.

A driver can disembark from a truck only if the driver is driving the truck.

Once a driver disembarks from a truck, we say the driver is no longer driving the truck.

Once a driver disembarks from a truck, the driver is at the location of the truck.

Once a driver disembarks from a truck, the truck is empty.

A driver can drive a truck from one location to another location only if the driver is driving the truck and the truck is at
the from-location.

A driver can drive a truck from one location to another location only if the from-location and to-location are linked.

Once a driver drives a truck from one location to another location, the truck is at the to-location and is no longer at the
from-location.

A driver can walk from one location to another location only if the driver is at the from-location and the from-location and
to-location are linked.

Once a driver walks from one location to another location, the driver is at the to-location and is no longer at the

from-location.

[STATEMENT]

As initial conditions I have that, place 1 and place O are linked, driver 2 is at place 1, path 1-O and place O are connected,
path 1-0 and place 1 are connected, truck 1 is empty, place 1 and path 1-0 are connected, driver 1 is at place 1, package 1 is
at place 1, truck 1 is at place 1, place O and place 1 are linked, place O and path 1-0 are connected.

My goal is to have that truck 1 is at place 1, driver 2 is at place O, package 1 is at place 0.

Figure 9: The LLM planner is trained on these lengthy natural language queries that describe the context, action description,
initial and goal states in the Driverlog domain. It’s important to recognize that the next-token prediction training of LLMs during
fine-tuning isn’t limited to predicting just the response tokens. In fact, the model is trained to predict all tokens, including those
in the query context, similar to the pretraining process. This aspect is often overlooked in the planning community, where people
may assume that the model is only trained to generate the plan response.



Training Data Response Section in Driverlog Domain When Applied CoT and Self-Correction

Response:

My plan is as follows:

[PLAN]

<GDAL> My goal is to have that truck 1 is at place 1, driver 2 is at place 0, package 1 is at place 0. <COUNT> 6 </COUNT> <PRE
CON> A driver 1 can board a truck 1 only if the driver 1 is at the same place 1 as the truck 1. A driver 1 can board a truck 1
only if the truck 1 is empty. </PRECON> driver 1 boards truck 1 at place 1 <EFFECT> Once a driver 1 boards a truck 1, the truck
1 is no longer empty. Once a driver 1 boards a truck 1, we say the driver 1 is driving the truck 1. Once a driver 1 boards a
truck 1, the driver 1 is no longer at the place 1. </EFFECT>

<GDAL> My goal is to have that truck 1 is at place 1, driver 2 is at place 0, package 1 is at place 0. <COUNT> 5 </COUNT> <PRE
CON> An package 1 can be unloaded from a truck 1 only if the package 1 is in the truck 1. </PRECON> unload package 1 from truck
1 at place O <EFFECT> Once an package 1 is unloaded from a truck 1, the package 1 is not in the truck 1 but is at the place 0
of the truck 1. </EFFECT> WRONG

<GOAL> My goal is to have that truck 1 is at place 1, driver 2 is at place 0, package 1 is at place 0. <COUNT> 5 </COUNT>
<PRECON> An package 1 can be loaded into a truck 1 only if the package 1 is at the same place 1 as the truck 1. </PRECON> load
package 1 into truck 1 at place 1 <EFFECT> Once an package 1 is loaded into a truck 1, the package 1 is not at the place 1 but
is in the truck 1. </EFFECT>

<GOAL> My goal is to have that truck 1 is at place 1, driver 2 is at place 0, package 1 is at place 0. <COUNT> 4 </COUNT>
<PRECON> A driver 2 can walk from place 1 to path 1-0 only if the driver 2 is at the place 1 and the place 1 and path 1-0 are
linked. </PRECON> driver 2 walks from place 1 to path 1-0 <EFFECT> Once a driver 2 walks from place 1 to path 1-0, the driver 2
is at the path 1-0 and is no longer at the place 1. </EFFECT>

<GOAL> My goal is to have that truck 1 is at place 1, driver 2 is at place 0, package 1 is at place 0. <COUNT> 1 </COUNT>
<PRECON> A driver 2 can walk from path 1-0 to place 0 only if the driver 2 is at the path 1-0 and the path 1-0 and place 0 are
linked. </PRECON> driver 2 walks from path 1-0 to place 0 <EFFECT> Once a driver 2 walks from path 1-0 to place 0, the driver 2
is at the place O and is no longer at the path 1-0. </EFFECT> WRONG

<GDAL> My goal is to have that truck 1 is at place 1, driver 2 is at place 0, package 1 is at place 0. <COUNT> 3 </COUNT>
<PRECON> A driver 2 can walk from path 1-0O to place 0 only if the driver 2 is at the path 1-0 and the path 1-0 and place 0 are
linked. </PRECON> driver 2 walks from path 1-0 to place O <EFFECT> Once a driver 2 walks from path 1-0 to place O, the driver 2
is at the place O and is no longer at the path 1-0. </EFFECT>

<GDAL> My goal is to have that truck 1 is at place 1, driver 2 is at place 0, package 1 is at place 0. <COUNT> 2 </COUNT>
<PRECON> A driver 1 can drive a truck 1 from place 1 to place O only if the driver 1 is driving the truck 1 and the truck 1 is
at the place 1. A driver 1 can drive a truck 1 from place 1 to place O only if the place 1 and place 0 are linked. </PRECON>
driver 1 drives truck 1 from place 1 to place O <EFFECT> Once a driver 1 drives a truck 1 from place 1 to place O, the truck 1
is at the place O and is no longer at the place 1. </EFFECT>

<GOAL> My goal is to have that truck 1 is at place 1, driver 2 is at place 0, package 1 is at place 0. <COUNT> 1 </COUNT> <PRE
CON> An package 1 can be unloaded from a truck 1 only if the package 1 is in the truck 1. </PRECON> unload package 1 from truck
1 at place O <EFFECT> Once an package 1 is unloaded from a truck 1, the package 1 is not in the truck 1 but is at the place 0
of the truck 1. </EFFECT>

<GOAL> My goal is to have that truck 1 is at place 1, driver 2 is at place O, package 1 is at place 0. <COUNT> O </COUNT>
<PRECON> A driver 1 can drive a truck 1 from place O to place 1 only if the driver 1 is driving the truck 1 and the truck 1 is
at the place 0. A driver 1 can drive a truck 1 from place O to place 1 only if the place O and place 1 are linked. </PRECON>
driver 1 drives truck 1 from place O to place 1 <EFFECT> Once a driver 1 drives a truck 1 from place O to place 1, the truck 1
is at the place 1 and is no longer at the place 0. </EFFECT>

[PLAN END]

Figure 10: The Goal CoT contains two components, one the the <GOAL>> tag that prompts the agent to repeat the goal, and
the other is the <COUNT> tag that prompts the agent to count the remaining steps to the goal. The State CoT contains two
components, one is the <PRECON> tag that prompts the agent to provide grounded conditions for the action, and the other
is the <EFFECT> tag that prompts the agent to provide grounded effects. Both the preconditions and effects are specifically
tied to the actual objects present in the problem instance. In this example, there are two incorrect steps in the plan, which are
marked as WRONG. The first incorrect step borrowed the second to last step from the reference plan. The second step provides
an incorrect value for the remaining steps to the goal.

Additinoal Detail for the Error Correction Data Synthesization In our current setting, the erroneous action step is gener-
ated by randomly selecting an action from later in the reference plan sequence and inserting it to the current position, followed
by the [WRONG] token, indicating that the current step is incorrect and should be retried. This method introduces an inductive
bias that encourages the model not to skip steps. That is, we want the model to not taking shortcuts to the states that are closer
to the goal state, but to strictly obey the state transition dynamics. In our experiments, we also explored an alternative approach
that just select irrelevant actions from the action space. This alternative approach will generate the erroneous step by modifying
the current correct action step based on two strategies: (1) either keeping the action constant while changing to other valid



objects or (2) keeping the object constant while changing to other valid actions. However, this alternative method produced
worse results than our current approach. It suggests that the inductive bias introduced by our current method is beneficial for
the model to learn the state transition dynamics.

C.2  Obfuscated Prompts: BLOCKSWORLD

Obfuscated domain replaces the name of the predicates, actions and objects with unfamiliar vocabulary. The following Figure[LT]
is a comparison of the original and obfuscated domain descriptions for the BLOCKSWORLD domain:

Original Prompts vs. Obfuscated Prompts in Blockworld Domain

Original:

Query:

I am playing with a set of blocks where I need to arrange the
blocks into stacks.

[ACTION DESCRIPTION]

Here are the actions that can be performed:

(a)
(b)
()
(d)

Pick up a block

Unstack a block from on top of another block
Put down a block

Stack a block on top of another block

The
(¢D)]
(2)
(3)
the

following are the restrictions on the actions:
I can only pick up or unstack one block at a time.
I can only pick up or unstack a block if my hand is empty.
I can
block

blocks on

only pick up a block if the block is on the table and
is clear. A block is clear if the block has no other

top of it and if the block is not picked up.

(4) I can
the block
(5) I can
the block
(6) Once I pick up or unstack a block, I am holding the block.

only unstack a block from on top of another block if
I am unstacking was really on top of the other block.
only unstack a block from on top of another block if
I am unstacking is clear.

(7) I can only put down a block that I am holding.

(8) I can only stack a block on top of another block if I am
holding the block being stacked.

(9) I can only stack a block on top of another block if the
block onto which I am stacking is clear.

(10) Once I put down or stack a block, my hand becomes empty.
(11) Once you stack a block on top of a second block, the
second block is no longer clear.

[STATEMENT]

As initial conditions I have that

(i) the yellow block is on top of the red block,

(ii) the hand is empty,

(iii) the red block is on the table, the orange block is on the

table, the yellow block is clear, the orange block is clear.

My goal is to have that
(i) the red block is on top of the yellow block.

Obfuscated:
Query:

I am playing with a set of objects.

[ACTION DESCRIPTION]

Here are the actions that can be performed:
(a) Attack object

(b) Feast object from another object

(c)
(d)

Succumb object

Overcome object from another object

The
(¢)
2)
(3)
the

following are the restrictions on the actions:
I can only attack or feast one object at a time.
I can only attack or feast an object if there is harmony.
I can only attack an object if the object is a planet and
object is a province. An object is a province if the object
does not crave any other

attacked.

object and if the object is not being

(4) I can only feast an object from on top of another object if
the object I am feasting craves the other object.
(5) I can only feast an object from on top of another object if
the object I am feasting is a province.

(6) Once I attack or feast an object, there is pain with the
object.

(7) I can only succumb an object if there is pain with the
object.

(8) I can only overcome an object from another object if there
is pain with the object being overcome.

(9) I can only overcome an object from another object if the
object onto which I am overcoming the object is a province.
(10) Once I succumb or overcome an object, there is harmony.
(11) Once you overcome an object from a second object, the
second object is no longer a province.

[STATEMENT]

As wnitial conditions I have that

(i) object b craves object a,

(ii) harmony,

(iii) planet object a, planet object c, province object b,
province object c.

My goal is to have that
(i) object a craves object b.

Figure 11: Comparison of original and obfuscated prompts in the blockworld domain. Obfuscated vocabularies for actions are:
pick-up — attack, unstack — feast, put-down — succumb, stack — overcome; Obfuscated vocabularies for objects are: block
— object; Obfuscated vocabularies for predicates are: on table — planet, clear — province, hand empty — harmony, holding
— pain, on top of — craves.

The LLM planner had no exposure to the obfuscated domain during training. Our results showed that achieved 0% validity
and executability rates on the obfuscated test set. Upon examining the generated plans, we discovered an intriguing pattern: the



model tends to ignore the obfuscated domain context and instead produced actions from the original Blocksworld domain. This
behavior persisted even when we provided the first action step as a hint, as illustrated in Figure 2]

Response Example for Obfuscated Blockworld Problem

Response:

My plan is as follows:

[PLAN]

# Provide the first action step as a hint

feast object a from object b

# The LLM planner starts from here

put down object 1 # object 1 comes from nowhere
unstack the blue block from the orange block
put down the blue block

unstack the orange block from the red block

put down the orange block

unstack the red block from the blue block

put down the red block

unstack the blue block from the yellow block
put down the blue block

unstack the yellow block from the red block

put down the yellow block

unstack the orange block from the blue block
put down the orange block

pick up the blue block

stack the blue block on top of the yellow block
pick up the orange block

stack the orange block on top of the blue block
unstack the white block from the orange block
put down the white block

unstack the orange block from on top of the blue block
put down the orange block

unstack the blue block from on top of the yellow block
put down the blue block

pick up the orange block

stack the orange block on top of the blue block
pick up the white block

stack the white block on top of the orange block
[PLAN END]

Figure 12: We observed an interesting pattern in the responses generated by the LLM planner for obfuscated blockworld
problems. The planner tends to neglect the obfuscated domain context and continue to generate the actions based on the original
domain context. This behavior remains even when we provide the first action step as a hint.

An optimistic interpretation of this behavior is that the model is capable of linking the obfuscated domain back to the original
domain. But eventually the model treat the obfuscated domain as an outlier and revert back to the original domain context,
demonstrating that LLMs are highly sensitive to the specific vocabulary used in their training data, and struggle to generalize
its planning capabilities to scenarios that deviate from its training distribution.

Two noteworthy observations emerge from the generated plan which we often call it as hallucination:

1. The model creates actions like “put down object 1,” where “object 17 doesn’t exist in either the obfuscated or original
problem descriptions.

2. Interestingly, the actions generated for the original domain context often form an executable plan sequence. However, there’s
no one-to-one correspondence between the objects in the original and obfuscated versions.

D Further Details on A Failure Case of Self-Correction Learning

We conducted qualitative analysis to understand the effect of self-correction learning on the model’s planning capabilities. In
the main text, we have stated that the model is able to identify errors in a high precision and recall rate, but fails to correct them
effectively. We further verify this claim by examining the generated plan sequence when the model try to solve BLOCKSWORLD
problem in the ‘long’ test set. The model we used is row 6 in Table 2] which is trained with the self-correction learning strategy
and permutation augmentation.



Blockworld Problem Instance Query Context

Query:

I am playing with a set of blocks where I need to arrange
the blocks into stacks.

[ACTION DESCRIPTION]

Here are the actions that can be performed:

(a) Pick up a block

(b) Unstack a block from on top of another block

(c) Put down a block

(d) Stack a block on top of another block

The following are the restrictions on the actions:

[STATEMENT]

As initial conditions I have that

the green block is on top of the red block, the yellow block
is on top of the cyan block, the blue block is clear, the
orange block is on top of the magenta block, the white block
is on the table, the cyan block is on top of the orange
block, the blue block is on top of the black block, the
black block is on top of the green block, the magenta block
is on top of the white block, the red block is on top of the
yellow block, the hand is empty.

My goal is to have that

the cyan block is on top of the red block, the blue block is
on top of the cyan block, the green block is on top of the
magenta block, the orange block is on top of the blue block,
the red block is on top of the yellow block, the white block
is on top of the green block, the yellow block is on top of
the white block.

Blockworld Problem Instance Reference Plan

(unstack blue black) (put-down blue) (unstack black green)
(put-down black) (unstack green red) (put-down green)
(unstack red yellow) (put-down red) (unstack yellow cyan)
(put-down yellow) (unstack cyan orange) (stack cyan red)
(unstack orange magenta) (stack orange blue) (unstack
magenta white) (put-down magenta) (pick-up green) (stack
green magenta) (pick-up white) (stack white green) (pick-up
yellow) (stack yellow white) (unstack cyan red) (put-down
cyan) (pick-up red) (stack red yellow) (pick-up cyan) (stack
cyan red) (unstack orange blue) (put-down orange) (pick-up
blue) (stack blue cyan) (pick-up orange) (stack orange blue)

Response Generated By Trained LLM Planner

Response:

My plan is as follows: [PLAN]

unstack the blue block from on top of the black block

put down the blue block

unstack the blue block from on top of the yellow block WRONG
unstack the blue block from on top of the yellow block WRONG
unstack the blue block from on top of the blue block WRONG
unstack the yellow block from on top of the blue block WRONG
unstack the blue block from on top of the yellow block

put down the blue block

unstack the yellow block from on top of the blue block WRONG
unstack the yellow block from on top of the blue block WRONG
unstack the yellow block from on top of the blue block WRONG
unstack the blue block from on top of the blue block WRONG
put down the blue block

unstack the yellow block from on top of the blue block WRONG
unstack the yellow block from on top of the blue block WRONG
unstack the yellow block

put down the yellow block

pick up the blue block

stack the blue block on top of the yellow block

unstack the orange block from on top of the blue block WRONG
unstack the blue block from on top of the yellow block

put down the blue block

stack the orange block on top of the blue block

unstack the orange block from on top of the blue block WRONG
unstack the orange block from on top of the blue block WRONG

put down the orange block

unstack the blue block from on top of the yellow block
put down the blue block

pick up the orange block

stack the orange block on top of the blue block

[PLAN END]

To better understand the problem, we visualize both the initial state and the goal state using the Planimation Tool (Chen et al.
2020). successfully recognizes the first two steps: unstacking the blue block from the black block and then placing it down.
However, it fails to identify the next step. Upon examining the visualization, it becomes evident that the next action should be
to unstack the black block from the green block. Instead, the model does not acknowledge the presence of the green block in the
scene. This oversight is reflected in the generated plan, where interactions with the green block are notably absent, indicating

that the model struggles to accurately parse the initial state.

As aresult, the LLM attempts to continue manipulating the blue block but quickly realizes this approach is incorrect, leading
it to generate a [WRONG] token. This behavior aligns with the high precision and recall rates observed in probing tests.



Nevertheless, when retrying, the model remains focused on the blue block, suggesting it is unable to effectively correct its
mistake. A possible remedy for this issue is to introduce a more sophisticated mechanism that allows external expert to provide
detailed feedback on why the model’s action is incorrect, enabling the model to learn from its mistakes more effectively.

— —

Figure 13: Initial state of the BLOCKSWORLD problem Figure 14: Goal state of the BLOCKSWORLD problem

E Further Details on Mistake Identification Probing Tests

Probing tests utilized the feature of the autoregressive generation process inherent in LLMs, wherein each token is generated by
conditioning on all preceding tokens, producing logits scores across the vocabulary. For a greedy decoding, the model selects
the token with the highest logits score. In our case, in order to train the model to have the self-correction skills, we introduced
an additional special token — [WRONG] — to the vocabulary. This token serves as an indicator for the model to recognize that the
current action step is incorrect and thus re-attempt a new action. Therefore, when the model reaches the end of every generated
action step, it faces a binary decision for its subsequent token: if it deems the current step correct, it generates a new line token
(\n); otherwise, it generates the [WRONG] token. Both options are single-token choices, ensuring a fair comparison of their
conditional probabilities.

For our probing tests, we selected the ‘long’ test set as our evaluation dataset. We generated synthesized plan sequences using
the same methodology employed in our self-correction learning strategy — that is by randomly selecting an action that appears
later in the reference plan sequence and inserting it to the current step followed by a ‘special removal token’. To create instances
for probing test, we processed the plans in two ways: for correct examples, we truncated the plan at the end of a correct step
sentence, while for incorrect examples, we truncated at the end of an erroneous step sentence. After freezing the fine-tuned
LLM, we conducted a comprehensive evaluation by measuring four distinct conditional probabilities:

1. Generating the [WRONG] token when encountering a wrong step.
2. Generating the new line token (\n) when encountering a wrong step.
3. Generating the [WRONG] token when encountering a correct step.
4. Generating the new line token (\n) when encountering a correct step.

This 2x2 matrix of probabilities allows us to assess the model’s ability to discriminate between correct and incorrect steps
accurately. Therefore, the precision and recall value in Table [3]is calculated based as follows:

We considered a true positive (TP) when the probability of generating the [WRONG] token was higher than that of generating
the new line token for a wrong step, and the other way around for a correct step. The total number of wrong steps in the test set
represented all actual mistakes (TN + FP). We counted an identified mistake when the probability of generating the [WRONG]
token exceeded that of the new line token, regardless of whether the step was actually wrong or correct (TP + FP). Finally,
precision was then calculated as the ratio of true positives to all identified mistakes, while recall was computed as the ratio of
true positives to all actual mistakes in the test set.



F Additional Results: pass @k Validity Rate

The pass @k metric is an important evaluation measure for assessing the performance of LLMs in reasoning. It provides insights
into the model’s ability to generate correct solutions across multiple attempts. The probabilistic nature of the generative process
in LLMs results in the fact that the correct plan may not always be the most confident one. Due to this, employing a majority
vote over multiple sampling outputs has become a common practice to enhance the robustness of model predictions (Wang
et al.[2023b). In our context, pass @k metrics measure the validity rate by taking the best of k samples generated by the model.
The sampling hyperparameter are shown in Appendix Results are shown in Table ]

Table 4: Pass @k validity rates for different strategies across test sets. Results show consistent improvements for ‘long’ test sets
as k increases, while ‘unseen’ and ‘obfuscated’ sets show no significant gains. Notably, the vanilla (1) and RL (10) strategies
demonstrate the highest performance gains with multiple sampling

Row | Strategies Long Unseen Obfuscated
Perm. ggi}l Sctgfl? C(S)rerlcfct RL | pass@1 pass@3 pass@5 | pass@1 pass@3 pass@5 | pass@] pass@3 pass@5
1x | | | | | | 34.8%  439% 49.0% | 0% 12.2% 122% | 0% 0% 0%
2 | v | | | | 35.0% 404% 429% | 0% 0% 0% | 0% 0% 0%
300 v | v | | | 12.1% 156% 178% | 5.5% 6.0% 10% | 0% 0% 0%
4 | v | | v | | | 295% 353% 372% | 0% 0% 0% | 0% 0% 0%
501 v | v | v | | | 238% 284% 34.1% | 0% 0% 0% | 0% 0% 0%
6 | v | | | v | 326% 404% 423% | 0% 0% 0% | 0% 0% 0%
70 v | v | v | 149% 21.0% 243% | 0% 0% 0% | 0% 0% 0%
8 | v | | v | v | 27.5% 314% 351% | 0% 0% 0% | 0% 0% 0%
9 | v | v | v | v ] | 259% 312% 365% | 0% 0% 0% | 0% 0% 0%
10% | | | | | v | 41.5% @ 492% 52.0% | 12.5% 12.5% 125% | 0% 0% 0%
1| | | | v | v ] 363% 423% 450% | 0% 0% 0% | 0% 0% 0%

The results indicate that multiple sampling does not enhance the model’s performance on the ‘unseen’ and ‘obfuscated’
domains, highlighting the model’s limited generalization to unfamiliar contexts. In contrast, we observed a consistent improve-
ment in the pass @k validity rate across all strategies for the ‘long’ test set. Among all the ablation strategies, the vanilla (row
1) and RL (row 10) models demonstrate the most significant improvements when utilizing multiple sampling. So, we actually
observe this trend — strategies that increases the response length, such as incorporating Chain of Thought prompts (row 3 to
9), actually cannot benefit from multiple sampling. We attribute this phenomenon to the nature of autoregressive prediction
in LLMs. That is, as the response length increases, the context provided by all preceding tokens becomes denser and more
concrete. By conditioning on this context, the model will have more focused and less diverse set of plausible continuations for
the next token. Consequently, the benefits of generating multiple samples are diminished for most strategies.

G Additional Results: Goal Satisfiability Rate

It is important to note that goal satisfiability is also not a standard term in the planning literature. Nevertheless, an informal
definition of goal satisfiability, derived from the definition of executability, is as follows:

Definition G.1 (Goal-Satisfiability of a Plan). A plan is goal-satisfiable if it defines an action sequence (ag, ay, - . ., a,—1) with
states (8o, S1, . - ., Sn)- So is the initial state and for each ¢ = 0,1,...,n — 1, s;41 is the result of executing a; in s;, removing
delete effects, adding add effects and applying numeric effects. The state s,, is called the final goal state and the goal G holds
in s,,. A goal-satisfiable plan may not be executable.

We also measured the goal satisfiability rate in the interest of completeness. However, there’s a fundamental misalignment
between this metric and the nature of autoregressive language models in end-to-end plan generation. Here’s why:

* The sequential nature of autoregressive language models allows them to generate plans one token at a time, moving from
left to right, similar to the forward progression of a plan sequence.

» Each new prediction by nature aims to maintain consistency with preceding ones.

* This inherently prioritizes local state transition coherence over goal satisfaction, just like how forward progression in a plan
sequence will not jump to the goal state without ensuring the coherence of the preceding actions.

» Existing strategies, particularly State CoT, often emphasize the consistency of the local step transitions, therefore, pursuing
goal satisfiability before ensuring executability conflicts with the idea of producing a plan sequence in a left-to-right manner.



Therefore, we say that the goal satisfiability metric fail to account for the characteristics of end-to-end plan generation in
autoregressive language models. Nevertheless, this can be also seen as a limitation of the end-to-end left-to-right plan generation
paradigm, as the trained model lack mechanisms for looking ahead to future states and conducting backward searches. It will
eventually undermines the model’s ability to generate a valid plan.

The results of the goal satisfiability rate are shown in Table 5]

Table 5: The results show a slight decrease in the goal satisfiability rate across the dif-
ferent strategies. This indicates that the strategies do focus on the sequential consistency
due to the nature of autoregressive models and prioritize less on the goal satisfiability.

Row | Strategies | In-Distrib. | Long | Unseen | Obfuscated
Perm. ggi}l SCthl? Cgfrgct RL ‘ goal sat. ‘ goal sat. ‘ goal sat. ‘ goal sat.
e | | | | || 100% | 645% | 635% | 0%
2 | v | | | | 100% | 62.0% | 255% | 0%
3 v | v | || 100% | 350% | 27.0% | 0%
4 | v | v | | | 100% | 57.0% | 0% | 0%
50 v | v | v | || 975% | 555% | 80% | 0%
6 | v | | v || 10% | 575% | 285% | 0%
7 v | v v || 960% | 465% | 30.5% | 0%
8 | v | v | v | ] 100% | 565% | 0% | 0%
O | v | v | v | v | | 985% | 535% | 0% | 0%
10« | | | | | v | 985% | 735% | 535% | 0%
T | | v [ v | 100% | 600% | 290% | 0%

We observed a decrease in the goal satisfiability rate across various strategies. This result is reasonable, as improvements
in both the executability and goal satisfiability rates would naturally lead to an increase in the final validity rate, which is not
the case in our experiments. As shown in Table[5] the vanilla model (row 1) achieved a high goal satisfiability rate across the
test sets, though this did not correspond to a high validity rate, as indicated by our experiments discussed in the main text. The
evaluated strategies maintained a considerable invariance in the goal satisfiability rate for the ‘long’ test set but experience a
decrease in the ‘unseen’ test set. Specifically, the State CoT strategy shows the most significant drop, primarily due to its focus
on maintaining the state transition consistency of the generated plans.
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