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Abstract

Large language models have demonstrated ex-
ceptional performance across a wide range of
tasks. However, dense models usually suffer
from sparse activation, where many activation
values tend towards zero (i.e., being inacti-
vated). We argue that this could restrict the effi-
cient exploration of model representation space.
To mitigate this issue, we propose Finedeep, a
deep-layered fine-grained expert architecture
for dense models. Our framework partitions
the feed-forward neural network layers of tradi-
tional dense models into small experts, arranges
them across multiple sub-layers. A novel rout-
ing mechanism is proposed to determine each
expert’s contribution. We conduct extensive ex-
periments across various model sizes, demon-
strating that our approach significantly outper-
forms traditional dense architectures in terms of
perplexity and benchmark performance while
maintaining a comparable number of parame-
ters and floating-point operations. Moreover,
we find that Finedeep achieves optimal results
when balancing depth and width, specifically
by adjusting the number of expert sub-layers
and the number of experts per sub-layer. Em-
pirical results confirm that Finedeep effectively
alleviates sparse activation and efficiently uti-
lizes representation capacity in dense models.

1 Introduction

Large language models (LLMs) have recently
gained much attention for their exceptional per-
formance across various tasks (Achiam et al., 2023;
Touvron et al., 2023b; Dubey et al., 2024; Yang
et al., 2024a). Scaling laws at the pre-training stage
of LLMs suggest that increasing model size could
consistently enhance performance on downstream
tasks (Kaplan et al., 2020; Hoffmann et al., 2022).
However, such improvement often comes at an ex-
orbitant computational cost. As a result, maximiz-
ing model performance within a fixed parameter
budget has emerged as an efficient paradigm, aim-
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Figure 1: Distribution of activation function outputs
across various models (Touvron et al., 2023b; Dubey
et al., 2024; Yang et al., 2024a; Abdin et al., 2024),
where all selected models use the SiLU activation func-
tion. The horizontal axis represents the activation values,
while the vertical axis denotes the distribution of activa-
tion values across different models.

ing to push the upper bound of the model perfor-
mance without significantly increasing resource
demands (Zhang et al., 2024).

Along with model scaling, recent studies dis-
close that dense models usually exhibit a sparse
activation phenomenon during computation (Zhang
et al., 2022), as illustrated in Figure 1. Specifically,
sparse activation refers to the fact that most val-
ues output from the activation functions tend to be
close to zero (Li et al.; Luo et al., 2024). Since
these small values contribute marginally when mul-
tiplied by model parameters, their impact on the
final output remains limited, leading to inefficient
activation utilization. We argue that addressing
sparse activation could serve as a new channel for
further improving the upper limit of model perfor-
mance. By improving the effective utilization of
activation values, we could enhance the representa-
tional capacity of models, enabling them to capture
additional complex features.

Following this direction, we hence propose
Finedeep, a new dense architecture with deep-
layered fine-grained experts to mitigate sparse acti-



vation. Our framework partitions the feed-forward
networks (FFNSs) of a traditional dense model into
fine-grained experts. Unlike previous Mixture-of-
Experts (MoE) architectures that employ a single-
layer expert arrangement, we adopt a multi-layer
expert arrangement. While each layer has fewer
total parameters, it achieves a higher magnitude of
parameter activation. This design results in a richer
representational space (Su et al., 2024b).

We further propose a novel routing strategy to
efficiently combine depth-wise experts. Instead of
computing routing scores based on expert inputs,
as done in conventional approaches, we leverage
expert outputs to determine routing scores. The
final expert outputs are then combined using a soft-
weighted summation. Previous soft-weighted sum-
mation often suffers from competition among dif-
ferent experts, as softmax normalization forces a
probability distribution where a few experts domi-
nate, leading to imbalanced contributions. To miti-
gate this, we build upon the insights from Liu et al.
(2024) and use the sigmoid function to replace the
traditional softmax function for routing score nor-
malization.

It is important to highlight that our approach dif-
fers from the MoE framework. In our method, all
parameters are actively involved in the computa-
tional process. Our goal is to increase the activation
rate of all parameters and ensure that the parame-
ters of all experts are fully utilized, rather than acti-
vating only a subset of experts to save computation,
as is done in the MoE architecture. Furthermore,
our approach does not introduce additional parame-
ters; instead, it disassembles the original FFN into
fine-grained experts, avoiding the need to expand
parameters and consequently increasing the total
model size as seen in MoE.

To validate the effectiveness of Finedeep, we
conduct extensive LLM pre-training experiments.
Through experiments across different model sizes
and varying numbers of fine-grained experts, we
demonstrate that Finedeep consistently outper-
forms traditional dense models in both perplexity
(PPL) and downstream benchmarks, while main-
taining a comparable number of parameters. Fur-
thermore, hyper-parameter studies reveal that op-
timal results are achieved when width and depth
are balanced. Finally, our empirical analysis con-
firms that Finedeep effectively mitigates sparse ac-
tivation, enhancing overall model representation
capacity.

The main contributions of our work are summa-

rized as follows.

* To address the issue of sparse activation in
dense models, we propose Finedeep, which
partitions FFNs in dense models into fine-
grained experts.

* Our approach introduces innovative expert ar-
rangements and routing strategies, enhancing
model performance while improving the sta-
bility of deep networks.

* Through extensive experiments in LLM pre-
training, we demonstrate the superiority of
Finedeep over traditional dense models and
empirically validate its ability to alleviate
sparse activation in dense models.

2 Related Work

Current dense model architectures are predom-
inantly based on the decoder-only transformer,
which effectively leverages the parameter space
to encode rich knowledge and deliver strong perfor-
mance (Brown et al., 2020; Touvron et al., 2023a,b;
Dubey et al., 2024). FEN layers in these models are
often regarded as a key component for storing sub-
stantial amounts of knowledge (Geva et al., 2021;
Dai et al., 2022). However, it has been observed
that FEN layers in dense models exhibit sparse acti-
vation during the training process (Zhang et al.,
2022), where the majority of the output values
from the activation function are low, contributing
marginally to subsequent matrix multiplications.
This indicates that the activation values are not fully
utilized, leading to a potential waste of resources.
Moreover, the phenomenon of sparse activation
becomes increasingly pronounced as the training
process progresses (Luo et al., 2024).

To address the sparse activation issue in dense
models, Zhang et al. (2022) transforms the dense
model into a MoE architecture. First, the pattern
of sparse activation in the dense model is identi-
fied, and then experts are partitioned based on this
pattern to maximize the activation density within
each expert. Yang et al. (2024b) also identifies the
sparse activation problem within individual experts
in the MoE architecture and mitigates this by di-
viding the experts into fine-grained experts. Unlike
the aforementioned methods, our approach works
entirely within the dense model framework. We do
not adopt the common MoE strategy of activating
the top-k experts to avoid sparse activation (Fedus
et al., 2022; Lepikhin et al., 2021). Instead, we
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Figure 2: Illustration of the proposed Finedeep. Subfigure (a) illustrates the structure of the original dense model.
Subfigure (b) demonstrates the structure of our proposed Finedeep model. Each FFN in the dense model is
partitioned into M x K experts distributed along M sub-layers with K experts per sub-layer. The connection
between subfigures (a) and (b) represents the transformation process from the original dense model to the Finedeep

model.

reduce sparse activation with all parameters con-
tributing to the computation.

3 Methodology

The proposed method, Finedeep, is illustrated in
Figure 2. First, to address the issue of sparse acti-
vation that commonly arises in dense models, we
decompose FFNs of traditional dense models into
fine-grained experts. Then, we present a novel ex-
pert arrangement and routing strategy: expanding
the model depth by stacking multiple sub-layers of
arranged experts and applying nonlinear routing to
weight the expert outputs.

3.1 FFN Partitioning

In a traditional FFN layer, forward propagation
involves projecting the input into an intermediate
representation with a different dimension via an
“up” projector before mapping it back to the repre-
sentation with the original dimension via a “down”
projector, as illustrated in Figure 2(a). Notably,
most modern models employ the SiLU activation
function, thus incorporating an additional gating
matrix (Touvron et al., 2023b). The operations
within the FFN layer are typically represented by

the following equation:

FEN(h!) = (o(hiW,) © bW, ) Wioen (1)

where W is the gating matrix, Wy, is the pro-
jection matrix that expands the feature dimensions,
while Wy, maps the features back to the original
space. Wy, Wy, and Wqoyy, correspond to the
gate, up, and down matrices of the FFN in the sub-
figure (a) of Figure 2, respectively. The function
o represents the activation function, introducing
non-linearity to enhance the model’s expressive-
ness. fli denotes the output of the Multi-Head Self
Attention (MHA) module at the /th layer.

To mitigate the sparse activation phenomenon
observed in dense models, we decompose the FFN
into smaller expert units. Specifically, we first de-
termine the number of experts to be sliced, which
is given by the number of sub-layers containing
experts, M, multiplied by the number of experts
per sub-layer, . We then partition the three matri-
ces Wy, Wy, and Wy, along the intermediate
dimensions. This ensures that the computational
logic of each expert remains consistent with that
of the original FEN layer, differing only in the in-



termediate dimensions. For a given expert ¢, the
computation is as follows:

FFN; () = (c(BlW) 0 Al w))yw )

down

where 1 <i< MK 2)

where W), W) and W") represent the sliced
weight matrices corresponding to expert ¢. This
decomposition allows each expert to independently
process a subset of the input space. Notably, when
all experts are combined, the overall parameter
scale remains comparable to that of the original

FFN layer.

3.2 Expert Arrangement and Routing

In terms of expert arrangement, we adopt a multi-
layer expert arrangement strategy. Specifically,
after decomposing the FFN layer into fine-grained
experts, we arrange these experts in multiple sub-
layers, placing K experts per sub-layer across a
total of M sub-layers. In fact, the reason we adopt
a multi-layer arrangement of experts instead of a
single-layer arrangement is that the single-layer
expert arrangement is a special case of the multi-
layer arrangement in terms of function space. The
proof of this can be found in Appendix A.1. The
choice to maintain a fixed number of K experts
per sub-layer, given a fixed total number of experts,
is intended to enhance representational diversity.
Formally, the expert group in sub-layer j is defined
as:

Ej = {FFN(_1)x 11, FFN;c} ()

This structural design of multi-layer expert arrange-
ment effectively increases the model’s depth, allow-
ing it to capture more complex features. For clarity,
we denote the ith expert in the jth sub-layer as:

Eji=FFNG_ 1)kt €]

Regarding the routing approach, we propose an
output-guided sigmoid routing mechanism. Un-
like the MoE architecture, where the router pro-
cesses the input to determine expert selection, our
method operates within a dense framework, mean-
ing all experts are always activated. Given this,
we compute weight scores based on expert outputs
rather than inputs, allowing for more precise rout-
ing. Since all expert outputs are available, this
approach ensures a more accurate assessment of

their contributions. Once the weight scores are
obtained, we forgo the standard softmax normaliza-
tion. Softmax enforces competition among experts,
often amplifying sparse activation by suppressing
weaker expert contributions. Instead, inspired by
Liu et al. (2024), we apply a sigmoid function to
nonlinearly transform the router’s weights into the
range [0, 1]. It allows each expert to contribute
independently rather than being normalized in a
competitive manner. This helps mitigate excessive
sparsity while maintaining flexibility in expert acti-
vation.

It is important to note that since our method
increases the model’s depth, direct training may
lead to gradient vanishing issues. To mitigate this,
we employ a sub-layer residual normalization
operation. Specifically, to prevent gradient vanish-
ing during training and improve training stability,
we add RMSNorm and residual connection opera-
tions between sub-layers. We apply the normaliza-
tion operation before the expert inputs and perform
residual connections after weighting the routing
scores. Formally, the computation process in the
Jth sub-layer can be expressed as follows:

h7 = RMSNorm; (A7) (5)

rii(hy7) = o(Bj:(hy7)R;;) (6)

K

. . .

hy? = ria(hy?) - Eya(hy?) @)
i=1

hy? = hy? + by )
Here RMSNorm; represents the RMSNorm mod-
ule in the jth sub-layer. ﬁij ~! denotes the output
of the (j — 1)th sub-layer at time step ¢ in the /th
layer. Similarly, the final output of the jth sub-
layer expert group is given by h/, while AL rep-
resents the output of the RMSNorm module in the
jth sub-layer. The function o denotes the sigmoid
activation function. R;; refers to the ith column
of the routing matrix in the jth sub-layer. Finally,
rjvi(ﬁf;] ) represents the routing score assigned by
the router in the jth sub-layer to the ith expert.
Overall, the first expert group sub-layer takes
the output of the current layer’s MHA module as
input and processes it according to the intra-layer
computation described above. The hidden states
produced by each expert group sub-layer are then
sequentially passed to the next sub-layer until all
expert group sub-layers have been processed.



4 [Experiments

We conducted extensive experiments across var-
ious model sizes and configurations, evaluating
perplexity results and downstream benchmarks to
validate the effectiveness of our proposed Finedeep
approach.

4.1 Pre-training Dataset

To maximize the performance of our trained mod-
els, we curated high-quality open-source pre-
training datasets from various domains. For
general-domain data, we collected the FineWeb-
Edu dataset, a subset of the FineWeb dataset, which
was refined using an educational quality classifier
to filter and extract a large volume of high-value
educational web content (Penedo et al., 2024). In
the domains of mathematics and code, we followed
the OLMoE model to gather the OpenWebMath
and StarCoder datasets (Muennighoff et al., 2024).
OpenWebMath consists of high-quality mathemati-
cal text filtered and extracted from Common Crawl
(Paster et al., 2024). StarCoder includes a diverse
range of programming languages, GitHub issues,
and Jupyter Notebook data, undergoing a rigorous
data filtering process to ensure quality (Li et al.,
2023). Additionally, synthetic data has been shown
to enhance model performance (Abdin et al., 2024).
To leverage this, we incorporated the Cosmopedia
dataset, which consists of synthetic textbooks, blog
posts, stories, posts and WikiHow articles, covering
a wide range of topics (Ben Allal et al., 2024).

After collecting pre-training data from various
domains, we mixed them according to the mix ra-
tios in Appendix A.3. Our mixing strategy was in-
formed by technical reports from other open-source
models, as well as the dataset sizes we gathered
across different domains. Given computational re-
source constraints, we set the total pre-training data
size to 100B tokens, following best practices from
related studies (Dai et al., 2024; Su et al., 2024b;
Xie et al., 2023).

Before conducting pre-training experiments, we
also preprocessed the data for tokenization. Specif-
ically, we utilized LLaMA 3’s tokenizer, which
has a vocabulary size of 128K, to tokenize the
mixed dataset while enforcing a maximum se-
quence length of 1,024 (Dubey et al., 2024).

4.2 Experimental Setup

Following the studies by Biderman et al. (2023)
and Su et al. (2024a), we conducted pre-training ex-

periments with three model configurations: Small,
Medium and Large. The Small model setup con-
sists of 665M parameters, the Medium model setup
has 1.6B parameters, and the Large model setup
includes 7.5B parameters. Specific training config-
urations are detailed in the Appendix A.S.

To evaluate the effectiveness of our method, we
conducted experiments with varying numbers of
sub-layers and experts per sub-layer. Specifically,
in the Small model setup, we fixed the number
of expert sub-layers to 2 and conducted experi-
ments with 4, 8, and 16 experts per sub-layer. The
same experimental configuration was applied to
the Medium model. Additionally, we performed
experiments where the total number of experts was
fixed at 16, while varying the number of expert
sub-layers to 4 and 8, respectively. For the Large
model, we maintained the total number of experts
at 16 and set the number of expert sub-layers to
2, demonstrating the effectiveness of our proposed
method.

For the evaluation, we conducted both PPL and
benchmark evaluations. For the PPL evaluation, we
followed the approach outlined by Dai et al. (2024),
testing the model’s perplexity on the pile test set.
In terms of benchmark evaluations, we used the Im-
evaluation-harness (Gao et al., 2024) tool library
for our evaluation. We performed both discrim-
inative and generative tasks, reporting zero-shot
results for the discriminative tasks and five-shot
results for the generative tasks. The benchmarks
we collected cover a broad range of domains to
assess various aspects of the model’s capabilities.
A detailed description can be found in Appendix
A4

4.3 Perplexity Results

Our proposed method significantly outperforms tra-
ditional dense models in terms of PPL on the PILE
test set across different model scales, as shown in
Table 1. Specifically, for the optimal choice of the
number of experts per sub-layer, we find that in
the Small model setup, when the number of ex-
pert sub-layers is kept constant, the configuration
with 8 experts per sub-layer outperforms the con-
figurations with 4 or 16 experts per sub-layer. A
similar trend was observed in the Medium model
setup. This suggests that appropriately increasing
the number of experts per sub-layer can enhance
model performance, as a sufficient number of ex-
perts allows the sub-layer to capture more complex
features. However, excessive increases in the num-



Sub-layer Experts per

Model Counts Sub-layer Pile PPL (1)

Small

Standard Dense N/A N/A 14.36

Finedeep (Ours) M=2 K=4 14.28
M=2 =8 14.16
M=2 K=16 14.18

Medium

Standard Dense N/A N/A 12.42

Finedeep (Ours) M=2 K=4 12.24
M=2 K=8 12.23
M=2 K=16 12.24
M=4 K=4 12.13
M=8 =2 12.17

Large

Standard Dense N/A N/A 10.15

Finedeep (Ours) M=2 K=8 10.08

Table 1: Perplexity results for models with different con-
figurations. The best results are highlighted in bold. M
denotes the number of sub-layers in the expert arrange-
ment, K represents the number of experts per sub-layer.

ber of experts can reintroduce the sparse activation
problem, leading to inefficient activation utilization
and diminished performance.

Regarding the optimal choice of the number of
expert sub-layers, we find that in the Medium setup,
increasing the number of expert sub-layers from
2 to 4, while keeping the total number of experts
constant, enhances model performance. However,
further increasing the number of sub-layers from
4 to 8 results in a performance drop. This indi-
cates that while increasing the number of expert
sub-layers can benefit model performance, exces-
sive depth in the model can be detrimental. The
underlying reason is analogous to the earlier obser-
vation, as keeping a fixed total number of experts,
too many sub-layers will result in fewer experts per
sub-layer, and too few sub-layers will concentrate
too many experts in each sub-layer.

In summary, we aim to strike a balance between
width and depth in the expert arrangement process.

4.4 Benchmark Results

As shown in Table 2, our method outperforms the
traditional dense model across a range of bench-
marks covering multiple domains. We observe that
the AVG metrics for these benchmarks follow a
similar trend to the PPL metrics. Specifically, con-
figurations with 2 expert sub-layers and 8 experts
per layer, or 4 expert sub-layers and 4 experts per
layer, yield the best performance. This reinforces
the conclusion that our method achieves optimal

results when there is a balanced trade-off between
width and depth.

5 Analysis
5.1 Ablation Study

To further demonstrate the necessity of splitting
multiple experts per sub-layer and arranging multi-
ple sub-layers, we conducted ablation experiments
using the Medium size model. Experimental results
are presented in Table 3.

First, we validated the necessity of arranging
multiple experts within each sub-layer. Specifically,
we set the number of sub-layers to 2 and assigned
only one expert per sub-layer. Notably, since there
was only one expert per layer in this setup, we re-
moved the router responsible for assigning weights
to each expert. The results show that this configura-
tion performs significantly worse than our method
in terms of both PPL and benchmark evaluations.
In some benchmarks, its performance is even infe-
rior to the baseline, highlighting the importance of
arranging multiple experts within each sub-layer.

Furthermore, we verified the necessity of using
multiple expert sub-layers. In this experiment, we
set the number of sub-layers to 1 while assigning
16 experts within that single sub-layer. The results
indicate that this setup also leads to suboptimal
performance, further emphasizing the importance
of arranging multiple sub-layers.

Additionally, these two ablation studies reinforce
our conclusion that achieving a balance between
the number of experts per sub-layer and the num-
ber of sub-layers leads to optimal results. Both
experimental configurations represent extreme im-
balances, which result in poor performance.

5.2 Routing Scores Computation: Sigmoid vs.
Softmax Comparison

Our proposed method computes the final rout-
ing score by applying a sigmoid function to the
router’s output, whereas traditional MoE structures
typically use softmax normalization (Fedus et al.,
2022), as shown in the following equation:

.
exp(Eji(hy?)R;;)
S
SN exp(E;i(hi7)R;,;)

We compared these two approaches for comput-
ing routing scores using the Medium model, and
experimental results presented in Table 4 demon-
strate that the sigmoid-based routing in Finedeep

©)
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rj,i(htj) =



Model SQuAD LAMBADA ARC HellaSwag PIQA SIQA Wino NaturalQs TriviaQA AVG
Small

Standard Dense 6.22 41.14 33.87 49.79 70.78 41.15 54.14 7.04 20.79 36.10
Finedeep 7.34 42.23 34.13 50.44 70.51 40.23 55.01 6.79 21.79 36.50
Finedeep 9.53 42.01 36.09 50.58 71.22  40.79 56.27 6.51 21.54 37.17
Finedeep 6.89 41.76 33.79 50.60 71.87 41.20 55.64 7.04 21.25 36.67
Medium

Standard Dense 7.16 46.52 38.99 56.45 73.67 4243 5691 8.56 28.25 39.88
Finedeep 15.65 46.59 39.68 57.52 7296 41.50 56.35 9.28 29.43 41.00
Finedeep 14.95 48.30 39.93 57.49 74.10 43.60 56.83 8.53 28.99 41.41
Finedeep 14.76 47.99 39.68 57.24 7345 42.17 56.99 8.81 29.39 41.16
Finedeep 12.22 47.80 40.19 58.11 73.72 4248 59.19 8.23 30.20 41.35
Finedeep 12.64 48.19 38.91 57.29 73.99 4197 59.27 9.78 29.98 41.34
Large

Standard Dense 19.50 55.00 46.93 66.05 76.28 43.50 62.19 13.74 42.26 47.27
Finedeep 19.92 56.26 45.90 66.25 7699 43.86 62.43 14.27 43.33 47.69

Table 2: Benchmark results for models with different configurations. The best results are highlighted in bold, while
the second-best results are underlined. Here, M denotes the number of sub-layers in the expert arrangement, K
represents the number of experts per sub-layer. The AVG metric represents the average of the different benchmark

results.
w/o multi experts w/o multi sub-layers  Finedeep
PPL (1) 12.42 12.42 12.23
SQuUAD 10.11 12.65 14.95
LAMBADA 46.48 45.06 48.30
ARC 39.08 38.65 39.93
HellaSwag 56.58 56.46 57.49
PIQA 73.50 72.96 74.10
SIQA 41.45 40.74 43.60
Wino 57.30 57.38 56.83
NaturalQs 9.11 8.39 8.53
TriviaQA 28.61 28.61 28.99
AVG 40.25 40.10 41.41

Table 3: Ablation experiment results on the impact of
multiple experts per sub-layer and multiple sub-layers.

achieves superior performance in terms of both PPL
and benchmark results. This improvement can be
attributed to the fact that softmax enforces compe-
tition among experts, whereas sigmoid allows each
expert to contribute independently. As a result, the
sigmoid method reduces unnecessary competition,
leading to a more balanced utilization of model ca-
pacity. Given that our approach activates all expert
parameters, maintaining this balance is particularly
crucial for maximizing performance.

5.3 Params and FLOPs of Finedeep

We compute the number of parameters and floating-
point operations (FLOPs) of our proposed method
and compare them with those of the traditional
dense architecture, as shown in Table 5. Although
our method introduces additional components, such

softmax sigmoid

PPL (}) 12.27 12.23
SQuAD 14.99 14.95
LAMBADA 47.04 48.30
ARC 39.85 39.93
HellaSwag 56.80 57.49
PIQA 72.63 74.10
SIQA 42.37 43.60
Wino 57.30 56.83
NaturalQs 8.67 8.53

TriviaQA 27.94 28.99
AVG 40.84 4141

Table 4: Experimental results comparing the Softmax
and Sigmoid methods for computing routing scores.

as the router module and RMSNorm, the parameter
overhead from these modules is minimal relative
to the total model size. Our calculations indicate
that across different model scales, our approach in-
creases the parameter count by only 0.03%-0.06%
and FLOPs by 0.03%-0.08% compared to the tra-
ditional dense model, which is an almost negligible
difference. Despite maintaining nearly the same pa-
rameter count and FLOPs as the dense baseline, our
method achieves significantly better performance,
further demonstrating its effectiveness.

5.4 Mitigating Sparse Activation with
Finedeep

We empirically observe that Finedeep effectively
mitigates the issue of sparse activation, as illus-



Params GFLOPs
Small
standard dense 665.37 M 138.33
Finedeep 665.79M  138.44
Medium
standard dense 1.5992 B 344.29
Finedeep 1.5997 B 344.37
Finedeep 1.6002 B 344.51
Large
standard dense 7.5269 B 1801.00
Finedeep 7.5292B  1801.46

Table 5: Comparison of parameter count and GFLOPs
between our method and standard dense architectures.
GFLOPs (Giga floating-point operations) are calculated
by processing input samples with a batch size of 1 and
a sequence length of 128.

trated in Figure 3. Specifically, we adopt a config-
uration with 2 expert sub-layers, each containing
8 experts, and visualize the distribution of the acti-
vation function outputs in the first and second sub-
layers. This is compared to the activation function
output distributions of the traditional dense model.
Our findings indicate that the output distribution of
Finedeep is more homogeneous, with fewer values
concentrated around 0 and a broader distribution
of larger values. Notably, this uniformity becomes
more pronounced as the model depth increases.

To better illustrate that our approach mitigates
the sparse activation problem, we introduce a met-
ric called NSAR (i.e., Non-Sparse Activation Rate),
defined as follows:

i LA > 7)
B x H

NSAR, =

where [(|A; ] >7)= { (1): g!:z,ﬂ >T
(10)
Here, A represents the activation matrix of a model
layer, B is the batch size, H denotes the number
of neurons, and 7 is a predefined threshold. In
Figure 4, we visualize the NSAR( 1 metric across
different model layers, clearly demonstrating that
our method effectively mitigates the sparse activa-
tion phenomenon in the traditional dense model.
By alleviating the sparse activation problem, our
method increases the utilization of activation val-
ues, thereby expanding their representation capac-
ity and enhancing the model’s ability to represent
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Figure 3: Output distributions of the activation functions
for Finedeep and the baseline model.
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complex features, as demonstrated in Appendix
A2.

6 Conclusion

To address the sparse activation phenomenon ob-
served in existing dense models, we have presented
a novel architecture called Finedeep. It enhances
the model’s depth by splitting the FFN layer of tra-
ditional dense architectures into multiple experts,
arranged across sub-layers. Routers within these
sub-layers are employed to control the contribu-
tion of each expert. We conduct extensive experi-
ments across multiple model sizes, and the PPL and
benchmark results demonstrate that our method sig-
nificantly outperforms existing dense architectures
with identical parameter counts. Additionally, we
find that the model performs optimally when the
number of expert sub-layers and the number of ex-
perts per sub-layer are balanced. Through ablation
experiments, we further highlight the importance of
both arranging multiple sub-layers and distributing
multiple experts within each sub-layer. Our empiri-
cal results show that Finedeep effectively mitigates
the issue of sparse activation.



Limitations

Due to computational resource constraints, we
trained all model configurations on only 100B to-
kens and did not explore the impact of training on
a larger token budget. Additionally, our largest
model size was limited to 7.5B parameters, leaving
the potential benefits of scaling to larger models
unexplored. Furthermore, while our approach miti-
gates sparse activation in dense models, we believe
there is still room for further improvement. We
leave this for our future research.
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A Appendix

A.1 Relationship between multi-layer and
single-layer experts arrangements

Our goal is to demonstrate that single-layer expert
arrangement is a special case of multi-layer expert
arrangement. In other words, the function space
represented by multi-layer expert arrangement en-
compasses that of the single-layer approach. For
simplicity, we consider the case where the number
of sub-layers is 2, though the same reasoning can
be extended to other configurations.

We can express the output of the second sub-
layer ﬁiQ as follows:

K
R =3 ra (R - Eai (M) + RV (D)
=1

Here, for convenience, we directly use the output
of the first sub-layer, ﬁfyl, as the input to the expert.
The last term of the formula ﬁil is added as the
residual of the second sub-layer.

In fact, ﬁil can also be further expanded into the
residuals of the first sub-layer ﬁi’o and the result of
the weighted summation of the experts of the first
sub-layer fzil So Equation 11 can be expressed in
the following form:

K
hy? = ZTz,z'-Ez,z‘(ibi’l+ﬁi’0)+ﬁ?1+ﬁi’o (12)
i=1

We further expand the expert’s computational
procedure Es ;, expressed in the following form:

K
hy? = Z roi - (Boi(hy') + Eoi(hy®) + Ay)
i=1

+hy' + Ry’

(13)

Since there is an activation function in the forward

propagation process of the expert, here we use A

to represent the compensation for the effect of the

nonlinear function. Equation 13 can also be inter-

preted in another way as a first-order Taylor expan-
sion of equation 12.

We further expand Equation 13 as shown in the
following equation:

K K
fli’Q = Z T E27i(fli’1) + Z T2, " E27i(ili’0)

i1 i=1
K
211, 11,0
+ E roi A1+ hy + hy
i=1

(14)

hi’l can be expressed as the process of the first

sub-layer expert computation, so the above equa-
tion can be transformed as:

K K
hy? = A+ Z 2, - B (hy%) + Z r1,i - Bri(hY%) + RU°

i=1 i=1

K K
where A = Z’r‘z’i . EQ@(Z T1,5 - Elyi(ﬁi’o))
=1 i=1

K
+ Z T2, - A1+ ilil

i=1

15)
We can regard all the terms in the above equa-
tion except term A as the calculation process of
single-layer expert arrangement. To summarize,
we successfully show that single-layer expert ar-
rangement is a special case of multi-layer expert
arrangement, so we take the method of multi-layer
expert arrangement.

A.2 Activation Clustering

Our method enhances the utilization of activation
values by addressing the sparse activation phe-
nomenon, thereby expanding the representation
space of these values and boosting the model’s
overall representational capacity. This is the key
reason why our approach outperforms traditional
dense models. To demonstrate how our method
expands the activation value representation space,
we apply t-SNE dimensionality reduction to the ac-
tivation values of both the traditional dense model
and the model trained using our method, as shown
in Figure 5.

We select the activation representations of 500
mid-frequency words for dimensionality reduction.
Specifically, our method utilizes a setup with two
expert sub-layers, each containing eight experts.
To ensure a fair comparison, we concatenate the
activation values from different experts in the first
and second sub-layers before performing dimen-
sionality reduction, keeping the number of sam-
ple points consistent with the baseline model. As
shown in the figure, our method covers a broader
representation space across different layers, mak-
ing the token representations more discriminative



903
904
905
906
907
908

909
910

911
912
913
914

model.layers.0.mlp.act_fn model.layers.1.mip.act_fn

model.layers 2.mip.act_fn

model.layers.3.mip.act_fn

Baseline Baseline . Basell Baseline
100 Finedeep 100 Finedeep 100 L. Finedeep 100 Finedeep
50 l . ’ SRS 50 50
. \ s %o .o s ) :
=50 ' ‘ . 3 =50 =50
CoE ~100
100 -100 -100
-100 =50 o 50 100 -100 =50 o 50 100 -100 =50 [ 50 100 -100 =50 o 50 100
modelayers.4mip.act fn modellayers 5 mip.act fn modelayers 6.mip.acti modellayers.7.mip.act fn
. Baseline . Baseline Baseline Baseline
100 P . Finedeep N R Finedeep 100 Finedeep N N Finedeep
‘ 100 J 00 R
50 ‘ ‘ 50 ‘ '
s &*«g'i . ' ...&’ﬁg N TS
et gt | | b .- 5y b
TS et | L > u S b BN PP 3
g P ‘ ,% e AN £ DM
-50 - . . -50 N 3 i
YA I g,t »f s % A AT
~100 N N - ~100 .o )
~100 . -100
-100 -50 o 50 100 -100 -50 o 50 100 -100 -50 0 50 100 -100 -50 0 50 100
model.layers.8.mlp.act_fn model.layers.9.mlp.act_fn model.layers.10.mip.act_fn model.layers.11.mlp.act_fn
Baseline | 100 . . Baseline Baseline Baselne
Finedee . Finedee Finedee Finedeey
100 P | oo inedeep 100 inedeep
50 50 : “, 50
0 0 i
-50 -s0 -s0
~100 s -100 -100 ~100
oo %o 5 s %0 oo 5o 3 50 150 oo 50 3 5o 150
model.layers.14.mip.act_fn model.layers.15.mip.act_fn
. Baseline
. . Finedeep
100 100 .
100 100 . .
* > 50 50 " % ‘h‘ ¥
. ° 0 o g W hod & LA
¥ & i 4
L e )
Zs0 _s0 sl ° -50 ’ﬁ, ﬁ &
10 SO o - 0 &
-100 =50 0 50 100 -100 =50 [ 50 100 -100 =50 o 50 100 -100 =50 o 50 100

Figure 5: T-SNE clustering of activation values from different layers in the traditional dense model and the model

trained with the Finedeep method.

and better separated. This enhanced separation in
the representation space indicates that our model
can better distinguish between different semantic
concepts and capture more nuanced relationships
between tokens, which directly explains its superior
performance compared to traditional dense models.

A.3 Mix Ratios of Different Pre-training
Datasets

Referring to technical reports from other open-
source models and the dataset sizes we collected
from various domains, we finalized the data mixing
ratios for each domain, as shown in Table 6.
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Domain Ratio
Cosmopedia 3.18%
Fineweb-Edu  86.31%
OpenWebMath 1.38%
StarCoder 9.13%

Table 6: Mixing ratios of pre-training data across differ-

ent domains.

A.4 Evaluation Benchmarks

To comprehensively assess the performance of our
method, we evaluate across a diverse set of bench-
marks covering various aspects. These benchmarks
include tasks related to reading comprehension, lan-
guage understanding, commonsense reasoning, and

915

916
917
918
919
920



closed-book question answering.

* Reading comprehension: We evaluate our
method on SQuAD V2 (Rajpurkar et al.,
2018), which tests the ability to answer ques-
tions based on given passages.

» Language understanding: We use LAMBADA
(Paperno et al., 2016), a benchmark that re-
quires models to predict the final word of a
sentence, assessing long-range context under-
standing.

* Commonsense reasoning: We include ARC-
Challenge (Clark et al., 2018), HellaSwag
(Zellers et al., 2019), PIQA (Bisk et al.,
2020), SIQA (Sap et al., 2019), and Wino-
grande (Sakaguchi et al., 2020), which test the
model’s ability to infer commonsense knowl-
edge across various scenarios.

* Closed-book question answering: We assess
factual knowledge recall using Natural Ques-
tions (Kwiatkowski et al., 2019) and Trivi-
aQA (Joshi et al., 2017), where models must
generate correct answers without relying on
external documents.

A.5 Training Configuration

Small Medium Large

Hidden Size 1024 2048 4096
Intermediate Size 4096 8192 11008
Attention Heads 16 8 32
Layers 24 16 32
Learning Rate 3e-4 3e-4 3e-4
Weight Decay 0.1 0.1 0.1

RMSNorm Epsilon 1e-05 le-05 le-05

Table 7: Experimental training configuration.
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