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Abstract

Automatic Story Generation (ASG) is a pop-
ular branch of Natural Language Processing
(NLP). As any field, in order to improve its
models, it requires reliable ways to measure
the quality of its outputs. Since human evalu-
ation is costly, the development of Automatic
Evaluation Metrics (AEM), that should be cor-
related with human judgement, is a crucial
area of research. In this paper, we use the
HANNA dataset to benchmark the capabilities
of different AEM, reproducing some experi-
ments of the paper that introduced this dataset
[4]. Thus, our research and the structure of
this paper are largely drawn from it. Our code
is available on Github1.

1 Introduction

The field of automatic story generation (ASG) has
gained much attention in recent years due to its po-
tential to create personalized and engaging content
for various applications. ASG involves design-
ing systems that can write coherent stories with-
out human intervention. This area of research
has come a long way, and current ASG systems
are capable of generating stories that have well-
defined plots, characters, and settings. However,
despite the progress made, several challenges re-
main, such as creating stories that are emotionally
engaging, character-driven, and have a compelling
narrative arc.

One exciting development in ASG is the genera-
tion of stories associated with a particular emotion
[7]. This type of ASG system aims to produce a
story that evokes a specific emotional response in
the reader. For example, a story generator might

(*) The contributions of the authors to this article are
equal, therefore the order of the authors was drawn with a
Bernoulli law of probability 0.5. The study only engages the
authors and does not engage ENSAE Paris and INSEE.

1https://github.com/leohouairi/NLP-text-similarity

be designed to produce a story that elicits a sense
of fear, excitement, or joy in the reader. The ability
to generate emotionally engaging stories has many
potential applications, such as in the entertainment
industry or for educational purposes.

Another challenge in ASG is developing sys-
tems that can generate stories that are character-
driven, where the actions of the characters drive
the narrative. Creating such stories requires a deep
understanding of human psychology and behavior,
and the ability to generate characters that are both
relatable and engaging. ASG systems that can pro-
duce character-driven stories have the potential to
create highly personalized and engaging content
for a wide range of applications, such as in gam-
ing or interactive storytelling.

Also, a recent paper mentions the challenge of
controllability, i.e. the extent to which the input
controls the story itself [2]. Approaches to solve
this issue are often ending-focused or storyline-
focused: the system is trained so that the story has
a particular end or follows a certain outline. The
authors also mention the difficulty to incorporate
common knowledge in ASG systems and the gen-
eral question of creativity.

Other researchers have pointed out that from a
single prompt, many different stories are possi-
ble, so the task might be underspecified. In an at-
tempt to deal with this issue, they extracted texts
written by the STORIUM online community, yield-
ing 6000 lengthy and richly annotated stories [1].
They also propose an innovative way to evaluate
the performance of their model: on the website
of the community, authors can ask the model to
propose a continuation for their story. Then, its
quality is determined through the number of dele-
tions and additions done by the author himself. Of
course, this interesting approach is not scalable,
nor applicable to different tasks.

Overall, the field of ASG is rapidly evolving,



and future research will undoubtedly explore new
approaches and techniques for generating engag-
ing and personalized stories. As ASG systems
become more advanced, they may revolutionize
the way stories are created, distributed, and con-
sumed.

In order to reach its full potential, which in-
volves making progress regarding these different
challenges, ASG requires robust metrics to evalu-
ate the quality of its outputs. In all ways, human
judgement remains the most reliable way to per-
form the subtle evaluation of an NLP task. But
such evaluation induces a high cost, both in money
and time, so many research is dedicated to the de-
velopment of AEM.

Since AEM serve as a proxy for human judg-
ment, they are usually developed so as to be highly
correlated with human evaluations. However, re-
cent research demonstrates that various AEM tend
to be very correlated with one another, but poorly
with human evaluations. Such result suggests that
the development of new metrics should be focused
on being complementary with the old ones, rather
than solely on improving the correlation with hu-
man judgement [10].

Here, we focus on evaluations procedures com-
paring the generated text with a reference one,
deemed reference-based2. When introducing new
NLP systems, such measures are often presented
as evidence of their quality. For example, in the
paper introducing BART [14], the authors report
how their model is better than previous ones in
terms of ROUGE and BLEU on specific tasks.

2 Related work

2.1 A typology of metrics
Within the domain of reference-based metrics,
AEM can either be string-based, embedding-
based or model-based.

String-based metrics evaluate the similarity of
two texts by analyzing the raw text through differ-
ent means, notably the co-occurrences of n-grams.
Famous examples of such metrics are ROUGE [15]
and BLEU [17]. But this approach is limited, since
it cannot take into account complexity of the lan-
guage such as synonyms.

In contrast, embedding-based metrics are com-
puted using embeddings of words, and not the
words themselves. There are two types of em-
beddings: (i) simple word embeddings, such as

2Other AEM are reference-free.

those obtained through word2vec [16] where each
word is linked to a unique embedding, (ii) contex-
tualized word embeddings, such as those obtained
using BERT [13], where the embedding of each
word depends on its context.

Model-based metrics make use of the language
representation contained within pre-trained lan-
guage models.

2.2 A growing body of metrics

There are numerous AEM and it is out of the scope
of this paper to describe them all. Here, we only
want to highlight that the design of AEM is a fast-
moving field.

Popular string-based metrics, such as BLEU
[17] and ROUGE [15] are almost two decades old.
Since then, many more metrics were proposed.
In 2005, METEOR [3] was introduced: aiming at
overcoming the shortcomings of BLEU, it was still
based on the n-gram matching philosophy.

With the advent of embeddings, new metrics
were designed to leverage the representation they
provide, such as BERTScore (relying on BERT’s
embeddings) [20] and MoverScore (aggregates
the information of different layers through a power
mean) [21] in 2019, BaryScore in 2021 (uses
Wasserstein barycenter from optimal transport
theory) [8], DepthScore in 2022 (relies on a
pseudo-metric based on data-depth) [18].

Another axis of research was also developed,
where metrics rely on pre-trained models, yield-
ing BARTScore in 2021 (which evaluates the
similarity between texts as the probability that a
seq2seq generates one given the other) [19] and
InfoLM in 2022 (uses a pre-trained masked lan-
guage model to represent texts) [12].

It is worth mentioning that the comparison of
different systems evaluated on various tasks in-
volves a non-trivial step of aggregation. As
pointed out by [11], averaging the scores of the
systems on the different tasks is not a good prac-
tice. One should rather perform the aggregation
based on the rankings on each task, using Borda’s
count.

2.3 HANNA dataset

The HANNA dataset was released in a recent ar-
ticle [4]. For 96 ASG prompts, it contains one
story generated by a human and 10 generated by
ASG systems. It also comes with a rating of each
story by 3 different human annotators, on 6 crite-



ria3. The authors computed 72 AEM and studied
their correlation with human evaluation.

It is important to note that the metrics we study
here rate each generated text by some measure of
its ”proximity” with the human gold associated to
the same prompt. However, when a human consid-
ers the criteria used in the HANNA dataset, he gen-
erally does not need this gold reference. Still, the
annotators were given access to the human gold
text to calibrate their judgement.

The goal of this paper is to reproduce part of the
experiments done in [4] using a smaller number of
metrics.

3 Problem Framing

3.1 Metric

Recall that we are interested in reference-based
automatic metrics. We adopt the mathematical
setup clearly laid out in [12], that we reproduce
in the following paragraph. Formally, we consider
a dataset D = {xixixi, {ysiysiysi , h(xixixi, ysiysiysi )}Ss=1}Ni=1 where
xxxi is the i-th reference text; yyysi is the i-th candidate
text generated by the s-th NLG system; N is the
number of texts in the dataset and S the number of
systems available. The vector xixixi = (x1, · · · , xM )
is composed of M tokens and ysiy

s
iy
s
i = (ys1, · · · , ysL)

is composed of L tokens. h(xixixi, y
s
iy
s
iy
s
i ) ∈ R+ is the

score associated by a human annotator to the can-
didate text yyysi when comparing it with the refer-
ence text. We aim at evaluating an AEM f , such
that f(xixixi, ysiy

s
iy
s
i ) ∈ R+.

For the HANNA dataset, N = 96 and S = 10.

3.2 Correlations

AEM are evaluated through their correlation with
human judgment. Three correlation coefficients
are usually used: Pearson, which measures linear
relationships; Spearman, closely related to Pear-
son, but that is based on the rank of the observa-
tions; and Kendall, which measures how the rank-
ing of the points is similar along the two consid-
ered axis.

Furthermore, the metrics can be evaluated at
two distinct levels, depending on what exactly we
try to measure: we can compute the text-level cor-
relation or the system-level correlation. The exact
mathematical formalism of these two types of cor-
relations is available in appendix B.

3Relevance, coherence, empathy, surprise, engagement
and complexity.

Shortly, we can either compute the correlation
coefficients, then take the mean other the N texts,
in which case we perform text-level correlation,
or we can take the mean over the N texts and
then compute the correlation coefficients, leading
to system-level correlation.

4 Experimental Protocol

4.1 Dataset
This work is based on the HANNA dataset, using
the csv file containing the prompts, stories and hu-
man annotations as the source file 4. For more de-
tails, see the original paper [4].

4.2 Studied metrics
We focus on a handful of metrics, described in
more detail in appendix A. String-based met-
rics: BLEU [17], ROUGE [15], METEOR [3].
Embedding-based metrics: BaryScore [8],
DepthScore [18], BERTScore [20]. Model-
based metrics: InfoLM [12], BARTScore [19].
Some scores lead to various metrics. For example,
if one uses BERTScore, one can choose to rely
either on the precision, recall or F1 score5. Thus,
we study a total of 12 AEM.

4.3 Computations
The scores given to each story by the 3 human an-
notators were averaged. Then, the metrics listed in
the precedent section were computed on each story
generated by an automatic system, using as gold
reference the story generated by a human for the
same prompt. The correlations - the three types of
them, at the two different levels - were computed
between each pair of metrics, that is the 6 human
ones and the 12 automatic ones. Since we were
only interested in the strength of the association,
only their absolute value was considered. Compu-
tation times and the source of the implementation
of each AEM are available in appendix C.

Finally, we rank the AEM based on their cor-
relations with the different human criteria, using
Borda’s count (see appendix D for more details).

5 Results

The analysis will be focused on the Kendall corre-
lations, figures for other types of correlations can

4Available at https://github.com/
dig-team/hanna-benchmark-asg under the name
”hanna stories annotations.csv”.

5We use the notation BERTScore P, BERTScore R
and BERTScore F1.

https://github.com/dig-team/hanna-benchmark-asg
https://github.com/dig-team/hanna-benchmark-asg


be found in appendix F.

(a) Text-level (b) System-level

Figure 1: Absolute Kendall correlations (%) between
human evaluations

Correlation between the human criteria. Fig-
ure 1 presents the Kendall correlation between the
human criteria (see figure 4, in appendix F for a
more readable version of this figure). At the text-
level (1a), correlations take values between 16%
and 62%. Most values are below the 50% bar,
suggesting that this set of human criteria is com-
plementary. At system-level (figure 1b), correla-
tions are much higher: all values are superior to
50%, with one occurrence of perfect correlation;
such results are in accordance with [4]. Studying
Spearman’s and Pearson’s correlations leads to the
same general observations.

Correlation between the human criteria and
AEM. The results, for Kendall correlations, are
presented in figures 2 and 3 at the text and system
level, respectively. Once again, the text-level cor-
relations are much lower than their system-level
counterpart. In the first case, all values remain
below 50% with many of them below 30%; in
the second, most values are superior to 30-40 %,
even if some values remain low, particularly for
InfoLM and BERTScore P. In stark contrast,
at system-level, BERTScore R, achieves the best
correlation for 5 of 6 of the human criteria, except
for empathy, where it is beaten by BaryScore.
From this figure, BaryScore and DepthScore
seem to be two other performant metrics.

As was observed in [4], most metrics are ei-
ther poorly correlated with all the human criteria
or highly correlated with all of them. Spearman’s
and Pearson’s correlations yield higher values at
system-levels.

Correlations between AEM. Corresponding
figures are available in appendix F. Few general
conclusions can be drawn from those correlations
except for the fact that correlations are higher at
the system-level. Globally, BERTScore seems to
be weakly correlated with the other metrics, if its

Figure 2: Absolute Kendall correlations (%) between
human evaluations and automatic scores, text-level

Figure 3: Absolute Kendall correlations (%) between
human evaluations and automatic scores, system-level

precision of F1 score is used. In stark contrast,
its recall is pretty correlated with all other AEM.
The different variations of ROUGE, METEOR and
DepthScore seem to be highly correlated, for
all correlations.

Ranking the metrics using Borda’s count. Ta-
ble 1 presents the results of this ranking at system-
level. The sum of the ranks, as well as the rank-
ing obtained at text-level, are available in ap-
pendix E. As previously stated, BERTScore R,
BaryScore and DepthScore are the best
AEM with Kendall correlation ranking. Spearman
and Pearson correlation yield different rankings,
but those three metrics are still in the top four.

However, at text-level, the three best AEM are
METEOR, BERTScore R and ROUGE R (accord-
ing to all correlation measures, although in differ-
ent orders, see table 4).



AEM Pearson Kendall Spearman
BERTScore R 2 1 1
BaryScore 4 2 3
DepthScore 1 3 2
ROUGE F 6 4 4

BARTScore 10 5 7
METEOR 3 6 5.5
ROUGE R 5 7 5.5
BLEU 8.5 8 8.5

ROUGE P 7 8 8.5
BERTSCore F1 11 10 10
BERTScore P 12 11 12

InfoLM 8.5 12 11

Table 1: Ranking of the metrics, system-level

6 Conclusion

In conclusion, our study highlights the impor-
tance of system-level correlations in evaluating
the performance of Automatic Evaluation Metrics
(AEM). While text-level correlations can also be
useful, they may not provide a complete picture of
the overall performance of an ASG system.

Future work in this area should consider the use
of additional metrics [5, 18], such as coherence or
plot structure, to complement the existing AEM.
Additionally, as ASG continues to advance, it will
be essential to evaluate systems on a wider range
of tasks beyond the traditional story generation [9,
6]. Tasks such as generating dialogue [7] or po-
etry pose different challenges and may require the
development of new evaluation metrics.

Finally, as noted in our study, the choice of
dataset plays a significant role in evaluating the
performance of ASG systems, and future work
should consider the use of multiple datasets to pro-
vide a more comprehensive evaluation.
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A More information regarding the
different metrics

It is worth highlighting that the scales of the dif-
ferent metrics do not have the same signification.

In the case of metrics measuring similarity (pre-
cision, recall, F1 score ...), the higher the score,
the better the output of the ASG system, and usu-
ally the maximum score is 1. This is the case
for BLEU, ROUGE, METEOR, BERTScore and
BARTScore.

On the other hand, some metrics measure a dis-
tance or divergence between an input and a refer-
ence. In this case, the lower the score, the bet-
ter the output of the ASG system, and usually
the lowest possible value is zero. BaryScore,
DepthScore and InfoLM fall into that cate-
gory.

A.1 String-based metrics

BLEU, that stands for BiLingual Evaluation Un-
derstudy is a metric proposed in 2002 for the pur-
pose of machine translation [17]. It was meant
to evaluate the quality of an automatic transla-
tion through comparison with a human translation.
Shortly, it does so by computing several n-grams
precisions. This is done by computing the num-
ber of n-grams present in the candidate translation
as well as in the reference one, then dividing by
the total number of n-grams in the candidate (with
a slight modification: an n-gram in the reference
cannot count more times than the number of times
it appear in the reference). This score is called
modified n-gram precision. Such computation can
be done for various values of n: the authors pro-
pose to use the geometric mean of the of those pre-
cisions, with n up to 5.
ROUGE, standing for Recall-Oriented Under-

study for Gisting Evaluation was developed fol-
lowing BLEU, this time for evaluating the quality
of summaries [15]. The philosophy is the same:
the quality of a summary is estimated through its
comparison with a human one and this compari-
son is done on the raw text. As presented in the
original paper, ROUGE is not a single score, but
offers different variations along the same lines.
Closely related to BLEU, ROUGE-N is a n-gram
co-occurrences statistics. ROUGE-L computes
a measure based on the longest common subse-
quence between the two texts (where a subse-
quence is formed by taking arbitrary words in
the order of the text), ROUGE-W expands on this

idea by taking into account whether the consid-
ered subsequence is made of consecutive tokens
in the original text. Finally, ROUGE-S is a skip-
bigram co-occurrence statistics, relying on search-
ing common bigrams where the two tokens can be
separated by other tokens.
METEOR - Metric for Evaluation of Translation

with Explicit ORdering - was proposed in 2005
as a way to evaluate automatic translation [3]; its
goal was to build on BLEU but to address its weak-
nesses. Again, it evaluates the quality of a transla-
tion by comparing it with human translations and
is based on unigram-matching. But this metric
considers three types of mapping: exact mapping,
if the two words are the same; stem mapping, if the
words share a common stem and synonym map-
ping, if the words are synonyms. During the com-
putation of the metric, an alignment - where each
unigram in a sentence is mapped to one or none
unigram in the other - between the candidate and
reference sentence is constructed. The construc-
tion of this alignment uses successfully each of
the three types of mappings (the order matters, the
first mapping considered has priority on the sub-
sequent ones). Then, an harmonic mean is com-
puted between the unigram precision and the un-
igram recall (most of the weight is on the recall).
The recall is the number of unigram in the can-
didate translation divided by the number of uni-
grams in the reference text; BLEU only considered
precision, while METEOR puts an emphasis on re-
call. Finally, this harmonic mean is penalized by
a measure inversely proportional to the number of
n-grams matches between the candidate and refer-
ence sentence. One weakness of this approach is
that it requires an external source containing infor-
mation about synonyms and stems.

A.2 Embedding-based metrics

BaryScore aims at leveraging the information
contained in a multiple layer embedding (BERT
in this case) based on optimal transport theory[8].
For both the candidate and reference text, and for
each layer of the encoder (that creates the em-
beddings), a measure is constructed as a weighted
sum of Dirac measures. The sum is taken over
the tokens in each sentence, the weights corre-
spond to inverse document frequencies and the
Dirac mass is located at the output of the layer
for the considered token. Then, separately for
the candidate and reference text, the measures ob-



tained for each layer are aggregated by the com-
putation of Wasserstein barycenters. Finally, the
BaryScore between the candidate and reference
text is the Wasserstein distance between the two
Wasserstein barycenters.
DepthScore also uses BERT’s embedding

but relies on only one layer 6. The computation
of this metric involves two steps similar to those
of BaryScore. First, for both the candidate and
the reference text, a discrete probability measure is
computed using one layer of BERT. Secondly, the
two resulting probability measures are compared
using DRp,ε, a pseudo-metric presented in [18],
that relies on the concept of data-depth to measure
the dissimilarity between two distributions.
BERTScore relies on BERT’s embedding,

greedy matching and cosine similarity to compute
a similarity score between a reference and a can-
didate [20]. First, the tokens of both sentences
are passed through BERT so as to be represented
by vectors embeddings. Then, the cosine simi-
larity between all pairs of vectors embeddings is
computed, and each token is matched to the token
in the other sentence for which their cosine sim-
ilarity is maximal (greedy matching). Given this
mapping, it is possible to compute the precision
(summing up the cosine similarities over the refer-
ence text), recall (summing up the cosine similari-
ties over the candidate text) and F1 score. Any of
those three can be used as metric, though the au-
thors advise to rely on the F1 score if the task to be
evaluated is machine translation. It is also possible
to modify these metrics by taking into account the
inverse document frequencies of the tokens.

A.3 Model-based metrics

InfoLM compares texts using a two-step process:
(i) it computes a probability distribution over the
vocabulary for both texts, (ii) then it computes
a distance between those two discrete probability
measures [12]. The first step involves a pre-trained
masked language model (PMLM). In both the ref-
erence and candidate text, each token is masked
one after the other, then the PMLM is used to com-
pute a probability distribution for this masked to-
ken over the vocabulary. These individual distri-
butions are aggregated through a weighted sum,
where the weights correspond to inverse docu-

6The paper describing the metric is not yet pub-
lished, but the metric itself is already available at
https://github.com/PierreColombo/nlg_
eval_via_simi_measures.

ment frequencies. At this point, the problem boils
down to comparing two discrete probability distri-
butions. In the original paper, the authors tested
various distance and divergence measures. They
conclude that the AB-divergence leads to the best
results (in terms of correlation with human judg-
ment) but requires the tuning of two parameters.
The Fisher-Rao distance also achieves good re-
sults and does not require to fine-tune any param-
eter.
BARTScore [19] relies on BART - Bidirec-

tionial Auto-Regressive Transformer - a seq2seq
pre-trained model [14]. The idea behind this met-
ric is to evaluate the similarity between two texts
by the probability of generating one given the
other (which can be computed using the seq2seq
model). Given a source text, an hypothesis one,
and a human reference, various probabilities can
be computed: the probability of the hypothesis
given the source (faithfulness), of the hypothesis
given the reference (precision), of the reference
given the hypothesis (recall).

B Mathematical formalism of the two
types of correlation

We use the formalism and explanations presented
in [12] and [4], and is reproduced below. It is
based on the same notations than the setting of the
general problem.

The text-level correlation Ct,f writes:
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of scores assigned by the automatic metric f and
the human metric (h) respectively and K : RN ×
RN → [−1, 1] is the chosen correlation measure.

Similarly, the system level correlation Csy,f

writes:
Csy,f ≜ K(FFF sy,HHHsy)
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Where the latter are the vectors composed of the
averaged scores assigned by the automatic metric
f and the human annotation h.

https://github.com/PierreColombo/nlg_eval_via_simi_measures
https://github.com/PierreColombo/nlg_eval_via_simi_measures


C Sources for AEM and computation
times

Here we list the source of the implementation we
used for each AEM.

For BaryScore, DepthScore and
InfoLM: https://github.com/
PierreColombo/nlg_eval_via_simi_
measures.

For BLEU and METEOR: nltk.translate python
package.

For ROUGE: https://github.com/
pltrdy/rouge.

For BERTScore: https://github.com/
Tiiiger/bert_score

For BARTScore: https://github.com/
neulab/BARTScore

Regarding computation times, BARTScore
was the longest metrics to compute (about 2
days for the whole dataset), followed by InfoLM
(about 8 hours for the whole dataset). The other
metrics required between 10 minutes and one
hour.

Table 2 presents example of computation times
in seconds. Each column gives the time neces-
sary to compute the AEM on k examples, since
the computation time was not strictly linear on the
number of items to process.

AEM 1 1 5
BaryScore 9.31 9.57 63.34
DepthScore 9.71 8.86 48.00

InfoLM 22.94 22.90 161.04
BLEU 0.03 0.012 0.05
ROUGE 0.07 0.06 0.40
METEOR 0.20 0.032 0.28

BARTScore 76.00 74.54 814.036
BERTScore 5.32 5.56 26.42

Table 2: Example of computation times (seconds)

D Borda’s count: computation

Borda’s count - as an approximation of Kemeny
consensus - was proposed as a way to aggregate
the ranking of several systems over several tasks
[11]. Here, we used it in a slightly different way:
for each human criteria, we rank the AEM accord-
ing to their correlation with such criteria, then use
Borda’s count to aggregate the 6 rankings.

We applied the following algorithm :

• For each human criteria, rank the system: the
best one, the one associated with the highest
correlation, gets ranking 1, the second 2 ...

• For each AEM, sum the 6 ranks it obtained.

• Rank the sum of the ranks, and use it as the
final ranking. According to this procedure,
the best AEM is the one with the lowest sum
of ranks.

We followed this procedure at both text- and
system-level, for the three different types of cor-
relations. The tables present: (i) the ranking of
each AEM (ii) the sum of the ranks of each AEM.
The lines are sorted according to the rank obtained
using Kendall correlation.

https://github.com/PierreColombo/nlg_eval_via_simi_measures
https://github.com/PierreColombo/nlg_eval_via_simi_measures
https://github.com/PierreColombo/nlg_eval_via_simi_measures
https://github.com/pltrdy/rouge
https://github.com/pltrdy/rouge
https://github.com/Tiiiger/bert_score
https://github.com/Tiiiger/bert_score
https://github.com/neulab/BARTScore
https://github.com/neulab/BARTScore


E Borda’s count: other tables

AEM Pearson Kendall Spearman
BERTScore R 16 7.5 8
BaryScore 24 20.5 19.5
DepthScore 15 24 18.5
ROUGE F 33 26 23.5

BARTScore 52 28.5 37.5
METEOR 19 33 35
ROUGE R 30 35.5 35
BLEU 51 47 47

ROUGE P 40 51 47
BERTSCore F1 66 60.5 62
BERTScore P 71 67 69.5

InfoLM 51 67.5 65.5

Table 3: Sum of the ranks of the metrics, system-level

AEM Pearson Kendall Spearman
METEOR 1 1 1

BERTScore R 3 2 2
ROUGE R 2 3 3

BaryScore 6 4 4
DepthScore 5 5 5
ROUGE F 4 6 6
BLEU 10 7 8

BERTSCore F1 9 8 7
ROUGE P 7.5 9 9
InfoLM 7.5 10 10

BARTScore 11 11 11
BERTScore P 12 12 12

Table 4: Ranking of the metrics, text-level

AEM Pearson Kendall Spearman
METEOR 9 8 8

BERTScore R 15 15 12
ROUGE R 13 16 18

BaryScore 32 25 23
DepthScore 31 29 33
ROUGE F 26 39 38
BLEU 59 46 47

BERTSCore F1 50 48 46
ROUGE P 49 49 50
InfoLM 49 56 56

BARTScore 65 66 66
BERTScore P 70 71 71

Table 5: Sum of the ranks of the metrics, text-level



F Other figures

F.1 Kendall correlations

(a) Text-level (b) System-level

Figure 4: Absolute Kendall correlations (%) between human evaluations (more readable view)

Figure 5: Absolute Kendall correlations (%) between automatic scores, text-level



Figure 6: Absolute Kendall correlations (%) between automatic scores, system-level



F.2 Spearman correlations

(a) Text-level (b) System-level

Figure 7: Absolute Spearman correlations (%) between human evaluations

Figure 8: Absolute Spearman correlations (%) between human evaluations and automatic scores, text-level



Figure 9: Absolute Spearman correlations (%) between human evaluations and automatic scores, system-level



Figure 10: Absolute Spearman correlations (%) between automatic scores, text-level



Figure 11: Absolute Sperman correlations (%) between automatic scores, system-level



F.3 Pearson correlations

(a) Text-level (b) System-level

Figure 12: Absolute Pearson correlations (%) between human evaluations

Figure 13: Absolute Pearson correlations (%) between human evaluations and automatic scores, text-level



Figure 14: Absolute Pearson correlations (%) between human evaluations and automatic scores, system-level



Figure 15: Absolute Pearson correlations (%) between automatic scores, text-level



Figure 16: Absolute Pearson correlations (%) between automatic scores, system-level


