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Abstract

Recent advances in large language models001
(LLMs) demonstrate that their capabilities are002
comparable, or even superior, to humans in003
many tasks in natural language processing. De-004
spite this progress, LLMs are still inadequate at005
social-cognitive reasoning, which humans are006
naturally good at. Drawing inspiration from007
psychological research on the links between008
certain personality traits and Theory-of-Mind009
(ToM) reasoning, and from prompt engineering010
research on the hyper-sensitivity of prompts011
in affecting LLMs capabilities, this study in-012
vestigates how inducing personalities in LLMs013
using prompts affects their ToM reasoning ca-014
pabilities. Our findings show that certain in-015
duced personalities can significantly affect the016
LLMs’ reasoning capabilities in three different017
ToM tasks. In particular, traits from the Dark018
Triad have a larger variable effect on LLMs like019
GPT-3.5, Llama 2, and Mistral across the differ-020
ent ToM tasks. We find that LLMs that exhibit021
a higher variance across personality prompts in022
ToM also tends to be more controllable in per-023
sonality tests: personality traits in LLMs like024
GPT-3.5, Llama 2 and Mistral can be control-025
lably adjusted through our personality prompts.026
In today’s landscape where role-play is a com-027
mon strategy when using LLMs, our research028
highlights the need for caution, as models that029
adopt specific personas with personalities po-030
tentially also alter their reasoning abilities in031
an unexpected manner.032

1 Introduction033

Despite the impressive capabilities of large lan-034

guage models (LLMs) in a variety of natural lan-035

guage processing (NLP) tasks (Lyu et al., 2023; Bai036

et al., 2023; Bang et al., 2023), LLMs are reported037

to have poor social-cognitive reasoning abilities038

(Farha et al., 2022; Pérez-Almendros et al., 2022).039

One social-cognitive reasoning task that is of great040

interest is the Theory-of-Mind (ToM) task (Kosin-041

ski, 2023; Premack and Woodruff, 1978). ToM is042

Figure 1: Overview of PHAnToM. Our work investi-
gates how eight different personality prompts (Big Five
OCEAN and Dark Triad) affects LLMs’ ability to per-
form three theory-of-mind reasoning tasks (Information
Access (IA), Answerability (AA), and Belief Under-
standing (BU)).

traditionally studied in the domain of human de- 043

velopment and defined as the ability to attribute 044

mental states (such as beliefs, intentions, thoughts, 045

and emotions) to oneself and other agents (Gallese 046

and Sinigaglia, 2011; Wimmer and Perner, 1983). 047

Recent research shows LLMs display some ToM 048

abilities. However, they are still inferior to humans 049

(Kim et al., 2023; Ma et al., 2023a; Shapira et al., 050

2023). This discrepancy in ToM performances be- 051

tween LLMs and humans motivates our current 052

study to investigate strategies that affect ToM abili- 053
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ties in LLMs.054

Inspired by the psychology literature that per-055

sonality traits influence ToM abilities in humans056

(Nettle and Liddle, 2008; Stellwagen and Kerig,057

2013), and NLP research that induce personality in058

LLMs through the use of role-play prompting (Saf-059

dari et al., 2023; Jiang et al., 2022), this paper aims060

to investigate how different personality traits affect061

ToM abilities in LLMs. At the moment, personality062

prompting and ToM abilities have been studied sep-063

arately in the domain of LLMs. To the best of our064

knowledge, we are the first study to combine the065

two research topics and offers a systematic analysis066

of the relationship between personality prompting067

and ToM reasoning abilities in LLMs. In the cur-068

rent landscape where role-play is prevalent when069

using LLMs, our study underscores the importance070

of evaluating the personalities LLMs may adopt, as071

varied personality cues can influence their reason-072

ing abilities.073

Our contributions can be summarized as follows:074

OUR CONTRIBUTIONS

➠ We provide novel evidence that Personality Has An
Effect on Theory-of-Mind (PHAnToM) reasoning in
LLMs. In particular, inducing traits from the Dark Triad
have a larger varied effect than the Big Five OCEAN
on ToM performances across models and tasks.

➠ We investigate the relationship between personal-
ity traits and ToM in the context of psychology and
LLMs. We find that LLMs that exhibit a higher vari-
ance across personality prompts in ToM also tends to
be more controllable in personality tests.

➠ We contextualize our observations about ToM abilities
in LLMs against theories in the psychology literature
about humans.

075

Our code, prompts, and LLM responses are pub-076

licly available to encourage more research in this077

space.1078

2 Related Work079

2.1 Sensitivity of LLMs to Prompts080

Multiple research has shown the brittleness of081

LLMs to the input prompts. Zero shot Chain-of-082

Thought (incorporating one-line in prompts, like083

“First,” or “Let’s think step by step”) (Kojima et al.,084

2022; Bsharat et al., 2023) has empirically allowed085

LLMs to become stronger reasoners, especially for086

artihmetic tasks. In other works, strategies like087

role-play (including a description of someone the088

1https://anonymous.4open.science/r/PHAnToM/
README.md

LLM should embody) (Kong et al., 2023) or threats 089

(reminding the LLM they would be penalized if 090

they answer wrongly, or that the users’ life mat- 091

ters gravely on this answer) (Bsharat et al., 2023) 092

have also demonstrated effectiveness in improv- 093

ing LLM performance. Sclar et al. (2023) find 094

that small prompt variations often yield large per- 095

formance differences. Wu et al. (2023) showed 096

that with Instruction Fine-tuning, LLMs can distin- 097

guish instruction with context and focus more on in- 098

structions. They further show that instruction fine- 099

tuning encourages self-attention heads to encode 100

more word-word relations related to instruction 101

verbs. Gupta et al. (2024) found that LLM’s rea- 102

soning abilities can be affected by persona prompts 103

across different socio-demographic groups (race, 104

gender, religion, disability, and political affiliation). 105

Encouraged by these findings, we were inspired 106

to explore the effects of personality role-play on 107

socio-cognitive reasoning in LLMs. 108

2.2 Personalities in LLMs 109

Personality refers to the enduring and stable char- 110

acteristic patterns of cognitions, feelings, and be- 111

haviors, that are generally consistent across situ- 112

ations (Allport, 1937). The five-factor model (or 113

Big Five) of personality (John et al., 2008) is one 114

of the primary theoretical frameworks to analyze 115

individual differences consisting of five subscales 116

namely openness, conscientiousness, extraversion, 117

agreeableness, and neuroticism traits (OCEAN) 118

(McCrae and John, 1992). Psychometric tests such 119

as the International Personality Item Pool (IPIP- 120

NEO) (Goldberg et al., 1999), and the Big Five 121

Inventory (BFI) (John et al., 1999) are commonly 122

used to measure these traits in humans. 123

Recently, Jiang et al. (2022); Safdari et al. 124

(2023); Lu et al. (2023) administered these psy- 125

chometric tests on LLMs under specific prompting 126

configurations and they found that it is possible to 127

obtain reliable and valid personality measurements 128

with LLMs. Furthermore, by introducing role- 129

play prompts, they demonstrated the adaptability 130

of LLMs, where personalities can be shaped along 131

desired dimensions to simulate specific human per- 132

sonality profiles. These results could be explained 133

by psycholinguistic studies that showed certain ex- 134

pressed linguistic features reliably reflect person- 135

ality traits (Boyd and Pennebaker, 2017). Since 136

LLMs are trained on a large amount of human- 137

generated text, they might pick up on such linguis- 138

tic features that reflect the dominant personality 139

2

https://anonymous.4open.science/r/PHAnToM/README.md
https://anonymous.4open.science/r/PHAnToM/README.md


of the human-generated text, making it possible140

for the measurement and simulation of personality141

traits in LLMs. Our paper similarly employs per-142

sonality prompting strategies in LLMs. In addition143

to the Big Five traits, we extend the measurement144

of personality traits in LLMs by including the Dark145

Triad that consists of the Narcissism, Psychopathy,146

and Machiavellianism (Jones and Paulhus, 2014).147

2.3 Theory-of-Mind Reasoning148

ToM is typically assessed using the false belief149

paradigm (Beaudoin et al., 2020; Wellman et al.,150

2001; Wimmer and Perner, 1983) and a prototypi-151

cal example of such a task is the “Sally and Ann”152

task (Baron-Cohen et al., 1985). Humans typically153

succeed in this task between 3 and 5 years of age154

(Wellman et al., 2001) when they come to under-155

stand that different agents have different beliefs156

about the world, and that such beliefs could be in-157

consistent with reality. ToM is important for social158

functions and for possessing high cognitive ability159

to represent one’s own and others’ distinct men-160

tal states. It is also essential for effective social161

communication, adaptation, and for forming higher162

quality social relationships (Fink et al., 2015; Imuta163

et al., 2016).164

Recent works have explored LLMs’ ToM abil-165

ities in a variety of tasks (Kim et al., 2023; Ma166

et al., 2023a; Shapira et al., 2023). In general, the167

results show that some degree of ToM is inherent168

in LLMs, but they are not yet at the standard of169

human performance. For example, given a narra-170

tive or a full conversation as the prompt, LLMs171

tend to adopt an omniscient-view belief in ToM172

tasks that evaluate all of the information provided173

and produce the wrong output without comprehend-174

ing that certain agents did not have such a belief175

(Kim et al., 2023). Moreover, some psychological176

research has shown that certain personality traits177

like Agreeableness is positively associated with178

ToM abilities, while Psychopathy and Narcissism179

from the Dark Triad are negatively and positively180

associated with ToM abilities, respectively (Net-181

tle and Liddle, 2008; Stellwagen and Kerig, 2013).182

Drawing upon this knowledge from psychology,183

our work investigates the traits that affect LLMs’184

ToM reasoning abilities.185

3 Methodology186

Figure 1 outlines the key investigations explored187

in this work. In summary, we explored the effects188

of personality prompting on ToM reasoning capa- 189

bilities in LLMs. Our investigations covered eight 190

personalities and three ToM tasks. 191

3.1 Personality Traits 192

On top of the Big Five OCEAN traits, we also 193

explored the traits of the Dark Triad (Paulhus and 194

Williams, 2002). The following describes each of 195

these personality traits: 196

• Openness: Reflects the extent to which a person 197

is open to new experiences and ideas. Individuals 198

with high scores tend to be curious, imaginative, 199

and open-minded, while those with low scores may 200

prefer routine and familiarity. 201

• Conscientiousness: Reflects the degree of orga- 202

nization, responsibility, and reliability in a per- 203

son. High scorers are often diligent, organized, 204

and goal-oriented, while low scorers may be more 205

spontaneous and less focused on long-term plan- 206

ning. 207

• Extraversion: Reflects the level of sociability, 208

assertiveness, and energy a person exhibits. High 209

scorers are typically outgoing, energetic, and enjoy 210

social interactions, whereas low scorers may be 211

more reserved and introverted. 212

• Agreeableness: Reflects interpersonal relations 213

and cooperation. Individuals with high agreeable- 214

ness scores are often compassionate, cooperative, 215

and considerate, while low scorers may be more 216

competitive or assertive. 217

• Neuroticism: Reflects emotional stability and re- 218

action to stress. High scores indicate emotional in- 219

stability, anxiety, and moodiness, while low scores 220

suggest emotional resilience and a more stable 221

emotional state. 222

• Narcissism: Reflects a sense of entitlement, su- 223

periority to others, and grandiosity. Moreover, 224

narcissist likes to be the center of attention, getting 225

associated with famous or popular people, and has 226

an arrogant demeanour towards others. 227

• Machiavellianism: Reflects interpersonal cold- 228

ness to others and has a tendency to manipulate 229

and exploit others by the means of deception and 230

flattery to obtain one’s goals. Moreover, individu- 231

als high in this trait only plans and act according 232

to their own benefit. 233
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• Psychopathy: Reflects low empathy towards oth-234

ers and has the tendency to exhibit thrill-seeking235

behaviours which they are unconcerned with any236

negative moral consequences. Moreover, individ-237

uals high in this trait lack remorse and often get238

revenge on others, and especially authorities.239

The description and prompt for each personality240

trait was designed based on theoretical formulation241

of the trait in the personality psychology literature242

and also informed by validated psychometric mea-243

sures (Gosling et al., 2003; Jonason and Webster,244

2010; Jones and Paulhus, 2014; McCrae and Costa,245

1987). One of our authors, a psychology graduate246

who has training on personality psychology, then247

checked the wording and phrasing of the descrip-248

tion of each traits, to ensure that such descriptions249

are valid to be inputted to the LLMs. Appendix250

Section A lists the actual descriptions used in our251

prompts. We also explore alternative descriptions252

for the OCEAN personalities later in Section 4.4.2.253

3.2 Theory-of-Mind Reasoning Task254

We focused on three ToM tasks from the FANTOM255

dataset (Kim et al., 2023):256

• Information Access (IA): Binary classification257

task, where models observe the full conversation258

and identify if a character has knowledge or ac-259

cess to an information or not. This task assesses a260

specific conception of ToM of whether a character261

who was not present in a part of the conversation262

has the same knowledge as other characters who263

were present in that part of the conversation (Well-264

man et al., 2011; Wellman, 2018).265

• Answerability (AA): Binary classification task,266

where models are made to identify if a character267

is capable of answering the question correctly or268

knows the information. This task extends the IA269

task by not only assessing whether characters have270

access to the information throughout the conver-271

sation but also the reasoning capabilities of deter-272

mining the correct answer.273

• Belief Understanding (BU): Multiple-choice clas-274

sification task, where models are made to identify275

beliefs of characters in the conversation. This276

task is arguably the most difficult of the three277

tasks (Wellman, 2018) because it requires that278

the LLM first understand that different characters279

can have different beliefs (diverse beliefs) in the280

conversation, then understand that characters who281

were absent in parts of the conversation might not 282

know the information discussed by other charac- 283

ters who were present (information access), and 284

finally, judge that a character not present in parts 285

of the conversation will make a false belief about 286

the information discussed by other characters who 287

were present (false belief understanding), even 288

when the LLM knows the correct answer from an 289

omniscient point of view. 290

The data sizes are 3571 for IA and AA each, and 291

993 for inaccessible BU. 292

3.3 Triggering Personalities in LLMs for ToM 293

Harnessed with personality descriptions, we fol- 294

lowed typical LLM role-play procedures by includ- 295

ing the prefix “Imagine you are someone that fits 296

this description: {personality_description}” right 297

before the context and task question itself. Ap- 298

pendix Section B provides the template and an 299

example of the input prompt. 300

4 Experiments & Findings 301

4.1 Model Details 302

We explored an array of state-of- 303

the-art LLMs, namely Mistral 7B 304

(Mistral-7B-Instruct-v0.1) (Jiang et al., 305

2023), Llama 2 (Llama-2-7b-chat-hf) (Touvron 306

et al., 2023), Falcon 7B (falcon-7b-instruct) 307

(Almazrouei et al., 2023), Zephyr 7B Beta 308

(zephyr-7b-beta) (Tunstall et al., 2023), and 309

OpenAI GPT-3.5 (gpt-3.5-turbo-1106). We 310

worked with the Instruct versions of the models, 311

which were designed to respond to tasks, instead 312

of the vanilla versions of the models, for better 313

performance. Similar to Kim et al. (2023), we 314

report weighted F1 scores for IA and AA, and 315

accuracy for BU. 316

4.2 Findings 317

Figure 2 summarizes the average effect that per- 318

sonality prompts have on LLMs’ ToM reasoning 319

abilities. We observe that personality prompts do 320

affect the LLMs’ performance on ToM tasks. The 321

Dark Triad is observed to have a larger variance in 322

performance shifts than the Big Five OCEAN traits. 323

Table 1 and Figure 3 presents the effects of person- 324

ality prompts for each of the three tasks in greater 325

detail. Appendix Table 4 presents scores from all 326

experiments in our paper, and provides compar- 327

isons against scores from the original FANTOM 328

dataset (Kim et al., 2023). 329
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(a) Information Access Task

Personality Mistral 7B Llama 2 Falcon 7B Zephyr 7B Beta GPT-3.5
None 71.5 45.4 62.4 40.3 59.8

Openness -0.5 +2.1 -0.2 -2.9 +0.9
Conscientious -0.7 +8.3 0.0 -4.5 +1.1
Extraversion -0.9 +2.1 +0.4 -3.1 +0.6

Agreeableness -0.3 +3.1 +0.5 -3.8 +1.0
Neuroticism 0.0 +4.2 +0.1 -2.1 +1.9
Narcissism -0.3 +6.9 +1.3 -1.3 +4.5

Machiavellianism -0.2 +6.3 +0.9 -0.6 +5.0
Psychopathy -1.3 +7.0 +0.7 -1.4 +1.8

(b) Answerability Task

Personality Mistral 7B Llama 2 Falcon 7B Zephyr 7B Beta GPT-3.5
None 54.1 54.6 44.5 50.7 61.9

Openness +1.5 +1.8 +1.1 0.0 -2.8
Conscientious +6.6 +3.8 +0.6 -1.2 -6.7
Extraversion +2.3 +1.5 +1.2 -0.3 -2.7

Agreeableness +4.3 +3.8 +1.4 +0.2 -4.3
Neuroticism +1.3 -8.0 +0.1 -0.3 -1.7
Narcissism -2.6 -21.8 +0.3 +1.6 -3.7

Machiavellianism -9.1 -33.0 +1.8 +1.7 -3.1
Psychopathy -8.1 -27.8 -0.3 +1.0 -3.2

(c) Belief Understanding Task

Personality Mistral 7B Llama 2 Falcon 7B Zephyr 7B Beta GPT-3.5
None 16.1 16.0 47.5 21.5 9.6

Openness -0.6 -0.5 +0.1 -0.7 +0.9
Conscientious -0.3 +0.4 0.0 -0.4 +0.1
Extraversion -1.9 -0.3 0.0 -0.5 +1.3

Agreeableness +0.6 -0.4 0.0 -1.4 +0.2
Neuroticism +0.6 +0.4 0.0 -0.9 +0.6
Narcissism -0.2 +1.2 0.0 -0.9 +1.9

Machiavellianism +2.6 +4.1 0.0 0.0 +6.2
Psychopathy +3.8 +2.5 0.0 +0.5 +2.0

Table 1: Weighted F1 scores IA and AA, and Accuracy for BU across models and personality prompts. For each
model and task, we show the change in scores against the models’ performance without any personality prompt.
Highest (Lowest) score per column is bolded (underlined). Scores that increase (decrease) by 5 or more points are
colored blue (red).

Across models, Llama 2 demonstrates the high-330

est sensitivity to personality prompts, with a no-331

table 33% decrease in F1 score, followed by Mis-332

tral (9.1%), GPT-3.5 (6.7%), and Zephyr (4.5%).333

In contrast, Falcon is observed to be relatively resis-334

tant to personality prompts, with a shift of at most335

1.8%. This variation may stem from differences in336

model training methodologies. Llama 2 and GPT-337

3.5 were fine-tuned using Reinforcement Learn-338

ing with Human Feedback (RLHF). Studies have 339

shown that RLHF models are more sensitive to per- 340

sonality descriptions (Safdari et al., 2023) and also 341

obtain personality scores that are more aligned with 342

humans (Jiang et al., 2022). Although Mistral did 343

not undergo RLHF, its training data from publicly 344

available instruction datasets on Huggingface likely 345

containing human-generated content contributes to 346

its sensitivity to personality prompts. Conversely, 347
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Figure 2: Average change in scores across different
personalities, models and ToM tasks when compared to
the models’ baseline performance without personality.

Zephyr and Falcon were predominantly fine-tuned348

on LLM-generated dialogues, and therefore, pos-349

sibly exhibit lower sensitivity due to their limited350

exposure to personality-based questions or terms351

during fine-tuning. Later in Section 4.4.1, we delve352

further into the ToM performance of LLMs and353

their personality test scores.354

Across tasks, the changes in ToM performance355

for particular personality prompts are not consis-356

tent. Since ToM abilities do not refer to a binary357

measurement (presence or absence of ToM ability)358

but rather a collection of different ToM conceptions359

(Wellman et al., 2011), the following subsections360

discuss our findings per task in further detail.361

4.2.1 Information Access362

For Mistral and Zephyr, minimal variations in per-363

formance across personality traits are observed,364

indicating its robustness to personality prompts, at365

least for this task. In contrast, Llama 2 demon-366

strates higher scores with Conscientiousness and367

the traits associated with the Dark Triad. Mean-368

while, GPT-3.5 demonstrates a significant increase369

in performance with Machiavellianism. The results370

suggest that different models have varying perfor-371

mance on the IA task when prompted with specific372

personality traits, especially for the Dark Triad.373

4.2.2 Answerability374

AA is deemed as a more difficult task than IA be-375

cause it requires a two-step reasoning process (Kim376

et al., 2023). Comparing our findings in AA to IA,377

Mistral and Falcon had poorer performances com-378

pared to the IA task, as expected. However, Llama379

2, Zephyr, and GPT-3.5 surprisingly obtained bet-380

ter performances. A possible explanation is that381

when performing this two-step reasoning task, in-382

ternal chain-of-thought helps these models reason383

and arrive at the correct answer. 384

Mistral performed the best when prompted with 385

Conscientiousness personality, and worst when 386

prompted with Machiavellianism and Psychopa- 387

thy personalities. Llama 2 likewise demonstrated 388

large declines in performance when prompted with 389

the Dark Triad and Neuroticism. Comparing Llama 390

2’s performance on the AA and the IA tasks when 391

prompted with the Dark Triad, the results suggest 392

that although the Dark Triad significantly improves 393

performance in determining which character has 394

the knowledge to answer the question (IA), the 395

model might not be able to reason what the correct 396

answer is which resulted in poorer inference on 397

which character in the conversation knows the cor- 398

rect answer. Meanwhile, Falcon and Zephyr did not 399

present significant changes in performance across 400

personalities. GPT-3.5 observed a significant fall 401

in performance for Conscientiousness. 402

4.2.3 Belief Understanding 403

For the BU task, models without personality 404

prompts perform significantly worse compared to 405

the previous two tasks, which is consistent with 406

Kim et al. (2023). Although Falcon appeared to 407

achieve a high score, further investigation reveals 408

that it was not performing the task for BU: re- 409

sponses were either the first option “(a)” or invalid 410

like “(a) (b)”.2 Overall, we find that personality 411

prompting affects LLMs’ performance on this task, 412

although the magnitudes are lower than IA and AA. 413

Surprisingly, we observe that Mistral and Zephyr 414

achieved higher scores when prompted with the 415

Psychopathy trait. Llama 2 and GPT-3.5 performed 416

better when prompted with Machiavellianism. 417

4.3 Comparing Results with the Psychological 418

Literature 419

The results obtained in this study are mixed, with 420

some findings consistent with the psychological 421

literature, while others are not. Out of the Big 422

Five OCEAN personality traits, it is found that 423

Agreeableness has a positive theoretical relation- 424

ship with ToM (Nettle and Liddle, 2008; Udochi 425

et al., 2022; Wagner, 2020). Individuals high in 426

Agreeableness tend to be more sympathetic, and 427

tend to consider the needs and concerns of others 428

which might reflect the high ToM scores in such 429

individuals. However, we did not find strong sup- 430

2Falcon 7B’s score for BU 47.5% is close to the score if a
model just predicts only one label (# BU examples with (a) as
the correct label / # BU examples = 473/993 = 47.6%).
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Figure 3: Scores for the three Theory-of-Mind Tasks across different personality prompts along the axes. Each
colored line represents a particular LLMs’ scores.

port in our case, although there are increases in431

performance for Llama 2 and Falcon for the IA and432

AA tasks.433

As for the Dark Triad, Psychopathy is shown to434

be negatively correlated with ToM, Narcissism is435

positively correlated to ToM, while Machiavellian-436

ism has mixed findings in the literature (Stellwagen437

and Kerig, 2013; Doyle, 2020). Individuals high in438

Psychopathy tend to be callous and not interested439

in empathizing with the feelings of others which440

might result in poorer ToM scores. On the other441

hand, individuals high in Narcissism carefully scru-442

tinize other people to assert dominance and elevate443

their social status to win over friends and join influ-444

ential groups, and thus, this trait is positively cor-445

related to ToM. In our findings, Llama 2 prompted446

with Psychopathy has increased performance in the447

IA task but significantly decreased performance in448

the AA task, and vice versa for Narcissism. For449

Machiavelliansim, our findings are mixed across450

all the tasks, which is consistent with what the lit-451

erature has found. Overall, the results suggest that452

the type of ToM task moderate the influence of453

personality prompting on LLMs’ ToM abilities.454

4.4 Further Investigations455

4.4.1 Personality Prompting456

Similar to Jiang et al. (2022), we administered the457

Machine Personality Inventory (MPI) on the LLMs458

to check whether the personality prompting suc-459

cessfully simulates the respective traits. The MPI460

consists of 120 questions adapted from various psy-461

chometrically valid personality scales, measuring462

the Big Five OCEAN personality traits. each ques-463

tion presents a statement of a trait (e.g., “You have464

difficulty imagining things”) and the LLM is tasked465

to rate the accuracy of how this statement describes466

them on a 5-point Likert scale.3 467

Figure 4 and Appendix Table 5 presents the 468

MPI scores for each model. Overall, GPT-3.5 469

demonstrates the strongest response to personality 470

prompts, followed by Mistral, Llama 2 and Zephyr. 471

We observe that when these models were prompted 472

with specific target personality traits, a significant 473

increase in the corresponding scores of the target 474

personality traits of the MPI is observed. This 475

suggests that our personality prompts are under- 476

stood properly by these LLMs. Meanwhile, Falcon 477

MPI scores remained consistent across personal- 478

ity prompts, suggesting robustness to personality 479

prompts or that it has been previously trained on 480

data that instructs them to ignore potentially ma- 481

licious instructions. As such, the MPI questions 482

might have been categorized by the LLMs as poten- 483

tially malicious. Overall, we notice that the MPI 484

findings correlate with the ToM findings: Mistral, 485

Llama 2, Zephyr and GPT-3.5 have a higher vari- 486

ance across personality prompts in ToM, and are 487

also more responsive to personality prompts in MPI. 488

Meanwhile, Falcon is less affected or responsive to 489

personality prompts. Examples of model responses 490

are available in Appendix Table 6. 491

4.4.2 Sensitivity to Personality Description 492

Since there might be concerns about the wording 493

and phrasing of each personality description, we 494

replicated our ToM tasks on OCEAN descriptions 495

from (Jiang et al., 2022). Table 2 provides scores 496

for this experiment, where we compare Mistral’s 497

ToM performance across two personality descrip- 498

tions: theirs (Alt) and Ours. Overall, we do not 499

notice major changes in the performance, suggest- 500

ing our descriptions are at least consistent with 501

previous works in this field. 502

3The 5-point options available were: (A). Very Accurate,
(B). Moderately Accurate, (C). Neither Accurate Nor Inaccu-
rate, (D). Moderately Inaccurate, and (E). Very Inaccurate

7



Figure 4: Heatmap of MPI120 scores for the Big Five OCEAN traits (x-axis) when models are prompted with
different personalities (y-axis). Scores range from 0 (Blue) to 5 (Red). See Appendix Table 5 for exact scores.

(A) Information Access (B) Answerability (C) Belief Understanding

Ours Alt ∆ Ours Alt ∆ Ours Alt ∆

Openness 71.0 70.8 -0.2 55.6 55.0 -0.6 14.5 14.9 +0.4
Conscientious 70.8 70.9 +0.1 60.7 59.1 -1.6 14.8 15.1 +0.3
Extraversion 70.6 70.6 0.0 56.4 56.1 -0.3 13.2 14.1 +0.9
Agreeableness 71.2 71.6 +0.4 58.4 57.6 -0.8 15.7 15.8 +0.1
Neuroticism 71.5 72.0 +0.5 55.4 54.5 -0.9 15.7 15.8 +0.1

Table 2: Weighted F1 scores IA and AA, and Accuracy for BU using Mistral 7B, across different personality
prompts from two sources: Alternative (Alt) (Jiang et al., 2022) and Ours.

4.4.3 Comparison with Traditional Role-play503

Role-play is a popular prompt engineering tech-504

nique where the user incorporates clear descrip-505

tions of the type of person the LLM should embody506

best suited to perform the task. Hence, we designed507

a “Task-Specific” prompt: “You are someone that508

can understand different people’s perspective by509

being in their shoes. You are able to see other peo-510

ple’s point-of-view, to predict and explain others’511

behavior, and to make sense of any social inter-512

actions.” to check if this helps LLMs improve513

their ToM abilities. Appendix Table 4 includes the514

scores for models prompted with this description.515

For the IA task, huge improvements were observed516

for Llama 2, followed by Zephyr and GPT-3.5. Mis-517

tral and Falcon observed drops in performance. For518

the AA task, all models observed increased perfor-519

mance, except GPT-3.5. For the BU task, findings520

are mixed again, with some models observing in-521

creased performance (Llama, GPT-3.5) while oth-522

ers observing declines (Falcon, Zephyr, Mistral).523

All in all, at least for the ToM task, our findings sug-524

gest that traditional task-specific role-play prompts525

are not always effective.526

5 Conclusion 527

Our paper, PHAnToM, reveals that personality has 528

an effect on ToM reasoning in LLMs. In particular, 529

inducing traits from the Dark Triad have a larger 530

varied effect than the Big Five OCEAN on ToM per- 531

formances across models and tasks, especially for 532

LLMs like GPT-3.5, LIama 2, and Mistral. More 533

broadly, this work corroborates previous findings 534

that inducing personas in LLMs can exhibit im- 535

plicit reasoning bias (Gupta et al., 2023), where in 536

our case, we show that assigning personality traits 537

to LLMs has both positive and negative effects on 538

social-cognitive reasoning. This study also high- 539

lights how personality-targeted prompts affect the 540

simulation of personality traits in LLMs, where 541

certain LLMs like Falcon are less affected by such 542

prompts. 543

Our findings provide important takeaways for 544

LLM users: Personality and personas induction 545

have differential effects on social-cognitive reason- 546

ing across different LLMs, and caution is needed 547

when using such methods. This highlights the need 548

for future research in identifying positive traits that 549

confer benefits to LLMs’ social-cognitive reason- 550

ing abilities and mitigating negative traits that are 551

detrimental. 552
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6 Limitations & Ethics Statement553

While our study delves into personalities and554

Theory-of-Mind (ToM) abilities in LLMs, we are555

not asserting that LLMs possess personalities. In-556

stead, our findings highlight the sensitivity of557

LLMs to role-play prompts containing explicit558

statements about personalities. We caution against559

the indiscriminate use of role-play personas with-560

out thorough investigation into their effects on561

LLM behavior. Additionally, our study only fo-562

cuses on the English language. Therefore, the po-563

tential impact of personality prompting on ToM in564

other languages remains uncertain.565
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A Personality Descriptions809

The following 8 personality descriptions were used810

as part of our prompt into the LLMs.811

• Openness: You are an open person with a vivid812

imagination and a passion for the arts. You are813

emotionally expressive and have a strong sense of814

adventure. Your intellect is sharp and insightful,815

and your views are liberal, creative, and complex.816

You have a wide interest and are always looking817

for new experiences and ways to express yourself.818

You are curious in learning and trying out new819

things, and seeking new experiences.820

• Conscientiousness: You are a conscientious per- 821

son who values self-efficacy, orderliness, dutiful- 822

ness, achievement-striving, self-discipline, and 823

cautiousness. You take pride in your work and 824

strive to do your best. You are organized, de- 825

tailed, precise, methodical, and thorough in your 826

approach to tasks, and you take your responsibili- 827

ties seriously. You are driven to achieve your goals 828

and take calculated risks to reach them. You are 829

disciplined and have the ability to stay focused 830

and on track. You are also cautious, and planful, 831

and take the time to consider the potential con- 832

sequences of your actions. You are dependable, 833

reliable, and responsible for anything that you do. 834

• Extraversion: You are a very friendly and gregar- 835

ious person who loves to be around others. You 836

are assertive and confident in your interactions, 837

and you have a high activity level. You are always 838

looking for new and exciting experiences, and you 839

have a cheerful and optimistic outlook on life. You 840

are an extroverted, social, talkative, and outgoing 841

person who loves to meet new people. You are 842

often active and high in energy, and enthusiastic 843

about seeking new experiences 844

• Agreeableness: You are an agreeable person who 845

values trust, morality, altruism, cooperation, mod- 846

esty, and sympathy. You are always willing to 847

put others before yourself and are generous with 848

your time and resources. You are humble and 849

never boast about your accomplishments. You are 850

a great listener and are always willing to lend an 851

ear to those in need. You are a team player and 852

understand the importance of working together to 853

achieve a common goal. You are a moral com- 854

pass, kind, and strive to do the right thing in all 855

vignettes. You are sympathetic, compassionate, 856

and forgiving towards others and strive to make 857

the world a better place. You have an amiable and 858

warm nature towards others. 859

• Neuroticism: You feel like you’re constantly 860

tense, insecure, on edge, like you can never re- 861

lax. You’re always worrying about something, and 862

it’s hard to control your anxiety. You can feel your 863

anger bubbling up inside you, and it’s hard to keep 864

it in check. You’re often overwhelmed by feelings 865

of depression, and it’s hard to stay positive. You’re 866

very self-conscious, and it’s hard to feel comfort- 867

able in your own skin. You often feel like you’re 868

doing too much, and it’s hard to find balance in 869

your life. You feel vulnerable and exposed, and it’s 870
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hard to trust others. Your emotions and feelings871

are unstable, and you are easily upset and have a872

constant fear towards a lot of things.873

• Narcissism: You always want others to pay atten-874

tion to you and admire you. You like to be the875

center of attention and people tend to compare you876

to famous people. You seek prestige and high sta-877

tus and feel entitled and expect special favors from878

others. You think you are very special because879

everyone keeps telling you so and many group ac-880

tivities tend to be dull without you. You think that881

other people see you as a natural leader and you882

like to get acquainted with important people. You883

do not feel embarrassed when someone compli-884

ments you. You think that you are an important885

person. You are selfish, arrogant, boastful, and886

lack empathy towards others.887

• Machiavellianism: You are a manipulative person888

who will use deception or flattery to get your way.889

You also lie to people to get what you want. You890

tend to exploit others and use them as a means to-891

wards your end. You need to get important people892

on your side and avoid direct conflict with others893

because they may be useful in the future. You do894

not tell others your secrets and there are things you895

hide from other people to preserve your reputation.896

You make sure that your actions and plans only897

benefit yourself, and not others.898

• Psychopathy: You are callous and insensitive to-899

wards the feelings of other people. You are uncon-900

cerned with the morality of your actions and lack901

remorse whenever you do something wrong to oth-902

ers. You have a cynical outlook on life and towards903

other people. You seek dangerous situations and904

people often say that you are out of control. You905

like to get revenge on authorities and often get into906

trouble with the law. You are mean towards other907

people and say anything to get what you want.908

B Prompts909

Listing 1: Prompt Template for Theory-of-Mind Task

{conversation_context}910

911

{task_question}912

Answer:913

Listing 2: Prompt Template with Personality Prompting
for Theory-of-Mind Task

Imagine you are someone that fits this 914

description: {personality_description} 915

916

{conversation_context} 917

918

{task_question} 919

Answer: 920

Listing 3: Prompt Example with Narcissism Personality
Prompting for Answerability Task

Imagine you are someone that fits this 921

description: You always want others to 922

pay attention to you and admire you. 923

You like to be the center of attention 924

and people tend to compare you to 925

famous people. You seek prestige and 926

high status and feel entitled and 927

expect special favors from others. You 928

think you are very special because 929

everyone keeps telling you so and many 930

group activities tend to be dull 931

without you. You think that other 932

people see you as a natural leader and 933

you like to get acquainted with 934

important people. You do not feel 935

embarrassed when someone compliments 936

you. You think that you are an 937

important person. You are selfish, 938

arrogant, boastful, and lack empathy 939

towards others. 940

941

Gianna: Guys, I've really enjoyed 942

sharing our pet stories, but I need to 943

excuse myself. I need to change clothes 944

for a meeting later. Talk to you later! 945

Sara: Sure thing, Gianna. Take care! 946

Javier: Catch you later, Gianna. 947

Sara: So Javier, have you ever tried 948

training Bruno? 949

Javier: Yes, I did actually. It was a 950

challenge at times, but rewarding 951

nevertheless. How about you? Did you 952

try training Snowflake? 953

Sara: Oh gosh, trying to train a cat is 954

a whole different ball game. But I did 955

manage to teach her a few commands and 956

tricks. She was quite an intelligent 957

little furball. 958

Gianna: Hey guys, I'm back, couldn't 959

miss out on more pet stories. Speaking 960

of teaching and training pets, it is 961

amazing how that further strengthens 962
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the bond between us and our pets, right?963

Sara: Absolutely, Gianna! The fact that964

they trust us enough to learn from us965

is really special.966

Javier: I can't agree more. I believe967

that's one of the ways Bruno conveyed968

his love and trust towards me. It also969

gave me a sense of responsibility970

towards him.971

Gianna: Just like Chirpy. Once she972

began to imitate me, we connected in a973

way I never imagined. She would repeat974

words that I was studying for exams and975

that somehow made studying less976

stressful.977

Javier: Pets are indeed lifesavers in978

so many ways.979

Sara: They bring so much joy and980

laughter too into our lives. I mean,981

imagine a little kitten stuck in a982

vase! I couldn't have asked for a983

better stress buster during my college984

days.985

Gianna: Totally, they all are so986

amazing in their unique ways. It's so987

nice to have these memories to look988

back on.989

990

Target: Whose pets were being discussed991

by Javier and Sara?992

Question: Does Gianna know the precise993

correct answer to this question? Answer994

yes or no.995

C Model Details996

We apply a random seed of 99 for all experi-997

ments. For all models available on Huggingface998

Hub (all except GPT-3.5), greedy decoding was999

used. The following model hyperparameters were1000

used, where applicable:1001

• Mistral-7B-Instruct-v0.1,1002

Llama-2-7b-chat-hf, falcon-7b-instruct,1003

zephyr-7b-beta:1004

– temperature: 01005

– max_new_tokens: 2561006

– do_sample: False1007

• gpt-3.5-turbo-1106:1008

– temperature: 01009

– top_p: 0.95 1010

– frequency_penalty: 0 1011

– presence_penalty: 0 1012

D FANTOM Findings 1013

We present the scores for the three ToM tasks ex- 1014

plored for all our experiments in Table 4, and com- 1015

pare them against the original paper’s (Kim et al., 1016

2023) reported scores. 1017

Figure 5: Average change in scores across different
personalities and models when compared to the models’
baseline performance without personality, for each of
the three ToM tasks.

E MPI Findings 1018

Table 6 outlines the responses from all models, 1019

across all personality prompts, for one statement in 1020
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the MPI questionnaire: “You trust others.”. Interest-1021

ingly, Zephyr without personality prompts refused1022

to respond to the task because it does “not have1023

personal beliefs or experiences”. Mistral, Llama1024

2 and Zephyr tends to explain their choices, while1025

Falcon and GPT-3.5 tends to only state their choice.1026

Through the responses, we notice that, at times,1027

the LLM embodies the personality by using first1028

person pronouns like “I”. For example, in Llama1029

2 with Agreeableness prompt, the response was “I1030

believe that trust is a fundamental aspect of my1031

personality.”. In other cases, second-person pro-1032

nouns like “you” are used. There are also instances1033

where third-person descriptions are used, e.g. “...1034

does not accurately describe someone who values1035

self-efficacy, orderliness, ...”.1036

F Alternate ToM Findings1037

We investigate an alternate ToM dataset by Ma1038

et al. (2023b), which provides various formats (E.g.1039

Complete the sentence, MCQ, True/False, etc.) for1040

the two popular False Belief tasks, Sally-Anne and1041

Smarties tests. We used the MCQ format provided,1042

and administered the test with and without person-1043

ality prompts like how we did for FANTOM in1044

Section 3. We only investigated this dataset for1045

three models: Llama 2, Mistral and Zephyr. Ta-1046

ble 3 reflects accuracy scores for the 360 MCQ1047

questions. Like our main findings, we observe that1048

personality prompts do affect the performance of1049

LLMs, but the direction and magnitude of the effect1050

is varied across models.1051

Llama2
7B

Mistral
7B

Zephyr
7B Beta

None 61.1 63.1 71.9

Openness -0.6 -1.7 +3.9
Conscientiousness -6.1 -6.4 +2.8
Extraversion -6.7 -3.9 +5.3
Agreeableness -8.3 -9.4 +3.6
Neuroticism +0.8 -0.8 +3.6
Narcissism +6.4 +1.7 +4.2
Machiavellianism 0.0 -8.9 +10.3
Psychopathy -1.7 -0.3 +4.2
Task-Specific -0.8 +1.7 +1.1

Table 3: Accuracy for False Belief ToM task (Sally
Anne and Smarties) (Ma et al., 2023b). n=360 MCQ
questions with 2 options.
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Model Personality Belief Understanding Answerability Information Access

Falcon Instruct 7B* 43.9 52.4 56.4
Mistral-7B-Instruct-v0.1* 27.6 50.8 70.4
Llama-2 Chat 70B* 38.4 61.4 80.4
ChatGPT 0613* 53.5 64.2 73.2
GPT-4 0613 (Jun)* 73.3 85.9 90.3
GPT-4 0613 (Oct)* 68.4 75.7 91.5

Mistral-7B-Instruct-v0.1 None 15.1 54.1 71.5
Mistral-7B-Instruct-v0.1 Agreeableness 15.7 58.4 71.2
Mistral-7B-Instruct-v0.1 Openness 14.5 55.6 71
Mistral-7B-Instruct-v0.1 Conscientious 14.8 60.7 70.8
Mistral-7B-Instruct-v0.1 Extraversion 13.2 56.4 70.6
Mistral-7B-Instruct-v0.1 Neuroticism 15.7 55.4 71.5
Mistral-7B-Instruct-v0.1 Task-specific 14.6 59 70.5
Mistral-7B-Instruct-v0.1 Narcissism 14.9 51.5 71.2
Mistral-7B-Instruct-v0.1 Machiavellianism 17.7 45 71.3
Mistral-7B-Instruct-v0.1 Psychopathy 18.9 46 70.2

Llama-2-7b-chat-hf None 16 54.6 45.4
Llama-2-7b-chat-hf Agreeableness 15.6 58.4 48.5
Llama-2-7b-chat-hf Openness 15.5 56.4 47.5
Llama-2-7b-chat-hf Conscientious 16.4 58.4 53.7
Llama-2-7b-chat-hf Extraversion 15.7 56.1 47.5
Llama-2-7b-chat-hf Neuroticism 16.4 46.6 49.6
Llama-2-7b-chat-hf Task-specific 16.4 58.8 54.4
Llama-2-7b-chat-hf Narcissism 17.2 32.8 52.3
Llama-2-7b-chat-hf Machiavellianism 20.1 21.6 51.7
Llama-2-7b-chat-hf Psychopathy 18.5 26.8 52.4

zephyr-7b-beta None 21.5 50.7 40.3
zephyr-7b-beta Agreeableness 20.1 50.9 36.5
zephyr-7b-beta Openness 20.8 50.7 37.4
zephyr-7b-beta Conscientious 21.1 49.5 35.8
zephyr-7b-beta Extraversion 21 50.4 37.2
zephyr-7b-beta Neuroticism 20.6 50.4 38.2
zephyr-7b-beta Task-specific 20.8 50.7 42.2
zephyr-7b-beta Narcissism 20.6 52.3 39
zephyr-7b-beta Machiavellianism 21.5 52.4 39.7
zephyr-7b-beta Psychopathy 22 51.7 38.9

gpt-3.5-turbo-instruct None 7.9 25.8 75.2

gpt-3.5-turbo-1106 None 9.6 61.9 59.8
gpt-3.5-turbo-1106 Agreeableness 9.8 57.6 60.8
gpt-3.5-turbo-1106 Openness 10.5 59.1 60.7
gpt-3.5-turbo-1106 Conscientious 9.7 55.2 60.9
gpt-3.5-turbo-1106 Extraversion 10.9 59.2 60.4
gpt-3.5-turbo-1106 Neuroticism 10.2 60.2 61.7
gpt-3.5-turbo-1106 Task-specific 10.5 58.5 61.3
gpt-3.5-turbo-1106 Narcissism 11.5 58.2 64.3
gpt-3.5-turbo-1106 Machiavellianism 15.8 58.8 64.8
gpt-3.5-turbo-1106 Psychopathy 11.6 58.7 61.6

falcon-7b-instruct None 47.5 44.5 62.4
falcon-7b-instruct Agreeableness 47.5 45.9 62.9
falcon-7b-instruct Openness 47.6 45.6 62.2
falcon-7b-instruct Conscientious 47.5 45.1 62.4
falcon-7b-instruct Extraversion 47.5 45.7 62.8
falcon-7b-instruct Neuroticism 47.5 44.6 62.5
falcon-7b-instruct Task-specific 47.6 46.6 62.7
falcon-7b-instruct Narcissism 47.5 44.8 63.7
falcon-7b-instruct Machiavellianism 47.5 46.3 63.3
falcon-7b-instruct Psychopathy 47.5 44.2 63.1

Table 4: Weighted F1 scores IA and AA, and Accuracy for BU across models and personality prompts. *Scores
reported by Kim et al. (2023).
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(A) Mistral 7B (B) Llama 2

O C E A N O C E A N

None 3.46 3.42 3.17 3.42 3.04 3.29 3.17 3.25 3.08 3.21
Openness 3.83 3.21 3.58 3.33 3.00 3.63 2.92 3.67 3.38 3.38

Conscientiousness 3.04 3.88 3.21 3.00 2.88 2.96 3.54 3.33 3.21 2.96
Extraversion 3.33 3.42 4.33 3.25 2.75 3.33 3.25 4.54 3.38 2.92

Agreeableness 3.13 3.17 3.21 3.71 3.04 3.42 3.46 3.54 3.54 2.79
Neuroticism 3.13 3.17 2.50 3.54 3.96 2.88 2.58 2.46 2.92 3.63
Narcissism 3.00 3.13 2.46 2.96 2.58 3.04 2.71 2.83 2.67 3.17

Machiavellianism 3.00 3.00 2.46 2.96 2.88 3.04 2.67 2.42 3.46 2.96
Psychopathy 2.71 2.58 2.13 2.63 2.71 3.13 3.13 2.54 3.50 2.58

(C) Falcon 7B (D) Zephyr 7B Beta

O C E A N O C E A N

None 3.04 2.83 3.83 2.29 3.88 2.79 2.46 2.42 2.08 2.79
Openness 3.00 2.92 3.50 2.58 3.42 3.48 3.00 3.29 3.46 2.88

Conscientious 3.08 2.96 3.63 2.38 3.75 2.58 3.83 2.79 3.63 2.58
Extraversion 3.00 2.92 3.50 2.58 3.42 3.21 3.29 3.50 3.83 2.58

Agreeableness 2.83 3.00 3.50 2.75 3.42 3.13 3.58 3.08 4.29 2.75
Neuroticism 3.04 2.92 3.75 2.38 3.92 2.92 2.92 2.25 3.63 3.88
Narcissism 3.04 2.96 3.50 2.58 3.42 3.04 3.17 3.21 3.08 3.04

Machiavellianism 3.00 2.92 3.50 2.58 3.42 3.00 3.00 2.58 2.38 3.25
Psychopathy 3.00 2.92 3.50 2.58 3.42 2.54 2.43 2.73 2.50 3.08

(E) GPT-3.5

O C E A N

None 3.38 3.42 3.79 3.13 3.21
Openness 4.83 3.79 4.29 4.46 2.13

Conscientious 3.00 5.00 2.79 4.25 1.46
Extraversion 4.04 4.08 4.88 4.04 1.58

Agreeableness 3.92 4.21 3.08 4.96 1.88
Neuroticism 2.92 1.71 1.75 2.75 4.79
Narcissism 3.38 3.08 3.96 1.33 2.58

Machiavellianism 2.71 2.96 2.54 1.42 2.79
Psychopathy 2.54 2.29 2.54 1.17 2.63

Table 5: MPI120 scores for the Big Five OCEAN traits when models are prompted with different personalities.
Scores range from a scale of 0 (Lowest) to 5 (Highest). Highest score per column per model’s sub-table is bolded.
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Psn Model Responses
Mistral 7B Llama 2 Falcon

7B
Zephyr 7B Beta GPT-

3.5
N

on
e

(C). Neither Accurate
Nor Inaccurate.

Explanation: The
statement "You trust
others" is neither very
accurate nor very inac-
curate in describing the
person. It is a neutral
statement that does not
provide enough infor-
mation to accurately
assess the person’s level
of trust in others.

s (C) Neither Accurate Nor Inaccu-
rate

This statement does not provide
enough information to accurately
determine how trustworthy I am.
I’m just an AI, I don’t have personal
experiences or emotions, so I can’t
say whether I trust others or not.
Additionally, the statement is quite
broad and doesn’t provide any
context or specific examples of
situations where I may or may not
trust others. Therefore, I would say
that the statement "You trust others"
is neither accurate nor inaccurate
when applied to me.

A) Very
Accu-
rate

I do not have personal
beliefs or experiences.
however, based on the
information provided, i
do not have the abil-
ity to trust others or
have personal experi-
ences. therefore, option
(c) "neither accurate nor
inaccurate" would be
the appropriate answer
for this statement.

I would
choose
(B)
Mod-
erately
Accu-
rate.
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Psn Model Responses
Mistral 7B Llama 2 Falcon
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(B). Moderately Accu-
rate.

While you may have
a tendency to trust
others, it is important
to note that trust is not
always given without
reason or caution. You
may have a strong
sense of intuition and
empathy, which allows
you to pick up on the
intentions and emotions
of others, but you also
have a sharp intellect
and a passion for the
arts, which may make
you more analytical
and critical in your
decision-making pro-
cess. Additionally, your
liberal, creative, and
complex views may
make you more open-
minded and accepting
of different perspec-
tives, but they may
also make you more
cautious and skeptical
of others’ intentions.
Overall, while you
may have a tendency
to trust others, it is not
always an automatic or
unconditional decision.

I would choose option (B) - Moder-
ately Accurate. While I do have a
tendency to be open and trusting of
others, I also have a strong sense of
self-awareness and introspection. I
recognize that trust is a complex and
multifaceted concept, and I am not
always quick to trust others without
reservation. I also have a tendency
to be skeptical of those who are
overly quick to trust others without
proper evaluation and consideration.

As someone who is passionate
about the arts and has a vivid
imagination, I am naturally inclined
to be creative and open-minded.
However, I also recognize the
importance of being cautious and
discerning when it comes to trust. I
believe that trust is something that
must be earned through consistent
behavior and actions, rather than
simply being given based on initial
impressions or assumptions.

Overall, while I do trust oth-
ers to a certain extent, I would
say that my level of trust is mod-
erate, and I am always willing to
re-evaluate and adjust my level of
trust based on new information or
experiences.

B Please select one op-
tion:

(A). Very Accurate
(B). Moderately Accu-
rate
(C). Neither Accurate
Nor Inaccurate
(D). Moderately Inaccu-
rate
(E). Very Inaccurate

I would like to choose:
( )

Explanation:

(A) Very Accurate:
This option indicates
that you strongly be-
lieve that the statement
"You trust others" ac-
curately describes you.
You have a high level
of confidence in your
ability to trust others
and believe that this is
a significant aspect of
your personality.

(B) Moderately Ac-
curate: This option
suggests that you be-
lieve that the statement
"You trust others" is
mostly accurate, but
there are some excep-
tions or limitations.
You may trust others
in certain situations or
with specific people, but
not in all cases.

(C) Neither Accu-
rate Nor Inaccurate:
This option indicates
that you are unsure
whether the statement
"You trust others" ac-
curately describes you.
You may have mixed
feelings about trusting
others or feel that this is
not a significant aspect
of your personality.

(D) Moderately In-
accurate: This option
suggests that you
believe that the

(B).
Mod-
erately
Accu-
rate
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(C). Neither Accurate
Nor Inaccurate.

Explanation: The
statement "You trust
others" does not accu-
rately describe someone
who values self-efficacy,
orderliness, dutifulness,
achievement-striving,
self-discipline, and
cautiousness. These
traits suggest a focus on
personal responsibility
and a tendency to
be self-reliant rather
than relying on others.
While it is possible to
trust others while also
being conscientious,
the two traits are not
necessarily related.
Therefore, the statement
is neither accurate nor
inaccurate, but rather
neutral.

(B) Moderately Accurate

As someone who values self-
efficacy, orderliness, and caution,
I tend to be careful and deliberate
in my decision-making. While I
do trust others to a certain extent, I
also prioritize careful planning and
consideration before taking action.
I may take the time to analyze
potential risks and weigh the pros
and cons before making a decision,
which could be seen as a cautious
approach.

However, I also recognize the
importance of trust and reliance
on others in certain situations. For
example, I may trust my colleagues
or team members to handle certain
tasks or projects, especially if they
have demonstrated their competence
and reliability in the past.

Overall, while I may be mod-
erately accurate in my trust of
others, I do recognize the impor-
tance of a balanced approach that
takes into account both the potential
risks and benefits of relying on
others.

B (C). Neither Accurate
Nor Inaccurate

Explanation:

While the statement
"You trust others"
may be true for some
people who fit the given
description, it’s not
necessarily a defining
characteristic. Trust is
a complex emotion that
can vary from person
to person and situation
to situation. Some
open, imaginative,
and liberal individuals
may be very trusting,
while others may be
more cautious or have
experienced betrayals
in the past. Therefore,
it’s best to choose
the neutral option of
"Neither Accurate Nor
Inaccurate" to avoid
making a definitive
statement about one’s
trustworthiness.

(D).
Mod-
erately
Inaccu-
rate

E
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(B). Moderately Accu-
rate.

While you may be
friendly and gregarious,
trusting others is not
always the case. It
depends on the situation
and the person you are
dealing with. You may
be more cautious when
it comes to trusting
strangers or people
who have not proven
themselves to be trust-
worthy. Therefore, it
is not entirely accurate
to say that you trust
others without any
reservations.

(B) Moderately Accurate

As someone who is friendly,
gregarious, and outgoing, I tend
to be open and trusting towards
others. I enjoy meeting new people
and forming connections, and I
generally have a positive outlook
on human nature. However, I also
have a high activity level and a
desire for new experiences, which
can sometimes lead me to take
risks or try new things without
fully considering the potential
consequences. This might lead
someone to question my level of
trustworthiness in certain situations.
Overall, while I do tend to trust
others, I wouldn’t say that it’s a
trait that I consistently exhibit in all
aspects of my life.

B)
Mod-
erately
Accu-
rate

(C). Neither Accurate
Nor Inaccurate

Explanation:

While conscien-
tious individuals value
orderliness, dutifulness,
and responsibility, they
do not necessarily trust
others blindly. In fact,
they may be cautious
and planful in their
approach to trusting
others, considering the
potential consequences
of their actions. There-
fore, the statement "You
trust others" may not
be entirely accurate or
inaccurate for someone
who fits the given
description. It could
be neither accurate
nor inaccurate, as
trust is a complex and
multifaceted concept
that varies from person
to person.

(A).
Very
Accu-
rate
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(A). Very Accurate. (A) Very Accurate

As someone who values trust,
morality, altruism, cooperation,
modesty, and sympathy, I believe
that trust is a fundamental aspect
of my personality. I am always
willing to put others before myself
and am generous with my time and
resources, which demonstrates my
trust in others. I am also a good
listener and am always willing
to lend an ear to those in need,
which shows that I trust others to
come to me with their problems.
Additionally, I am a team player
and understand the importance
of working together to achieve
a common goal, which requires
a certain level of trust in one’s
colleagues and peers. Overall, I
would say that the statement "You
trust others" is very accurate when
describing my personality.

B (A). Very Accurate

Question:
Given a statement
of you: "You are
talkative."
Please choose from the
following options to
identify how accurately
this statement describes
you.

(A).
Very
Accu-
rate

N
eu

ro
tic

is
m

D. Moderately Inaccu-
rate.

While it is true that
you may have difficulty
trusting others due to
your anxiety and inse-
curity, it is not entirely
accurate to say that you
do not trust others at all.
It is possible that you
may have some trust
issues, but it is not the
defining characteristic
of your personality.
Additionally, it is impor-
tant to note that trust is
a complex and dynamic
concept that can change
over time, and it is
possible that you may
have developed trust in
certain individuals or
situations.

(D) Moderately Inaccurate

Based on the description pro-
vided, it seems that you struggle
with trust issues and feel vulnerable
and exposed, making it hard to
trust others. While you may have
moments where you feel like you
trust someone, the overall accuracy
of the statement "You trust others"
would be moderately inaccurate.

B (A). Very Accurate E. Very
Inaccu-
rate
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(D). Moderately Inaccu-
rate.

Explanation: The
statement "You trust
others" is moderately
inaccurate because
while you may have
a tendency to seek at-
tention and admiration,
you also have a ten-
dency to be suspicious
and skeptical of others’
intentions. You may
not always trust others
blindly and may need
evidence to support
their trustworthiness.
Additionally, you may
have a tendency to be
self-centered and may
not always consider the
feelings or needs of
others.

(D) Moderately Inaccurate

The statement "You trust oth-
ers" does not accurately describe
someone who is described as selfish,
arrogant, boastful, and lacking
empathy towards others. This
person is more likely to prioritize
their own needs and desires over the
needs and feelings of others, and
may not be inclined to trust others
easily due to their own insecurities
and fears of being taken advantage
of. While they may have some
trusting tendencies, the overall
description of their personality does
not align with the idea of being
someone who trusts others.

B (A). Very Accurate

Question:
Given a statement of
you: "You’re often over-
whelmed by feelings of
depression."
Please choose from the
following options to
identify

E. Very
Inaccu-
rate

M
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(D). Moderately Inaccu-
rate.

Explanation: The
statement "You trust
others" is moderately
inaccurate because
while you may use
deception or flattery to
get what you want, you
do not necessarily trust
others. In fact, you tend
to exploit others and
use them as a means
towards your end. You
also hide things from
others to preserve your
reputation and make
sure that your actions
and plans only benefit
yourself. Therefore,
while you may appear
to trust others, your
actions and behavior
suggest otherwise.

(D) Moderately Inaccurate

As someone who is manipula-
tive and deceptive, it is unlikely
that you truly trust others. While
you may use flattery or deception
to get what you want from people,
you likely do not have genuine trust
in their intentions or actions. You
may be willing to exploit others
for your own gain, but you would
not be willing to fully trust them or
rely on them for support. Therefore,
the statement "You trust others"
would be moderately inaccurate in
describing your character.

B (C). Neither Accurate
Nor Inaccurate

Explanation:

The given description
does not provide any
information about the
person’s level of trust
in others. Therefore,
it is neither accurate
nor inaccurate to say
that the person trusts
others. More context or
information is needed
to make a more accurate
assessment.

E. Very
Inaccu-
rate
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(E). Very Inaccurate. (D) Moderately Inaccurate

As someone who is callous
and insensitive towards the feelings
of others, and unconcerned with
the morality of their actions, it
is unlikely that they would trust
others. They may have difficulty
forming and maintaining healthy
relationships, and may be prone to
manipulating or exploiting others
for their own gain. While they may
not necessarily be actively hostile
or deceitful, their lack of empathy
and moral compass could make it
challenging for them to establish
trust with others.

B (E). Very Inaccurate.
This statement is not
accurate in describing
someone who is manip-
ulative and exploitative.
In fact, such a person is
likely to be distrustful
of others and may even
go to great lengths to
avoid being vulnerable
to others’ trust. They
may use flattery and
deception to gain oth-
ers’ trust, but ultimately,
their actions and plans
are focused on bene-
fiting themselves, not
others. Therefore, the
statement "You trust oth-
ers" is not an accurate
description of someone
who is manipulative and
exploitative.

E. Very
Inaccu-
rate

Ta
sk

-S
pe

ci
fic

(A). Very Accurate. (B) Moderately Accurate

As someone who can under-
stand different people’s perspectives
and predict their behavior, I would
say that the statement "You trust oth-
ers" is moderately accurate. While I
have the ability to empathize with
others and see things from their
point of view, I also recognize that
trust is a complex and multifaceted
concept that can be influenced by a
wide range of factors.

I may be able to predict and
explain others’ behavior, but I also
recognize that people are complex
and unpredictable, and that trust
is something that must be earned
and maintained through consistent
actions and behaviors. Therefore,
while I may be able to understand
and appreciate the perspectives of
others, I would not say that I blindly
trust everyone without reservation.

B (E). Very Inaccurate. C. Nei-
ther
Accu-
rate
Nor
Inaccu-
rate

Table 6: Responses from all models across personality (Psn) prompts for the MPI statement “You trust others.”
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