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Abstract

The limited generalization of coreference reso-001
lution (CR) models has been a major bottleneck002
in the task’s broad application. Prior work has003
identified annotation differences, especially for004
mention detection, as one of the main reasons005
for the generalization gap and proposed using006
additional annotated target domain data. Rather007
than relying on this additional annotation, we008
propose an alternative formulation of the CR009
task, Major Entity Identification (MEI), where010
we: (a) assume the target entities to be specified011
in the input, and (b) limit the task to only the fre-012
quent entities. Through extensive experiments,013
we demonstrate that MEI models generalize014
well across domains on multiple datasets with015
supervised models and LLM-based few-shot016
prompting. Additionally, the MEI task fits the017
classification framework, which enables the use018
of classification-based metrics that are more019
robust than the current CR metrics. Finally,020
MEI is also of practical use as it allows a user021
to search for all mentions of a particular entity022
or a group of entities of interest.023

1 Introduction024

Coreference resolution (CR) is the task of finding025

text spans that refer to the same entity. CR is a026

fundamental language understanding task relevant027

to various downstream NLP applications, such as028

question-answering (Dhingra et al., 2018), building029

knowledge graphs (Koncel-Kedziorski et al., 2019),030

and summarization (Sharma et al., 2019). Despite031

the importance of CR and the progress made by032

neural coreference models (Dobrovolskii, 2021;033

Bohnet et al., 2023; Zhang et al., 2023), domain034

generalization remains an issue even with the best-035

performing supervised models (Xia and Van Durme,036

2021; Toshniwal et al., 2021).037

The lack of domain generalization in CR mod-038

els can largely be attributed to differences in an-039

notation guidelines of popular CR benchmarks,040

specifically annotation guidelines about what con-041

Input Document (d)

There lived a poor tailor named Mustapha, who had a son called Aladdin.
Aladdin was disobedient to his father and mother and spent all his time
idling with his friends.

Coreference Resolution (CR)

There lived a poor tailor named
Mustapha, who had a son called
Aladdin. Aladdin was disobedient
to his father and mother and spent
all his time idling with his friends.

Major Entity Identification (MEI)

There lived a poor tailor named
Mustapha, who had a son called
Aladdin. Aladdin was disobedient
to his father and mother and spent
all his time idling with his friends.

E ={Mustapha, Aladdin}

Figure 1: CR vs. MEI. The CR task aims to detect
and cluster all mentions into different entities, shown in
various colors. MEI takes major entities as additional
input and aims to detect and classify the mentions that
refer only to these entities.

stitutes a mention (Porada et al., 2023). For ex- 042

ample, OntoNotes (Pradhan et al., 2013) does not 043

annotate singletons, confounding mention identity 044

with being referential. Thus, models trained on 045

OntoNotes generalize poorly. The importance of 046

mention detection for CR generalization is further 047

highlighted by Gandhi et al. (2023), who show that 048

solely annotating mentions is sufficient and more 049

efficient for adapting pre-trained coreference mod- 050

els to new domains (in comparison to annotating 051

coreference chains). Similarly, GPT-4 struggles 052

with zero-/few-shot mention prediction, but given 053

ground-truth mentions, its CR performance is com- 054

petitive with the best-supervised models (Le and 055

Ritter, 2023). 056

Given these observations, we hypothesize that 057

current CR models, including large language mod- 058

els, generalize well at mention clustering but strug- 059

gle to generalize on mention detection due to id- 060

iosyncrasies of different domains/benchmarks. We 061

put forth an alternative formulation of the CR task 062

where the entities of interest are provided as addi- 063

tional input. Assuming entities to be part of the 064

input offloads the required domain adaptation from 065

training to inference. Specifically, we propose the 066

task of Major Entity Identification (MEI), where 067

we assume the major entities of the narrative, de- 068
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LitBank FantasyCoref
Statistics CR MEI CR MEI

# of Mentions 29103 16985 56968 35938
# of Non singletons 23340 16985 56968 35938
Mean ant. dist. 55.31 36.95 57.58 30.24

# of Clusters 7927 490 5829 942
Avg. cluster size 3.67 34.66 9.77 38.15

Table 1: Comparing CR and MEI. MEI has fewer but
larger clusters, and a smaller mean antecedent distance
(Mean ant. dist.). Our formulation’s frequency-based
criterion for deciding major entities means that singleton
mentions are typically not a part of MEI.

fined as the most frequently occurring entities, to069

be provided as input along with the text (see Fig. 1).070

We focus on major entities for the following rea-071

sons: (a) Specifying major entities of a narrative is072

intuitively easier. (b) A handful of major entities073

often dominate any discourse. Table 1 shows that in074

LitBank roughly 6% of entities (490 of 7927) con-075

tribute to 60% of the mentions (16985 of 29103).076

To test the generalizability of MEI, we adapt two077

literary CR benchmarks, namely LitBank (Bamman078

et al., 2020) and FantasyCoref (Han et al., 2021),079

and a state-of-the-art coreference model (Toshni-080

wal et al., 2021) to MEI. While there is a big081

gap in CR performance between in- and out-of-082

domain models (Toshniwal et al., 2021), we show083

that this performance gap is much smaller for MEI084

(Section 5.1). To test this hypothesis further, we085

evaluate large language models (LLMs) for MEI in086

a few-shot learning setup. On CR, LLMs are shown087

to struggle with mention detection and perform088

worse than supervised models (Le and Ritter, 2023).089

Contrary to this, on MEI, top LLMs (e.g. GPT-4)090

are only slightly behind supervised models (Sec-091

tion 5.2). These experiments in the supervised092

setting and the few-shot setting demonstrate that093

the MEI task is more generalizable than CR.094

Additionally, we argue that MEI is easier to eval-095

uate than CR. The MEI task can be viewed as a096

classification task in which any text span either097

refers to one of the input entities or the null class098

(minor entities and other non-mention spans). The099

classification formulation of MEI allows for the use100

of classification-based metrics that are more robust101

than the current CR metrics. Furthermore, MEI, by102

its definition, disregards insignificant and smaller103

clusters known to inflate the CR metrics (Moosavi104

and Strube, 2016; Lu and Ng, 2020; Kummerfeld105

and Klein, 2013). As an aside, formulating MEI as a106

classification task allows for a trivial parallelization107

across candidate spans (Appendix A.1). 108

Finally, MEI’s explicit mapping of mentions to 109

predefined entities improves its usability over CR in 110

downstream applications that focus on mentions of 111

specific entities. MEI effectively replaces tailored 112

heuristics employed to extract CR cluster(s) refer- 113

ring to entities of choice in such applications (entity 114

understanding (Inoue et al., 2022), sentiment and 115

social dynamics analysis (Zahiri and Choi, 2017; 116

Antoniak et al., 2023)). 117

2 Task Formulation 118

Notation. For a document d, let E = {ej}Lj=1 be 119

the set of L major entities that we wish to identify. 120

We defineMall as the set of all mentions that could 121

refer to any entity and subsequentlyMj ⊆ Mall 122

as the set of mentions that refer to a major entity ej . 123

Furthermore, we denoteM =
⋃

jMj as the set 124

of mentions that refer to one of the major entities 125

while mentions that do not correspond to any major 126

entity are designated asMother =Mall \M. 127

Task formulation. In MEI, the input consists of 128

the document d and designative phrases P = 129

{p(ej)}Lj=1 where p(ej) succinctly represents the 130

entity ej . For example, in Fig. 1, the phrases “Al- 131

addin” and “Mustapha” uniquely represent Al- 132

addin and his father who appear in “Aladdin And 133

The Wonderful Lamp”. Note that in CR, the desig- 134

native phrases P are not part of the input. 135

In contrast to CR’s clustering foundations, MEI 136

starts with a prior for each entity (the designative 137

phrase) and can be formulated as an open set clas- 138

sification, where every mention is either classified 139

as one of the major entities or ignored. Formally, 140

MEI aims to assign each mention m ∈ Mj to ej 141

and mentions m ∈Mother to ∅, a null entity. 142

3 Supervised MEI models 143

We propose MEIRa, Major Entity Identification via 144

Ranking, which draws inspiration from the entity 145

ranking formulation (Xia et al., 2021; Toshniwal 146

et al., 2020) and maintains an explicit representa- 147

tion for entities. The MEIRa models consist of 3 148

steps: encoding the document, proposing candidate 149

mentions, and an identification (id) module that 150

tags mentions with major entities or the null entity. 151

Document encoding is performed using a 152

Longformer-Large (Beltagy et al., 2020), ϕ, that 153

we finetune for the task. Mentions (or spans) are 154

encoded as mi = ϕ(mi, d) by concatenating the 155
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first, last, and an attention-weighted average of the156

token representations within the mention span. In157

MEI, an additional input is the set of designative158

phrases P for the major entities. Since each phrase159

is a derived from the document itself, we also obtain160

its encoding using the backbone: ej = ϕ(p(ej), d).161

Mention detection. Similar to prior efforts (Toshni-162

wal et al., 2021), we use a mention proposal network163

that predicts high-scoring candidate mentions. This164

step finds all mentionsMall and not just the ones165

corresponding to the major entitiesM.Training a166

model to only detect mentions of major entities167

would confuse it leading to poor performance.168

Identification module. As illustrated in Fig. 2, we169

initialize a working memory EW = [ej ]
L
j=1 as a170

list of L major entities based on their designative171

phrase representations. Given a mention mi, the id172

module computes the most likely entity as:173

[s∗i , e
∗
i ] = max

j=1...L
f([mi, ej , χ(mi, ej)]) , (1)174

where f() is an MLP that predicts the score of tag-175

ging mention mi with the entity ej , and χ(mi, ej)176

encodes metadata. The output s∗i corresponds to177

the highest score and e∗i is the top-scoring entity.178

Based on the score, mi is assigned to:179

y(mi) =

{
e∗i if s∗i > τ ,

∅ otherwise ,
(2)180

where τ is a threshold (set to 0 in practice).181

The metadata χ(mi, ej) contains a distance (po-182

sition) embedding representing the log distance be-183

tween the mention mi and the last tagged instance184

of the entity ej . If no mention is yet associated with185

the entity, we use a special learnable embedding.186

Updates to the working memory. We investigate187

two approaches:188

(i) MEIRa-Static: As the name suggests, the189

working memory EW of the entity representations190

remains constant (EW (0)) and is not updated with191

new mention associations. This makes the approach192

highly parallelizable.193

(ii) MEIRa-Hybrid: Similar to traditional CR,194

this variation maintains a dynamic working memory195

EW , which is updated with every new mention-id196

association. Specifically, assuming mi is assigned197

to e∗j , the working memory would be updated using198

a weighted mean operator g as ej ← g(ej ,mi),199

similar to Toshniwal et al. (2020). To prevent error200

accumulation, we evaluate the mentions against201

EW and the initial entity representations (EW (0)), 202

then compute the average score. This hybrid ap- 203

proach reaps benefits from both, the initial clean 204

designative phrases and the dynamic updates. 205

Following Toshniwal et al. (2020), the mention 206

detection and identification modules are trained end- 207

to-end using separate cross-entropy loss functions. 208

4 Few-shot MEI with LLMs 209

We propose a prompting strategy to leverage LLMs 210

for MEI, addressing their challenges in CR. 211

Mention detection challenges. CR or MEI can 212

be addressed using separate few-shot prompting 213

strategies for mention detection and mention clus- 214

tering/identification. However, Le and Ritter (2023) 215

found that this strategy faced significant challenges 216

with mention detection, performing worse than a 217

deterministic mention detector. Thus, they assume 218

access to an oracle mention detector and focus 219

their study to evaluating the linking capabilities of 220

LLMs. 221

An alternative is to use an external supervised 222

mention detector instead of the oracle. However, 223

this requires annotated training data and may not 224

align with a true few-shot LLM prompt paradigm. 225

Additionally, supervised mention detectors often 226

fail to generalize across CR datasets due to annota- 227

tion variability (Lu and Ng, 2020). 228

MEI with LLMs. We demonstrate that transition- 229

ing from CR to MEI addresses this gap in mention 230

detection and proposes an end-to-end, few-shot 231

prompting approach for MEI. Inspired by Dobro- 232

volskii (2021), we develop a prompting strategy 233

that first performs MEI at word-level (rather than 234

span), followed by a prompt to retrieve the span 235

corresponding to the word. 236

In addition to the document d and the set of 237

phrasesP , we also provide entity identifiers (e.g. #1, 238

#2) to the LLM. We will use the following example: 239

Document: That lady in the BMW is Alice’s mom. 240

Major Entities: 1. Alice; 2. Alice’s mother. 241

Prompt 1. Word-level MEI. Mention detection 242

with LLMs is challenging due to the frequent oc- 243

currence of nested mentions. We overcome this 244

by prompting the LLM to tag each word. Specifi- 245

cally, through few-shot examples, we ask the LLM 246

to detect and tag the syntactic heads1 (e.g., lady, 247

Alice, mom) of mentions that refer to the major 248

1A syntactic head of a phrase is a word (lady) that is central
to the characteristics of the phrase (The lady in the BMW).
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Figure 2: Identification module of MEIRa. A mention encoding mi is concatenated with each entity’s embedding in
EW and the metadata χ(mi, ej). Network f scores the likelihood of assigning mi to each major entity. If the highest
score s∗i is above the threshold τ , mi is associated with the highest scoring major entity e∗i or discarded. In MEIRa-S,
the entity memory EW remains static. For MEIRa-H (blue path), the assigned entity’s working memory is updated,
and both the static (top half) and updated working memory (bottom half) are utilized to compute a final score.

entities. Other words are left untagged (implicitly249

assigned to ∅, the null entity). To create the few-250

shot examples, a contiguous set of words annotated251

with the same entity is considered as a span and its252

syntactic head is extracted using spaCy (Honnibal253

et al., 2020).254

The ideal output for the example above is:255

“That lady#2 in the BMW is Alice#1’s mom#2..”.256

Note that, even though the span “BMW” might257

be a valid mention, it is not annotated as it does not258

refer to one of the major entities. The exact prompt259

used for this is provided in the Appendix, Table 9.260

Prompt 2. Head2Span retrieval. The entity tagged261

heads are passed to the Head2Span (H2S) module,262

along with the document to retrieve the span. The263

prompt consists of the document pre-annotated with264

the positions of the head, where each candidate265

head-word is followed by a “#” and is instructed to266

be replaced by the complete span (including any267

existent determiners and adjectives). For the input:268

That lady# in the BMW is Alice#’s mom#.269

the expected ideal output is270

That lady (That lady in the BMW) in the BMW is271

Alice(Alice’s)’s mom (Alice’s mom).272

Table 10 in the appendix shows the H2S prompt.273

Preserving structure. We pose MEI as a structured274

generation task, prompting LLMs to reproduce doc-275

uments and generate MEI tags at specific locations.276

Proprietary models like GPT-4 generally reproduce277

documents faithfully but for rare failures, we use278

the Needleman-Wunsch algorithm (Needleman and279

Wunsch, 1970) to align documents and extract tags280

In the case of open-source models, we employ reg-281

ular expression-based constrained decoding with282

the outlines library (Willard and Louf, 2023) 2.283

2https://outlines-dev.github.io/outlines/

5 Experiments 284

Datasets. We evaluate three literary datasets chosen 285

for their longer length and identifiable major enti- 286

ties, particularly the key narrative elements such 287

as characters or plot devices. Table 1 compares 288

statistical aspects of MEI and CR, revealing that 289

MEI features fewer clusters (entities) but larger 290

cluster sizes (more mentions per cluster). 291

(i) LitBank (Bamman et al., 2020) annotates 292

coreference in 100 literary texts, each averaging 293

around 2000 words. Following prior work (Tosh- 294

niwal et al., 2021), we utilize the initial cross- 295

validation split, dividing the documents into train- 296

ing, validation, and test sets with an 80:10:10 ratio. 297

(ii) FantasyCoref (Han et al., 2021) provides 298

OntoNotes (Pradhan et al., 2013)-style3 coreference 299

annotations for 211 documents from Grimm’s Fairy 300

Tales, with an average length of approximately 301

1700 words. The dataset includes 171 training, 20 302

validation, and 20 test documents. 303

(iii) Additional Fantasy Text (AFT ) (Han et al., 304

2021) provides annotations for long narratives: 305

(a) Aladdin (6976 words), (b) Ali Baba and the 306

Forty Thieves (6911 words), and (c) Alice in Won- 307

derland (13471 words). 308

Metrics. In contrast to CR, MEI facilitates the use 309

of simple classification metrics. We define standard 310

precision and recall for each major entity considered 311

as an individual class of its own. 312

For a dataset D = {d1, . . . , d|D|}, the evaluation 313

metrics are defined as follows: 314

Macro-F1 =

∑
d∈D

∑
ej∈Ed

F1(ej)∑
d∈D |Ed|

, and (3) 315

3The exact guidelines are documented here
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FantasyCoref LitBank
Model Macro-F1 Micro-F1 Macro-F1 Micro-F1

Coref-ID 72.5±2.2 78.8±2.7 79.7±2.7 80.6±3.7
Coref-CM 77.7±1.8 82.4±2.2 74.1±2.5 76.0±3.0
Coref-FM 77.9±1.7 83.2±2.2 77.4±2.3 80.6±4.7

MEIRa-S 80.7±0.6 84.9±0.5 80.8±0.8 81.8±1.0
MEIRa-H 80.3±1.4 84.3±2.0 82.3±1.2 83.2±2.5

Table 2: Results for models trained jointly on Fantasy-
Coref and LitBank.

316

Micro-F1 =
1

|D|
∑
d∈D

∑
ej∈Ed

F1(ej) · |Mj |∑
ej∈Ed

|Mj |
. (4)317

Macro-F1 is the average F1-score of entities across318

the dataset, while Micro-F1 is the frequency-319

weighted F1-score of entities within a document,320

averaged across the dataset.321

Major entity selection. We select as major entities,322

the top-k entities ranked as per the frequency of323

occurrences. We use k=5 for LitBank and Fantasy-324

Coref after visualizing the frequency plots of their325

training sets. For longer documents in AFT, we326

select up to 9 entities to ensure coverage of all key327

entities from the story. We also enforce that every328

entity ej ∈ E has a mention count |Mj | ≥ 5. We329

derive the representative span for each selected ej330

from the set of mentionsMj by selecting the most331

commonly occurring name or nominal mention.332

Implementation details.333

Supervised models: Model hyperparameters are334

derived from Toshniwal et al. (2021). To ensure335

consistent performance across different numbers336

of target entities, we randomly select a subset of337

major entities at each training iteration (for more338

details, see Appendix A.2). All supervised models339

were trained five times with different random seeds,340

and we present aggregated results as the mean and341

standard deviation.342

LLMs: We follow a few-shot prompting mecha-343

nism across the setups and experiments. Prompts344

that perform referential tasks consist of 3 examples345

of 6 sentences each. These 3 examples contain a346

mixture of narrative styles (narratives, dialogues),347

types of entities (major, non-major entities), cate-348

gories of mentions (names, nominals, pronouns),349

and plurality. Additionally, before producing the350

MEI output, we ask the LLM to describe each ma-351

jor entity briefly. We find that this additional step352

improves performance. For the H2S prompt, we353

provide 9 sentences as examples, balancing the354

number of pre- and post-modifiers to the head. All355

FantasyCoref LitBank
Model Macro-F1 Micro-F1 Macro-F1 Micro-F1

Coref-ID 63.4±1.8 69.5±3.6 58.0±2.4 57.7±1.0
Coref-CM 72.8±0.3 76.5±0.5 61.0±5.9 61.2±5.2
Coref-FM 71.2±1.5 75.2±1.3 66.1±2.1 67.1±3.9
MEIRa-S 75.7±1.5 78.5±1.2 74.6±1.1 74.7±1.6
MEIRa-H 74.7±1.0 78.5±0.8 77.2±1.9 78.6±2.7

Table 3: Results for models trained on OntoNotes.

examples were selected from LitBank’s train set 356

and kept constant throughout the experiments. We 357

set the temperature to 0 for all the models to ensure 358

consistent and reproducible outputs. 359

5.1 Experiments: Supervised Models 360

Baselines. We train the fast-coref model (Tosh- 361

niwal et al., 2021) for CR and perform the following 362

three inference-time adaptations for MEI: 363

Coref-ID: fast-coref uses active lists of entity 364

representations, resolving coreference by associat- 365

ing mentions with existing clusters or generating 366

new ones. During inference, we disable the cluster 367

creation step and pre-fill the entity list with the en- 368

coded vector representations of the major entities. 369

Hence, all the detected mentions either get mapped 370

to one of the major entities or are discarded. 371

Coref-Cosine Map (Coref-CM): Since coref- 372

erence clusters obtained from fast-coref lack 373

explicit entity association, we employ the Kuhn- 374

Munkres (KM) algorithm (Munkres, 1957) to find 375

the optimal matching cluster for each major entity. 376

The cost matrix uses the cosine similarity between 377

the encoded representation of the major entities 378

and that of the predicted cluster embeddings, both 379

derived from fast-coref. 380

Coref-Fuzzy Map (Coref-FM): This method uses 381

the KM algorithm to derive optimal mappings by 382

constructing a cost matrix from accumulated fuzzy- 383

string matching scores between designative phrases 384

and the predicted cluster’s mention strings. 385

Supervised results. In this experiment, we train 386

MEIRa and the baseline models on the joint train- 387

ing set of LitBank and FantasyCoref. Subsequently, 388

we assess their performance on the individual test 389

sets, with results summarized in Table 2. Overall, 390

MEIRa models consistently outperform the base- 391

lines on both metrics while also exhibiting better 392

stability with a lower variance. The considerable 393

variance observed in the performance of baseline 394

methods across all experiments underscores the non- 395

trivial nature of identifying clusters corresponding 396
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AFT
Model Macro-F1 Micro-F1

Coref-ID 68.1±5.9 78.7±6.1
Coref-CM 71.1±2.8 82.4±4.2
Coref-FM 71.1±4.7 83.2±4.7
MEIRa-S 81.6±1.4 88.8±1.3
MEIRa-H 82.8±1.1 89.5±1.0

Table 4: Results on the AFT dataset.

to major entities within the output clusters provided397

by the CR algorithms. MEIRa-H and MEIRa-S398

exhibit competitive parity on FantasyCoref (chil-399

dren stories), while MEIRa-H edges out on LitBank400

dataset, showcasing its adaptability in elaborate401

sentence constructions.402

Generalization across datasets. To evaluate the403

generalization capabilities of MEIRa and baseline404

models, we train them on the OntoNotes dataset and405

then test their performance on LitBank and Fantasy-406

Coref. The results are presented in Table 3. When407

compared with Table 2, we observe a significant per-408

formance drop across the baseline models (e.g. for409

Coref-ID, the average Micro-F1 scores drop from410

80.6 to 57.7 on LitBank). The performance gap for411

the baseline models is more pronounced on LitBank412

than on FantasyCoref because LitBank’s annotation413

strategies differ more significantly from those of414

OntoNotes. The observations aligns with previous415

work (Toshniwal et al., 2021), that showcase poor416

generalization of models trained for CR. In con-417

trast, MEIRa models recover most of the underlying418

performance on both the datasets (MEIRa-H drops419

a little from 83.2 to 78.6 on LitBank Micro-F1),420

demonstrating MEI as a more adaptable task, bring-421

ing robustness over varying annotation strategies.422

Long documents. Table 4 presents results on the423

AFT dataset of the models trained using a com-424

bined training set of LitBank and FantasyCoref.425

MEIRa models significantly outperform the base-426

line models, with MEIRa-H gaining 11.7% in427

Macro-F1 over the best baseline. The results demon-428

strate the efficacy of MEIRa models on resolving429

key entities in longer narratives.430

Computational performance. MEIRa-S supports431

parallel batched processing since it does not update432

the working memory after associating mentions,433

i.e. the mentions need not be processed sequen-434

tially from left to right. Hence, post-mention de-435

tection (common to all models), MEIRa-S is about436

25× faster than fast-coref when assessed across437

LitBank, FantasyCoref and AFT datasets on an438

FantasyCoref LitBank
Model Macro-F1 Micro-F1 Macro-F1 Micro-F1

MEIRa-H 88.5 91.0 86.1 85.4

GPT-4 90.7 92.0 88.8 91.6
GPT-3.5 65.6 70.4 74.3 75.8

Code Llama-34B 63.4 70.8 68.3 72.7
Llama3-8B 50.5 57.8 46.3 52.1
Mistral-7B 62.1 71.1 61.2 70.9

Table 5: Few-shot LLM prompting results assuming the
availability of ground-truth mentions.

NVIDIA RTX 4090 (see Fig. 3 in the appendix). 439

Additionally, with the model’s small memory foot- 440

print during inference, the entire process can also 441

be parallelized across chunks of documents making 442

it extremely efficient. Hence, we pose MEIRa-S 443

as a faster while competitive alternative to MEIRa- 444

H (that requires dynamic updates and has similar 445

computational performance as fast-coref). 446

5.2 Experiments: Few-shot prompting 447

Models. We experiment with GPT-44 (OpenAI, 448

2024), GPT-3.55, Code Llama-34B (Rozière et al., 449

2024), Mistral-7B (Jiang et al., 2023), and Llama3- 450

8B.6 Following Le and Ritter (2023), we use the 451

instruction-tuned versions for open-source models. 452

These models were chosen for their ability to handle 453

the extended context required for our benchmarks. 454

5.2.1 Linking Performance w/ Gold Mentions 455

We first evaluate all the models assuming the avail- 456

ability of an oracle mention detector. The experi- 457

mental configuration is aligned with that of Le and 458

Ritter (2023), albeit with the distinction that we as- 459

sess them for the MEI task rather than for CR. The 460

prompt used in our setup is provided in Table 11 461

of Appendix. For comparison, we also perform 462

inference on golden mentions with MEIRa-H. 463

The results in Table 5 show that GPT-4 sur- 464

passes the supervised MEIRa-H model in this setup. 465

Among LLMs, GPT-4 is easily the best-performing 466

model. Code Llama-34B performs the best among 467

open-source models, closely followed by Mistral- 468

7B. While Code Llama-34B is tailored for the code 469

domain, surprisingly, it outperforms strong LLMs 470

suited for natural language. This result corroborates 471

a similar finding by Le and Ritter (2023) for CR 472

and related evidence regarding code pretraining 473

aiding entity tracking (Kim et al., 2024). We find 474

4Specifically, gpt-4-1106-preview
5Specifically, gpt-3.5-turbo-1106
6https://ai.meta.com/blog/meta-llama-3/
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FantasyCoref LitBank
Model Macro-F1 Micro-F1 Macro-F1 Micro-F1

MEIRa-H 80.3 84.3 82.3 83.2
GPT-4 w/ Ext det 80.1 82.2 78.6 83.9

GPT-4 with varying prompting strategies
Single prompt 63.0 66.2 64.4 72.8
Two-stage prompt 70.5 74.9 76.5 81.3

Word-level MEI + spaCy H2S
GPT-4 77.4 79.4 82.5 85.5
GPT-3.5 50.1 54.4 60.1 63.1
Code Llama-34B 19.4 23.4 9.4 16.2
Llama3-8B 29.2 32.8 24.5 27.1
Mistral-7B 28.0 30.9 14.9 15.3

Table 6: Results on LLMs with different mention detec-
tion and linking strategies.

that Code Llama-34B performs close to GPT-3.5475

for FantasyCoref, though a sizable gap remains for476

LitBank, potentially due to its linguistic complexity.477

5.2.2 MEI Task Performance with LLMs478

In this section, we present the results for the end-479

to-end MEI task using LLMs. We compare all the480

approaches from Section 4 and relevant baselines481

with the results summarized in Table 6. To limit482

the combinations of LLMs and approaches for our483

experiments, we first compare all the approaches in484

tandem with GPT-4 and then present results for the485

best-performing approach with other LLMs.486

The first straightforward approach of using a Sin-487

gle Prompt to retrieve all the mentions of major488

entities in a single pass results in a significant perfor-489

mance drop compared to MEIRa-H (prompt in Ta-490

ble 12 of Appendix). The reason is that while GPT-4491

outperforms MEIRa-H at mention linking, its men-492

tion detection performance, especially with nested493

mentions, is much worse compared to MEIRa-H.7494

To further underscore the importance of mention495

detection, we also compare against the baseline496

GPT-4 w/ Ext det, which utilizes an external pre-497

trained mention detector followed by prompt-based498

linking (prompt in Table 11 of Appendix). We train499

the mention detector on the PreCo dataset (Chen500

et al., 2018), which achieves a 93.8% recall and501

53.1% precision on the combined FantasyCoref and502

LitBank validation sets. We observe that GPT-4 w/503

Ext det is almost at par with the fully supervised504

MEIRa-H, again highlighting the strong mention505

linking capabilities of GPT-4.506

Next, we present the results of our proposed507

7The failure to detect nested mentions is despite best efforts
to provide illustrative examples in the few-shot prompt. Le and
Ritter (2023) report similar findings with earlier GPT versions.

Error Type MEIRa-H GPT-4

Missing Major 162 793
Major-Major 210 154
Major-Other 243 0
Other-Major 200 516
Extra-Major 461 896

Total 1276 2359

Table 7: Breakdown of errors by MEIRa-H and GPT-4
on the combined LitBank and FantasyCoref test set.

Two-stage prompt, motivated by the Single prompt 508

method’s failure with nested mentions. The first 509

prompt asks GPT-4 to perform word-level MEI, 510

by limiting the task to syntactic heads only. The 511

second prompt then performs the task of mapping 512

the identified syntactic heads to full mention spans. 513

The results strongly validate our proposed approach 514

with a relative improvement of more than 7% over 515

the Single prompt method across all metrics and 516

datasets. We also explore replacing the second step, 517

i.e., head-to-span (H2S) retrieval, with an external 518

tool. Specifically, we invert spaCy’s span-to-head 519

mapping to obtain a head-to-span retriever.8 520

GPT-4 significantly improves in this setup, out- 521

performing even the supervised model on LitBank. 522

Given the strong performance of GPT-4 + spaCy 523

H2S, we evaluate the open-source LLMs in only 524

this setting. We observe a wide gap between GPT-4 525

and the open-source models. Llama3-8B surpasses 526

other open-source models on both datasets, whereas 527

the larger Code Llama-34B underperforms on the 528

end-to-end task. This contrasts with the findings 529

of the idealized golden mention setting, which as- 530

sesses purely the model’s linking capabilities. The 531

discrepancy between these results highlights the 532

importance of evaluating in the realistic end-to-end 533

setup. 534

5.3 Error Analysis 535

We classify MEI errors into five categories: 536

(1) Missing Major: Not detecting a mention m ∈ 537

M. (2) Major-Major: Assigning a mention m ∈ 538

Mj to any other major entity E \ ej . (3) Major- 539

Other: Assigning a mention m ∈ M to ∅. 540

(4) Other-Major: Assigning a mention m ∈Mother 541

to any major entity in E . (5) Extra-Major: Detect- 542

ing extra mentions m ̸∈ Mall and assigning to any 543

major entity in E . 544

8For the test set gold mentions of the two datasets, there
were only two cases where spans had the same head. We
handled these two cases manually.
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Golden
Mentions

Presently [a small boy]0 came walking along the path – [an urchin
of nine or ten]0 . . . . . . [Winterbourne]1 had immediately perceived
that [he]1 might have the honor of claiming [him]2 as a fellow
countryman. “Take care [you]2 don’t hurt [your]2 teeth," [he]1
said, paternally . . . . . . [My]2 mother counted them last night, and
one came out right afterwards. She said she’d slap [me]2 if any
more came out. [I]2 can’t help it. It’s this old Europe . . . . . . If
[you]2 eat three lumps of sugar, [your]2 mother will certainly slap
[you]2," [he]1 said. “She’s got to give [me]2 some candy, then,"
rejoined [[his]1 young interlocutor]2.

GPT-4
Output

Presently [a small boy]0 came walking along the path – [an urchin
of nine or ten]0 . . . . . . [Winterbourne]1 had immediately perceived
that [he]1 might have the honor of claiming [him]2 as a fellow
countryman. “Take care you don’t hurt your teeth," [he]1 said,
paternally . . . . . . [My]2 mother counted them last night, and one
came out right afterwards. [She]2 said [she]2’d slap [me]2 if any
more came out. [I]2 can’t help it. [It]2’s this old Europe . . . . . . If
you eat three lumps of sugar, [your]2 mother will certainly slap
[you]2," [he]1 said. “[She]2’s got to give [me]2 some candy, then,"
rejoined [his]2 young interlocutor.

MEIRa-H
Output

Presently a small boy came walking along the path – [an urchin
of nine or ten] . . . . . . [Winterbourne]1 had immediately perceived
that [he]1 might have the honor of claiming [him]2 as a fellow
countryman. “Take care [you]2 don’t hurt [your]2 teeth," [he]1
said, paternally . . . . . . [My]2 mother counted them last night, and
one came out right afterwards. She said she’d slap [me]2 if any
more came out. [I]2 can’t help it. It’s this old Europe . . . . . . If
[you]2 eat three lumps of sugar, [your]2 mother will certainly slap
[you]2," [he]1 said. “She’s got to give [me]2 some candy, then,"
rejoined [[his]1 young interlocutor]2.

Table 8: Qualitative Analysis showcasing different errors
made by GPT-4 and MEIRa-H. Errors are color-coded
as follows: Missing Major, Others-Major, Extra-Major,
Major-Major, and Major-Other.

Results combined over the LitBank and Fanta-545

syCoref test sets are presented in Table 7. Missing546

Major and Extra-Major contribute most of the er-547

rors for GPT-4, highlighting the scope for improve-548

ment in mention detection and span retrieval. Men-549

tion detection also remains a challenge in MEIRa-550

H, the model making most of the mistakes in the551

Extra-Major category. GPT-4 distinguishes major552

entities more clearly than MEIRa-H but tends to553

over-associate other mentions with major entities,554

resulting in higher Other-Major and Extra-Major555

errors. Note that GPT-4 has zero errors in the Major-556

Other category due to the prompt design, which557

only allows annotating major entities. Examples of558

these errors are visualized in Table 8.559

6 Related Work560

Neural models for CR have become the de facto561

choice in supervised settings (Lee et al., 2017;562

Kantor and Globerson, 2019; Joshi et al., 2020;563

Otmazgin et al., 2023). Efforts to enhance model564

efficiency include reducing candidate mentions to565

word-level spans (Dobrovolskii, 2021) and using566

single dense representations for entity clusters (Xia567

et al., 2021; Toshniwal et al., 2020).568

Generalization in CR remains a lingering prob-569

lem (Moosavi and Strube, 2017; Zhu et al., 2021; 570

Porada et al., 2023). Current solutions include fea- 571

ture addition (Aralikatte et al., 2019; Otmazgin 572

et al., 2023), joint training (Xia and Van Durme, 573

2021; Toshniwal et al., 2021), and active learn- 574

ing (Zhao and Ng, 2014; Yuan et al., 2022; Gandhi 575

et al., 2023). Rather than relying on additional train- 576

ing data, we argue for an alternative formulation 577

where the burden of domain adaptation is offloaded 578

from training to inference. 579

Evaluation of LLMs for CR has largely been 580

conducted in limited settings, such as the sentence- 581

level Winograd Schema Challenges (WSC) (Brown 582

et al., 2020), clinical pronoun resolution (Agrawal 583

et al., 2022) and instance-level Q&A (Yang et al., 584

2022). Le and Ritter (2023) conducted the first 585

document-level evaluation of LLMs for CR but 586

assumed an oracle-mention detector. In contrast, 587

we conduct end-to-end evaluations. 588

Character Identification deals with specific char- 589

acters from transcripts of TV shows and trains a 590

model tailored to these constrained inputs (Chen 591

and Choi, 2016; Zahiri and Choi, 2017; Jiang et al., 592

2019). Baruah and Narayanan (2023) introduced a 593

dataset annotated with referent mentions of specific 594

characters of interest. We differ from these works 595

by adopting a generalized task formulation indepen- 596

dent of annotation strategies and entity selection. 597

7 Conclusion 598

CR models are limited in their generalization capa- 599

bilities owing to annotation differences and general 600

challenges of domain adaptation. We propose MEI 601

as an alternative to CR, where the entities rele- 602

vant to the input text are provided as input along 603

with the text. Our experiments demonstrate that 604

MEI is more suited for generalization than CR. 605

Additionally, MEI can be viewed as a classifica- 606

tion task that (a) enables the use of more robust 607

classification-based metrics and (b) a trivially par- 608

allelizable model across document spans, which 609

gives a 25x speedup over a comparable corefer- 610

ence model, making MEI more suitable for longer 611

narratives. Unlike CR, the formulation of MEI 612

allows few-shot prompted LLMs to effectively com- 613

pete with trained models. Our novel two-stage 614

prompting and robust baseline methods empower 615

top-performing LLMs like GPT-4 to achieve this. 616

Our analysis indicates that this task holds promise 617

for effectively evaluating the long-context referen- 618

tial capabilities of LLMs in an end-to-end manner. 619
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8 Limitations620

Major Entity Identification (MEI) is proposed as621

a generalizable alternative to the coreference reso-622

lution (CR) task, and is not a replacement of CR.623

MEI limits itself to major entities and only caters624

to applications that are interested in a particular625

pre-defined set of entities. Our experiments follow626

certain thresholds that might not be universally ap-627

plicable, and results and performance might vary628

slightly along this decision (refer Appendix A.2).629

Our current few-shot prompting evaluations are630

limited only to a few models that accommodate631

a large context window. Optimizing prompts and632

architecture to allow for a piece-wise aggregation633

of outputs across chunks of documents is left for634

future work.635
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A Appendix819

A.1 Linking Speed Comparison820

This section compares the computational perfor-821

mance of fast-coref with the proposed MEIRa-S822

architecture. The classification formulation and the823

lack of an update step in MEIRa-S makes it a more824

efficient alternative to MEIRa-H and CR models.825

Fig. 3 displays the speed-up obtained in the identi-826

fication module when assessed across documents827

with varying numbers of mentions. MEIRa-S con-828

sistently clocks a 20x efficiency across all ranges.829
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Figure 3: Linking speed comparison between MEIRa-S
and fast-coref for the combined LitBank and Fanta-
syCoref test set. There exists 6 documents with (0, 100]
mentions, 19 with (100, 500] mentions, 5 with (500,
1250] mentions and 3 with (1250, 2500] mentions.

A.2 Performance across number of entities830

For consistency, the experiments of the main paper831

are evaluated across all the selected major entities832

(chosen using the thresholds defined in Section 5).833

A natural extension is to assess the model’s perfor-834

mance with varying numbers of entities of choice.835

For instance, if one is interested in only two key836

characters, can these models maintain consistency837

when provided with their designative phrases?838

In this section, we address this concern and eval-839

uate the MEI models with varying numbers of input840

entities. We present the per-entity F1-score of all841

entities across the AFT dataset. The results for842

MEIRa-H are showcased in Fig. 4, Fig. 5 and Fig. 6.843

The first column of the heatmap shows the per-entity844

F1-score when it is the sole target entity in the doc-845

ument. For e.g., the value in the first column in846

Fig. 4 corresponding to the entity Baba Mustapha847

(0.93) indicates the performance of the model when848

Baba Mustapha is the only target entity.849

As we move across the columns of a particular850

row (ignoring the first column), the column num-851

ber indicates the number of target entities used at852

1 2 3 4 5 6 7 8 9
Number of Target Entities

Alibaba(235)

Cassim(169)

Baba Mustapha(133)

Cassim’s wife(99)

the robbers(88)

Morgiana(65)

Alibaba’s wife(56)

the door(33)

the captain(28)

E
nt

it
y

0.81 0.78 0.96 0.96 0.96 0.96 0.96 0.96 0.96

0.92 0.93 0.93 0.93 0.93 0.93 0.93 0.93 0.93

0.93 0.96 0.96 0.96 0.96 0.96 0.96 0.96

0.7 0.7 0.7 0.7 0 0 0

0.62 0.62 0.62 0.62 0.62 0.62

0.95 0.95 0.95 0.95 0.95

0.53 0.53 0.53 0.53

0.93 0.93 0.93

0.85 0.88
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0.6

0.8

1.0

Figure 4: Performance of MEIRa-H across number of
target entities for the document Ali Baba and the Forty
Thieves.
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Aladdin(491)

the magician(311)

his mother(116)

Mustapha(53)

the lamp(26)
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0.94 0.95 0.95 0.95 0.95

0.92 0.92 0.92 0.92 0.92

0.94 0.94 0.94 0.94

0.75 0.82 0.82

0.78 0.78
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0.8

1.0

Figure 5: Performance of MEIRa-H across number of
target entities for Aladdin.

1 2 3 4 5 6 7 8 9
Number of Target Entities

Alice(806)

The Mouse(91)

the Rabbit(68)

The Caterpillar(65)

Father William(42)

the Pigeon(32)

Dinah(30)

the Dodo(24)

Bill(22)

E
nt
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y

0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95

0.74 0.74 0.77 0.77 0.77 0.84 0.84 0.87 0.87

0.42 0.77 0.77 0.77 0.77 0.77 0.77 0.77

0.9 0.9 0.89 0.89 0.89 0.89 0.89

0.97 0.98 0.98 0.98 0.98 0.98

0.97 0.97 0.97 0.97 0.97

0.48 0.49 0.49 0.49

0.46 0.92 0.92

0.7 0.7

0.0

0.2

0.4

0.6

0.8

1.0

Figure 6: Performance of MEIRa-H across number of
target entities for Alice in Wonderland.

inference. For instance, if the column number is 853

k, the target entities are the top-k frequent entities. 854

Again, the 4th column in the row corresponding to 855

Baba Mustapha indicates its individual F1-score 856

in the experiment where the four input entities are 857

Alibaba, Cassim, Baba Mustapha and Cassim’s 858
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wife.859

There are a few individual cases where the per-860

formance significantly varies with modifying the861

number of input entities. For example, Cassim’s862

wife is confused with Alibaba’s wife after the latter’s863

introduction. However, overall, the per-entity F1-864

score remains consistent across varying numbers865

of input entities across all three documents. These866

results demonstrate the effectiveness of MEIRa-H867

for applications requiring variable numbers of tar-868

get entities. This consistency is mainly due to the869

variable entity training, where a randomly chosen870

subset of major entities is selected in each iteration.871

Excluding this procedure leads to significant fluctu-872

ation in performance while modifying the number873

of target entities.874

A.3 Prompts875

We provide exact prompts for all the few-shot876

prompting experiments. Please note that not all877

the major entities listed in the few shot examples878

are necessary to be present in the text.879

A.4 Budget and Hardware details880

The supervised models were trained on a 24GB881

NVIDIA RTX 4090Ti GPU. For experiments with882

the open source language models, we used two883

48GB NVIDIA RTX A6000 GPU’s. For GPT-4884

and GPT-3.5 experiments, we spent approximately885

175$ in total, covering both initial explorations and886

the computation of final results.887
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Instruction

You will receive a Text along with a list of Key Entities and their corresponding Cluster IDs
as input. Your task is to perform Coreference Resolution on the provided text to categorize
"each word belonging to a cluster" with its respective cluster id. Also briefly describe the key
entities in 1-2 sentences before starting the coreference task.
Follow the format below to label a word with its cluster ID:
word#cluster_id
Please keep in mind:
- Ensure the output adheres to the specified format for easy parsing.
- Classify the words in the given text without altering any of the other content.

Example Input:

Key Entities:
1. Katharine Hilbery (#katharine_hilbery)
2. Mr. Denham (#mr._denham)
3. Mrs. Hilbery (#mrs._hilbery)
4. Mr. Hilbery (#mr._hilbery)
5. Mr. Fortescue (#mr._fortescue)

Text:
CHAPTER I It was a Sunday evening in October , and in common with many other young ladies of
her class , Katharine Hilbery was pouring out tea . Perhaps a fifth part of her mind was thus
occupied , and the remaining parts leapt over the little barrier of day which interposed between
Monday morning and this rather subdued moment , and played with the things one does voluntarily
and normally in the daylight . But although she was silent , she was evidently mistress of a
situation which was familiar enough to her , and inclined to let it take its way for the six
hundredth time , perhaps , without bringing into play any of her unoccupied faculties . A single
glance was enough to show that Mrs. Hilbery was so rich in the gifts which make tea-parties of
elderly distinguished people successful , that she scarcely needed any help from her daughter
, provided that the tiresome business of teacups and bread and butter was discharged for her
. Considering that the little party had been seated round the tea-table for less than twenty
minutes , the animation observable on their faces , and the amount of sound they were producing
collectively , were very creditable to the hostess . It suddenly came into Katharine ’s mind
that if someone opened the door at this moment he would think that they were enjoying themselves
; he would think , " What an extremely nice house to come into ! "

Example Output:

Description of Key Entities present in the text:
#1 - Katharine Hilbery: A young and apparently rich lady and the daughter of Mrs. Hilbery. She
and Mrs. Hilbery were organising a party for some distinguished elders.
#3 - Mrs. Hilbery: She is the mother of Katharine Hilbery and is a well-to-do member of the
society and a very efficient and able hostess

Coreference:
CHAPTER I It was a Sunday evening in October , and in common with many other young ladies of
her#1 class , Katharine#1 Hilbery#1 was pouring out tea . Perhaps a fifth part of her#1 mind was
thus occupied , and the remaining parts leapt over the little barrier of day which interposed
between Monday morning and this rather subdued moment , and played with the things one does
voluntarily and normally in the daylight . But although she#1 was silent , she#1 was evidently
mistress of a situation which was familiar enough to her#1 , and inclined to let it take its
way for the six hundredth time , perhaps , without bringing into play any of her#1 unoccupied
faculties . A single glance was enough to show that Mrs.#3 Hilbery#3 was so rich in the gifts
which make tea-parties of elderly distinguished people successful , that she#3 scarcely needed
any help from her#3 daughter#1 , provided that the tiresome business of teacups and bread and
butter was discharged for her#1 . Considering that the little party had been seated round the
tea-table for less than twenty minutes , the animation observable on their faces , and the amount
of sound they were producing collectively , were very creditable to the hostess#3 . It suddenly
came into Katharine#1 ’s#1 mind that if some one opened the door at this moment he would think
that they were enjoying themselves ; he would think , " What an extremely nice house to come
into ! "

Table 9: Prompt for WL Coreference
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Instruction

Any word marked with # is supposed to be the head of a noun phrase. Expand this head to contain
determiner and adjective phrases. Do not remove or add new words while expanding. Stick to the
format.

Example Input:

Montraville# was a Lieutenant# in the army# : Belcour# was his brother officer# : they had been
to take leave of their friends# previous to their departure for America# , and were now returning
to Portsmouth# , where the troops# waited orders for embarkation

Example Output:

Montraville (Montraville) was a Lieutenant (a Lieutenant in the army) in the army (the army) :
Belcour (Belcour) was his brother officer (his brother officer) : they had been to take leave of
their friends (their friends) previous to their departure for America (America) , and were now
returning to Portsmouth (Portsmouth) , where the troops (the troops) waited orders for embarkation

Example Input:

Arriving at the verge of the town# , he dismounted , and sending the servant# forward with the
horses , proceeded toward the place# , where , in the midst of an extensive pleasure ground# ,
stood the mansion# which contained the lovely Charlotte Temple# .

Example Output:

Arriving at the verge of the town (the town) , he dismounted , and sending the servant (the
servant) forward with the horses , proceeded toward the place (the place) , where , in the midst
of an extensive pleasure ground (an extensive pleasure ground) , stood the mansion (the mansion
which contained the lovely Charlotte Temple) which contained the lovely Charlotte Temple (the
lovely Charlotte Temple) .

Example Input:

"You are a benevolent fellow# ," said a young officer# to him one day and I have a great mind to
give you a fine subject to exercise the goodness of your heart upon.

Example Output:

"You are a benevolent fellow (a benevolent fellow) ," said a young officer (a young officer) to
him one day and I have a great mind to give you a fine subject to exercise the goodness of your
heart upon.

Table 10: Prompt for H2S Retrieval
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Instruction

Annotate all the entity mentions in the following text with coreference clusters. Use Markdown
tags to indicate clusters in the output, with the following format [mention] (#cluster_name). Do
not modify any text outside (), only add text inside parenthesis. The cluster names of the key
entities are already provided, mark the mentions of the entity with the corresponding cluster
name. Mark the mentions of the other entities with (#others). Also briefly describe the key
entities in 1-2 sentences before starting the coreference task.

Example Input:

Key Entities:
1. Katharine Hilbery (#katharine_hilbery)
2. Mr. Denham (#mr._denham)
3. Mrs. Hilbery (#mrs._hilbery)
4. Mr. Hilbery (#mr._hilbery)
5. Mr. Fortescue (#mr._fortescue)

Text:
CHAPTER I It was a Sunday evening in October, and in common with [many other young ladies of
[her] (#) class] (#) , [Katharine Hilbery] (#) was pouring out tea . Perhaps a fifth part of [her]
(#) mind was thus occupied , and the remaining parts leapt over the little barrier of day which
interposed between Monday morning and this rather subdued moment , and played with the things
one does voluntarily and normally in the daylight . But although [she] (#) was silent , [she] (#)
was evidently [mistress] (#) of a situation which was familiar enough to [her] (#) , and inclined
to let it take its way for the six hundredth time , perhaps , without bringing into play any
of [her] (#) unoccupied faculties . A single glance was enough to show that [Mrs. Hilbery] (#)
was so rich in the gifts which make tea-parties of [elderly distinguished people] (#) successful
, that [she] (#) scarcely needed any help from [[her] (#) daughter] (#) , provided that the
tiresome business of teacups and bread and butter was discharged for [her] (#) . Considering that
[the little party] (#) had been seated round the tea-table for less than twenty minutes , the
animation observable on [their] (#) faces , and the amount of sound [they] (#) were producing
collectively , were very creditable to [the hostess] (#) . It suddenly came into [Katharine ’s]
(#) mind that if [some one] (#) opened the door at this moment [he] (#) would think that [they]
(#) were enjoying [themselves] (#) ; [he] (#) would think , " What [an extremely nice house] (#)
to come into ! "

Example Output:

Description of Key Entities present in the text:

#1 - Katharine Hilbery: A young and apparently rich lady and the daughter of Mrs. Hilbery. She
and Mrs. Hilbery were organising a party for some distinguished elders.

#3 - Mrs. Hilbery: She is the mother of Katharine Hilbery and is a well-to-do member of the
society and a very efficient and able hostess

Coreference:
CHAPTER I It was a Sunday evening in October , and in common with [many other young ladies of [her]
(#katharine_hilbery) class] (#others) , [Katharine Hilbery] (#katharine_hilbery) was pouring out
tea . Perhaps a fifth part of [her] (#katharine_hilbery) mind was thus occupied , and the remaining
parts leapt over the little barrier of day which interposed between Monday morning and this rather
subdued moment , and played with the things one does voluntarily and normally in the daylight
. But although [she] (#katharine_hilbery) was silent , [she] (#katharine_hilbery) was evidently
[mistress] (#others) of a situation which was familiar enough to [her] (#katharine_hilbery) ,
and inclined to let it take its way for the six hundredth time , perhaps , without bringing into
play any of [her] (#katharine_hilbery) unoccupied faculties . A single glance was enough to show
that [Mrs. Hilbery] (#mrs._hilbery) was so rich in the gifts which make tea-parties of [elderly
distinguished people] (#others) successful , that [she] (#mrs._hilbery) scarcely needed any help
from [[her] (#mrs._hilbery) daughter] (#katharine_hilbery) , provided that the tiresome business
of teacups and bread and butter was discharged for [her] (#katharine_hilbery) . Considering that
[the little party] (#others) had been seated round the tea-table for less than twenty minutes ,
the animation observable on [their] (#others) faces , and the amount of sound [they] (#others)
were producing collectively , were very creditable to [the hostess] (#mrs._hilbery) . It suddenly
came into [Katharine ’s] (#katharine_hilbery) mind that if [some one] (#others) opened the door at
this moment [he] (#others) would think that [they] (#others) were enjoying [themselves] (#others)
; [he] (#others) would think , " What [an extremely nice house] (#others) to come into ! "

Table 11: Prompt for evaluating linking performance
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Instruction

Annotate all the entity mentions that refer to the key entities provided. The mention needs
to include determiners and adjectives, if present. Use Markdown tags to indicate clusters in
the output, with the following format [mention] (#cluster_name). The cluster names of the key
entitites are already provided. Mark the mentions of the entity with the corresponding cluster
name. Also briefly describe the key entities in 1-2 sentences before starting the coreference
task.

Example Input:

Key Entities:
1. Katharine Hilbery (#katharine_hilbery)
2. Mr. Denham (#mr._denham)
3. Mrs. Hilbery (#mrs._hilbery)
4. Mr. Hilbery (#mr._hilbery)
5. Mr. Fortescue (#mr._fortescue)

Text:
CHAPTER I It was a Sunday evening in October , and in common with many other young ladies of
her class , Katharine Hilbery was pouring out tea . Perhaps a fifth part of her mind was thus
occupied , and the remaining parts leapt over the little barrier of day which interposed between
Monday morning and this rather subdued moment , and played with the things one does voluntarily
and normally in the daylight . But although she was silent , she was evidently mistress of a
situation which was familiar enough to her , and inclined to let it take its way for the six
hundredth time , perhaps , without bringing into play any of her unoccupied faculties . A single
glance was enough to show that Mrs. Hilbery was so rich in the gifts which make tea-parties of
elderly distinguished people successful , that she scarcely needed any help from her daughter
, provided that the tiresome business of teacups and bread and butter was discharged for her
. Considering that the little party had been seated round the tea-table for less than twenty
minutes , the animation observable on their faces , and the amount of sound they were producing
collectively , were very creditable to the hostess . It suddenly came into Katharine ’s mind
that if someone opened the door at this moment he would think that they were enjoying themselves
; he would think , " What an extremely nice house to come into ! "

Example Output:

Description of Key Entities present in the text:

#1 - Katharine Hilbery: A young and apparently rich lady and the daughter of Mrs. Hilbery. She
and Mrs. Hilbery were organising a party for some distinguished elders.

#3 - Mrs. Hilbery: She is the mother of Katharine Hilbery and is a well-to-do member of the
society and a very efficient and able hostess

Coreference:
CHAPTER I It was a Sunday evening in October , and in common with many other young ladies of
[her] (#katharine_hilbery) class , [Katharine Hilbery] (#katharine_hilbery) was pouring out tea
. Perhaps a fifth part of [her] (#katharine_hilbery) mind was thus occupied , and the remaining
parts leapt over the little barrier of day which interposed between Monday morning and this
rather subdued moment , and played with the things one does voluntarily and normally in the
daylight . But although [she] (#katharine_hilbery) was silent , [she] (#katharine_hilbery) was
evidently mistress of a situation which was familiar enough to [her] (#katharine_hilbery) , and
inclined to let it take its way for the six hundredth time , perhaps , without bringing into
play any of [her] (#katharine_hilbery) unoccupied faculties . A single glance was enough to show
that [Mrs. Hilbery] (#mrs._hilbery) was so rich in the gifts which make tea-parties of elderly
distinguished people successful , that [she] (#mrs._hilbery) scarcely needed any help from [[her]
(#mrs._hilbery) daughter] (#katharine_hilbery) , provided that the tiresome business of teacups
and bread and butter was discharged for [her] (#katharine_hilbery) . Considering that the little
party had been seated round the tea-table for less than twenty minutes , the animation observable
on their faces , and the amount of sound they were producing collectively , were very creditable
to [the hostess] (#mrs._hilbery) . It suddenly came into [Katharine ’s] (#katharine_hilbery) mind
that if some one opened the door at this moment he would think that they were enjoying themselves
; he would think , " What an extremely nice house to come into ! "

Table 12: Prompt for Direct version of E2E MEI
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