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Abstract

Aligning emotionally during a conversation001
means showing appropriate emotional reactions002
to what our interlocutors say and the emo-003
tions they share with us. These appropriate004
emotional reactions are dictated by social stan-005
dards and ensure smooth and effective interac-006
tions. Based on a psychological framework,007
and adapting already existing models from cog-008
nitive modeling and NLP, we investigate the009
role in conversational dynamics of 1) social ex-010
pectations over emotional reactions, 2) internal011
emotional state, and 3) dialog acts. We im-012
plement and compare graph-based models and013
deep learning models on the task of emotion014
prediction, employing categorical accuracy as015
the target metric and using MELD and Dialy-016
Dialog as benchmarks. The results suggest that017
the internal emotional state and the dialog acts018
have an influence on the emotional reaction dur-019
ing conversations. These elements, however,020
did not show a significant impact within the021
deep learning model. Possible improvements022
to the models and insights on future directions023
are provided.024

1 Introduction025

Conversation is a sophisticated activity, essential026

in our daily lives, given the social nature of human027

beings. To have a successful conversation people028

unconsciously and gradually imitate interlocutors’029

way of speaking. This phenomenon, called align-030

ment, happens on several levels, such as phonetic031

(Pardo, 2006), lexical (Brennan and Clark, 1996),032

and syntactic (Branigan et al., 2000).033

Alignment is also present on the emotional level, to034

create a common communication ground and fully035

understand others’ intentions on a deeper level, be-036

yond the semantics of their speech. Emotional037

alignment is defined not only as the mirroring of038

others’ emotions but also as the appropriate re-039

action to our interlocutors’ expressed emotions040

(Damm et al., 2011). A framework describing041

the conversational dynamics involving emotions 042

was created by the German psychologist Reinhard 043

Fiehler in 2002. Fiehler defined emotions as “pub- 044

lic phenomena in social situations” (Fiehler, 2002) 045

whose usage follows precise rules: i) Emotion rules, 046

which determine which emotion is expected to be 047

experienced given a context; ii) Manifestation rules, 048

which state that the expected emotion must be ex- 049

pressed by the interlocutor; iii) Correspondence 050

rules, regulating the appropriate emotional reaction 051

to another person’s feelings. It is thus clear how 052

important are the expectations between events and 053

emotions, and between emotions and emotional 054

reactions in our daily communication. Moreover, 055

Fiehler defines a set of possible reactions interlocu- 056

tors may have in front of unexpected, i.e. socially 057

unacceptable, usage of emotions: from the ignoring 058

strategy, where the speaker does not take into ac- 059

count the latest contribution of their interlocutor, to 060

the calling into question strategy, where the speaker 061

temporarily suspends the main conversation to re- 062

act to the interlocutor’s input actively. Emotions 063

are therefore not only elements of communication, 064

but their usage depends and has an impact on the 065

communicative behavior. 066

For these reasons, our aim is to create a computa- 067

tional model representing Fiehler’s framework and, 068

given the relevance of expectations in communi- 069

cation, employ it in a emotion prediction task on 070

dyadic conversations. Our investigation, however, 071

is purely cognitive-modeling oriented. Given the 072

impressive performance of the current NLP models 073

for affective computing our goal is not to create 074

a new approach or architecture to outperform the 075

current state-of-the-art models, but rather to investi- 076

gate the role of 1) social expectations, 2) interlocu- 077

tors’ internal emotional status, and 3) speech acts 078

in influencing the interlocutors’ emotional reaction. 079

In section 2 we will give an overview of the mod- 080

els used in NLP for emotion recognition and pre- 081

diction, event representation and events-emotions 082
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interplay. In section 3, we will describe the models083

we implemented and compared.084

2 Related Work085

In recent years much effort has been put into emo-086

tion recognition research, and little to no studies087

focused on emotion prediction. Most of the defin-088

able "emotion prediction" models were dedicated089

to conversational agents capable of appropriate em-090

pathetic responses (Colombo et al., 2019; Zandie091

and Mahoor, 2020). Predicting the emotional con-092

tent of the upcoming utterance based on the contex-093

tual information only is not an easy task. However,094

studies like Wen et al. (2021) accepted the chal-095

lenge: Wen and colleagues proposed the implemen-096

tation of interlocutors’ personality representation097

combined with the emotions shared in the previous098

conversational turn and the general topic of the con-099

versation. While the emotions are represented as 3-100

dimensional vectors representing Valence, Arousal,101

and Dominance (VAD space), the personalities are102

represented as 5-dimensional vectors having as fea-103

tures the strength in Openness, Conscientiousness,104

Extraversion, Agreeableness, and Neuroticism of105

the talking character. These vectors are then used106

to predict the emotional response of each speaker,107

combining the emotion at the previous conversa-108

tional turn, the personality of the speaker, and the109

emotion transition variation based on the utterance110

semantics. However, Wen and colleagues’ model111

does not consider the interlocutor’s emotional re-112

sponse which, as clearly stated in Fiehler (2002),113

has a big part in influencing the communication114

dynamic.115

In Liang et al. (2022), a broader approach was116

adopted, utilizing a multimodal model to choose117

the suitable emotional response and generate rele-118

vant responses. The model comprises two main sec-119

tions. The first part is a graph-based encoder that120

encompasses vector representations for the speaker,121

transcriptions of the utterances, emotions, facial122

expressions, and audio of the utterances. This in-123

formation is inputted into a Feedforward Neural124

Network, which produces a prediction for the forth-125

coming emotion. The second component, called126

the "Emotion-Personality-Aware Decoder," utilizes127

the graph-enhanced representation, the predicted128

emotion, and the personality of the current speaker129

as inputs to generate a response that is coherent130

in terms of both content and emotion. The model131

was evaluated on MELD (Poria et al., 2019), and it132

outperformed state-of-the-art algorithms. 133

Even if our study is configured as an emotion pre- 134

diction task, studies on emotion recognition in con- 135

versations are extremely valuable for finding differ- 136

ent approaches and resources. 137

For example, Majumder et al. (2019) presented 138

an architecture relying on a sequence of recur- 139

rent neural networks with gated recurrent units 140

(GRUs). The model captures four key aspects of 141

the conversation: the context of each utterance, 142

each speaker’s emotional state, the relevant context 143

for the current utterance, and the listener’s internal 144

state based on the speaker’s utterance. The model 145

was evaluated on IEMOCAP (Busso et al., 2008) 146

and AVEC (Schuller et al., 2012), and compared 147

against baselines using LSTMs and GRUs. Results 148

showed that the proposed model achieved the high- 149

est F1 scores on IEMOCAP and the lowest MAE 150

on AVEC. These findings highlight the importance 151

of representing each speaker’s internal state and 152

the impact of interactions for successful emotion 153

recognition. In Zhu et al. (2021) a representation of 154

the conversational context is used within a system 155

composed of a language model, a transformer, and 156

general knowledge retrieved from ATOMIC (Sap 157

et al., 2019), a knowledge graph where events are 158

linked to each other by specific sets of relationships 159

(causes, effects, agents, themes, etc.). ATOMIC is 160

also used by Sabour et al. (2022), who proposed a 161

model to generate empathetic responses that com- 162

bines a module to recognize the interlocutor’s emo- 163

tion and take track of its fluctuations during the 164

interaction, and a component to retrieve the knowl- 165

edge regarding the conversational context. 166

For developing and testing models for emotion 167

recognition and prediction in conversational sce- 168

narios, various datasets have been created, such 169

as DailyDialog (Li et al., 2017), MELD (Po- 170

ria et al., 2018), Empathetic Dialogues (Rashkin 171

et al., 2018b), Story commonsense (Rashkin et al., 172

2018a). These datasets differ in their size, number 173

of emotion labels, and nature (written chat mes- 174

sages or transcriptions of oral conversations). Dai- 175

lyDialog also presents the annotation for dialog 176

acts, representing the communication functions of 177

the utterances. 178

Dialog acts are the fundamental units of mean- 179

ing used by interlocutors to deliver their intentions 180

and convey information. Dialog acts are a broad 181

category of communicative actions such as pos- 182

ing queries, giving clarifications, asserting claims, 183

issuing instructions, voicing opinions, requesting 184
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things, and so on. The relationship between emo-185

tions and dialog acts is investigated in Cao et al.186

(2021). Analyzing DailyDialog and dyadic MELD187

materials, the authors found a series of causal re-188

lationships between dialog acts and emotions, for189

example happiness and thanking, fear and inter-190

ruption, sadness and apology, surprise and asking191

questions, disgust and statement-opinion and wh-192

questions, anger and action-directive.193

A similar investigation was conducted on Japanese194

by Ihasz and Kryssanov (2018), who analyzed the195

co-occurrences of emotions and dialog acts in the196

transcriptions of conversations during online gam-197

ing sessions, quantified using the normalized point-198

wise mutual information (npmi). As in English,199

consistent and predictable dialog act-emotion pairs200

were found.201

On the other hand, cognitive modeling research202

presents useful insights regarding expectations and203

events. In Chersoni et al. (2019) the authors pro-204

posed a model based on the notion of Generalized205

Event Knowledge (Metusalem et al., 2012), which206

theorizes that people have mental representations of207

events and their typical participants, creating thus208

networks of expectations. Chersoni and colleagues209

created a graph representing this knowledge and210

used such information to create lists of predictions211

over upcoming elements in sentences.212

The interplay between emotions and events was213

the focus of Lee et al. (2013) where emotions were214

found to be pivot events between causes and effects.215

Emotions can be thus seen, and therefore treated216

as, events themselves.217

Putting together the different theories and previ-218

ous models, the aim of this study is to create a219

cognitive-grounded graph-based model to investi-220

gate 1) the role of social expectations in driving221

emotional reactions in conversations, 2) if and how222

the internal emotional status influences the emo-223

tional reactions, and 3) whether expectations over224

the dialog act emotional reactions are delivered225

with have an impact on the emotional reactions. To226

extend the investigation, we use the same compo-227

nents within a deep learning architecture too.228

3 Method229

3.1 Datasets230

• MELD (Poria et al., 2019): a multimodal231

dataset with dialogues selected from the TV232

series "Friends". For each utterance, transcrip-233

tion of the utterance, a video clip, emotion an-234

notation (neutral, joy, fear, surprise, sadness, 235

anger, and disgust.), and sentiment annotation 236

(positive, negative, and neutral) are provided. 237

• DailyDialog (Li et al., 2017): large dataset 238

of written dyadic conversations. Each utter- 239

ance text is annotated for emotion (neutral 240

state, anger, happiness, fear, disgust, surprise, 241

and sadness), dialog act (inform, question, di- 242

rective, and commissive), and topic (work, 243

attitude and emotion, health, culture and edu- 244

cation, tourism, politics, finance, relationship, 245

school life, and ordinary life.). 246

For both datasets, the original split into training, 247

validation, and test set was followed to train the 248

models, asses the hyperparameters, and compare 249

the models’ performances, respectively. 250

3.2 Data pre-processing 251

We focus on the dyadic conversations subset of 252

MELD and merge together those consecutive turns 253

produced by the same speaker. The utterances were 254

concatenated one after the other and vectorized 255

as a whole using BERT Large pre-trained vectors 256

(Devlin et al., 2018), specifically the embedding 257

corresponding to the special token [CLS]. The emo- 258

tions of these turns were approximated as the most 259

frequent one of the sequence or, if multiple emo- 260

tions appeared with the same frequency, the one 261

expressed in the last utterance was used as repre- 262

sentative of the whole sequence. Also, since Daily- 263

Dialog conversations are annotated for dialog act 264

too, a simple feedforward neural network was im- 265

plemented and trained to classify an utterance as 266

information, question, directive, commissive and 267

extend such annotation to MELD utterances. 268

Only conversations with at least 3 turns were se- 269

lected from MELD and DailyDialog. The resulting 270

datasets were however heavily imbalanced with 271

the neutral emotion being up to 50% of the labels 272

in MELD and 80% in DailyDialog. The datasets 273

were then further modified, excluding those con- 274

versations where the neutral emotion represented 275

70% or more of the turns. The size of the resulting 276

datasets was consequently heavily reduced. 277

3.3 Models 278

In the present study, we propose and compare 4 279

main models: 280

1. GEmK (baseline): a graph-based model to 281

represent the social expectations-driven emo- 282

tional reactions; 283
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Figure 1: Architecture employed in GRU+iES.

2. GEmK + iES: a graph-based model to repre-284

sent the emotional reactions emerging from285

the interaction between social expectations286

and internal emotional status;287

3. GRU: a deep learning model (Gated recurrent288

units neural network, as in Majumder et al.289

(2019)) to represent the utterance-driven emo-290

tional reactions;291

4. GRU + iES: a deep learning model to repre-292

sent the emotional reactions emerging from293

the interaction between utterances and inter-294

nal emotional status.295

Models GEmK and GEmK + iES are based on a296

graph called Generalized Emotional Knowledge,297

which represents the social expectations between298

events and emotions and between emotions and299

emotional reactions, having thus events and emo-300

tions as nodes, cause, effect, and emotional reac-301

tion as edge labels and using the Local Mutual302

Information (LMI) between elements as edge val- 303

ues. 304

The graph was built as follows: from ATOMIC, 305

events containing emotion-related terms (e.g., Per- 306

sonX feels happy, PersonX is disgusted) were col- 307

lected and used as pivot-events. The events these 308

emotional events were connected to as their causes 309

or effects (i.e., relations xNeed, xEffect, xWant, xRe- 310

act) were converted to 1024-dimensional vectors 311

using BERT Large. Similar nodes (namely, vectors 312

with a cosine similarity of 0.90 or higher) con- 313

nected to the same emotions were merged, and the 314

Local Mutual Information (LMI) between event 315

and emotion was updated. The event-emotion con- 316

nections were then enriched with information ex- 317

tracted from Empathetic Dialogues. 318

The emotions that the different events were con- 319

nected to were included in the graph as 3- 320

dimensional vectors, representing the valence, 321

arousal, and dominance of such emotions, as in 322

Wen et al. (2021) (see Table1). From MELD and 323

4



Emotion Vector
Neutral [-0.01, -0.01, 0.0]
Happiness [0.81, 0.51, 0.46]
Sadness [-0.63, -0.27, -0.33]
Anger [-0.51, 0.59, 0.25]
Fear [-0.62, 0.82, -0.43]
Disgust [-0.60, 0.35, 0.11]
Surprise [0.40, 0.67, -0.13]

Table 1: Representation of emotions in the VAD space,
following the implementation of Wen et al. (2021), ex-
cept for Neutral, whose vector has been modified from
the original.

DailyDialog information regarding emotional re-324

actions to expressed emotions was extracted: emo-325

tions found in two consecutive turns were linked326

together, with the second being the emotional reac-327

tion of the previous one. Recurrences of a pair of328

emotions were used to increase the LMI between329

the (nodes representing the) two emotions.330

As mentioned in Section 2, corpora studies found331

that specific dialog acts tend to co-occur with spe-332

cific emotions. This interplay is represented in333

GEmK through a sub-graph where dialog acts of334

statements and dialog acts of replies are mediated335

by the expectations between emotions (Figure 2).336

More specifically, each emotional state in GEmK337

is connected to the four action units annotated in338

DailyDialog. Each action unit is in turn connected339

to seven nodes representing the seven emotions the340

present models focus on. This layer of connec-341

tion indicates the emotional reaction to the emotion342

found at the upper level and delivered through that343

specific action unit. Each emotional state is then344

connected to four nodes representing the action345

units, namely the way the emotional reaction is346

delivered. The edges are computed as MI taking347

into account the frequencies of the first emotion-348

dialog act set of pairs, the frequencies of emotion-349

emotional reaction, and the frequencies of the sec-350

ond layer of emotion-dialog act pairs.351

As mentioned before, given the communicative im-352

portance of the interlocutors’ expectations between353

expressed events or emotions and emotional reac-354

tions, we formulate our investigation as an emotion355

prediction task. To predict the upcoming emotional356

reaction each model worked as follows:357

In GEmK, once an utterance is found, it is con-358

verted into a vector and compared with the nodes359

present in the graph to find the most similar one360

using cosine similarity. The emotion with the361

Figure 2: Focus on dialog acts structure within GEmK.

strongest connection to that node is used as the 362

pivot element to predict the emotion that will be 363

expressed by the interlocutor. This selection is 364

based on the LMI between the two nodes connected 365

through the emotional reaction labeled edge. 366

In GEmK + iES the prediction is computed the 367

same way as GEmK but with the influence of the 368

internal emotional state of the interlocutor who is 369

about to talk. The internal emotional state (iES) is 370

modeled as a 3-dimensional vector, like the emo- 371

tions in GEmK, and initialized with the emotion 372

of the first utterance of each interlocutor. At each 373

turn, it is updated as follows: 374

iES(t) = iES(t−1)∗
(cos(emo_react(t−1), emo(t)) + act_match)

(1)
375

Where iES(t−1) is the emotional state 376

of that interlocutor at the previous turn. 377

cos(emo_react(t−1), emo(t)) models how 378

close the expectations between the emotional 379

reaction found appropriate at the previous turn and 380

the actual emotional reaction are, expressed as the 381

cosine similarity between the two emotion vectors. 382

Finally, act_match is the output of a function that 383

returns 0 if the dialog act of the current utterance 384

matches the expectations at the previous turn, 385

0.5 if they belong to the same macro-group (i.e., 386

exchange of information or accepting/rejecting 387

offers), 1 if the expected act and the current one 388

completely mismatch. The dialog act expectations 389

were computed at the previous conversational turn, 390

following the sub-graph of expected emotions and 391

related dialog acts. 392
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Then, at each turn, a prediction on the emotional393

reaction by the interlocutor is computed:394

Pred_react = iES(t−1) + emo_react(t) (2)395

where iES(t−1) is the next speaker’s emotional396

state at the previous turn, and emo_react(t) is the397

socially appropriate emotional reaction given what398

is being said at the current turn.399

In order to investigate which elements are valuable400

in predicting the upcoming emotion, we perform401

an ablation study including different combinations402

of the components present in (1) and (2) taking403

track of the performance variations. Finally, the404

model with the highest categorical accuracy is used405

to produce the iES vectors to be used in GRU +406

iES.407

GRU is a recurrent neural network with gated re-408

current units, implemented using Keras1. The basic409

version is trained to predict the emotion of the up-410

coming turn given a vector representing the current411

utterance. The network presents an Input layer, a412

dropout layer, a GRU layer, and finally a Dense413

layer with softmax as the activation function.414

The network has Adam as an optimizer and the415

monitor metric for the training is the categorical416

accuracy.417

GRU + iES presents an architecture similar to418

GRU, but enriched with two more input layers: one419

having the iES computed at each turn from GEmk +420

iES and one having the act of the current utterance,421

encoded as a 4-d one-hot vector. The three Input422

layers are connected to three independent GRUs,423

whose outputs are then concatenated and fed into424

the Dense layer. Only the Input layer handling425

the utterance vector is followed by a dropout layer,426

to mitigate the dimensionality difference among427

the three types of input.428

For all the models using GRUs, the hyper-429

parameters such as number of units, dropout value,430

and learning rate were tuned through a Bayesian431

Optimization algorithm implemented using hyper-432

opt2.433

4 Results434

Table 2 shows the performances of the different435

models on MELD and DailyDialog (now on in-436

dicated as DD) test sets in terms of categorical437

accuracy.438

1https://keras.io/
2http://hyperopt.github.io/hyperopt/

Model Dataset Accuracy
GEmK (baseline) MELD 0.24

DD 0.31
GEmK+iES MELD 0.31

DD 0.41
GRU MELD 0.24

DD 0.49
GRU+iES MELD 0.33

DD 0.55

Table 2: Categorical accuracy of the 4 models in com-
parison.

Model Dataset Accuracy
GEmK (baseline) MELD 0.26

DD 0.49
GEmK+iES MELD 0.42

DD 0.80
GRU MELD 0.40

DD 0.81
GRU+iES MELD 0.42

DD 0.81

Table 3: Categorical accuracy of the 4 models on the
original, imbalanced version of MELD and DailyDialog
test sets.

Basic models vs. iES. As shown in Table 2, we 439

have an improvement in the accuracy levels when 440

including the iES component within the GEmK 441

framework across both datasets. The target metric 442

increases from 0.24 to 0.31 on MELD and from 443

0.31 to 0.41 on DailyDialog. Similarly, the GRU 444

model sees an improvement on MELD, from 0.24 445

to 0.33, and from 0.49 to 0.55 on DailyDialog. 446

As reported in Table 4 (and Table 6 in Appendix A), 447

the presence of iES does not modify the models’ 448

general prediction patterns, but it helps in improv- 449

ing the prediction performances. For example, in 450

GEmK the easiest labels to predict are neutral and 451

happiness, while the most difficult are sadness and 452

surprise. GEmK+iES reports the same trend but 453

with higher accuracy scores, and with anger as the 454

new second-best predicted label. 455

GEmK vs. GRU. Averaging over the mod- 456

els’ performances on MELD and DailyDialog, 457

GRU models have higher categorical accuracy than 458

GEmK models, namely 27.5% vs 36.5% for the 459

basic models and 36% vs 44% for the iES models. 460

However, on MELD the two models show very sim- 461

ilar performance, with GEmK and GRU showing 462

the same accuracy and GEmK+iES and GRU+iES 463

6



GEmK GEmK+iES
precision recall f1-score precision recall f1-score

Neutral 0.32 0.51 0.39 0.34 0.59 0.43
Anger 0.19 0.08 0.12 0.36 0.25 0.30
Disgust 0.12 0.08 0.10 0.12 0.08 0.10
Fear 0.04 0.12 0.06 0.25 0.12 0.17
Happiness 0.21 0.26 0.23 0.32 0.26 0.29
Sadness 0.17 0.05 0.08 0.20 0.05 0.08
Surprise 1.00 0.03 0.06 0.17 0.10 0.12

GRU GRU+iES
precision recall f1-score precision recall f1-score

Neutral 0.20 0.03 0.06 0.00 0.00 0.00
Anger 0.50 0.08 0.14 0.30 0.29 0.30
Disgust 0.00 0.00 0.00 1.00 0.08 0.14
Fear 0.00 0.00 0.00 0.00 0.00 0.00
Happiness 0.20 0.66 0.30 0.35 0.74 0.47
Sadness 0.35 0.22 0.27 0.24 0.12 0.16
Surprise 0.29 0.27 0.28 0.31 0.21 0.25

Table 4: GEmK, GEmK+iES, GRU, and GRU+iES performances in terms of precision, recall and f1-score for each
emotional category on MELD.

differing only for a 2%.464

Focusing on the model performances on different465

emotional categories, it is possible to notice that,466

even if GEmK models show a generally lower pre-467

cision, recall, and f1-score, they have a more uni-468

form prediction distribution: GRU models have469

good performances on anger, happiness, and sur-470

prise, but have low performances (reaching zero)471

on neutral, disgust, and fear, registering a gap of472

47% in f1-score between happiness and fear. On473

the other hand, the strongest performance differ-474

ence with GEmK models is a 35% gap between475

neutral and sadness.476

4.1 Ablation study on GEmK + iES477

As mentioned before, GEmK+iES was subject to478

an ablation study, where different components were479

dynamically included and combined. On MELD,480

the best accuracy (0.31) was reached by 4 differ-481

ent versions, all of them having three elements in482

common:483

• the inclusion of the previous internal emo-484

tional status (iES(t−1))485

• the inclusion of the (mis)match evaluation on486

the dialog act (act_match)487

• the exclusion of the socially-driven emotional488

reaction489

Similarly, on DailyDialog the best model was the 490

one employing the internal emotional status and 491

the dialog act matching function only. 492

4.2 Comparison with SOTA models 493

Although our goal is not to propose a competi- 494

tive NLP model for emotion prediction, but rather 495

implement a cognitive-inspired model to analyze 496

the contribution of psychological and linguistic el- 497

ements on emotional reaction, a comparison of 498

GEmK+iES and GRU+iES with previous ones is 499

still needed. We focused on: 500

• Emo-HRED, proposed by Lubis et al. (2018) 501

but following the implementation in Liang 502

et al. (2022); 503

• HGNN+BART by Liang et al. (2022); 504

• PET-CLS by Wen et al. (2021); 505

• RoBERTa proposed by Liu et al. (2019) but 506

following the implementation in Wen et al. 507

(2021). 508

To ensure an informative comparison we report the 509

performances on the imbalanced dataset in terms of 510

weighted average F1 (Table 5). Both GEmK+iES 511

and GRU+iES are outperformed by Emo-HRED, 512

HGNN+BART, and PET-CLS, with the first two 513

outperforming the proposed models on both MELD 514
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Model W-avg F1
MELD DD

Emo-HRED 31.03 79.67
HGNN+BART 36.73 83.88
PET-CLS 42.4 -
RoBERTa 28.7 -

GEmK+iES 30 74
GRU+iES 29 75

Table 5: Comparison with state-of-the-art models, with
results as reported in the original papers. The perfor-
mances are evaluated on the original version of MELD
and DailyDialog.

and DailyDialog. The models described in this pa-515

per still however achieve performances comparable516

with the ones presented in Liang et al. (2022), and517

slightly outperform RoBERTa as reported by Wen518

et al. (2021).519

To sum up the main findings:520

1. Our graph-based baseline model, GEmK,521

achieved the same performance as the basic522

GRU model on MELD, and it was outper-523

formed by the deep learning architecture on524

DailyDialog;525

2. The internal emotional status (iES) improved526

the performances of both GEmK and GRU on527

both corpora. However, GEmK received the528

overall strongest benefit from the employment529

of iES;530

3. The ablation study performed on GEmK+iES531

showed that the inclusion of the match eval-532

uation function on dialog acts and internal533

emotional status of the previous turn are the534

elements leading to the best-performing mod-535

els. The socially-driven emotional reaction536

and the match evaluation function on expected537

emotional reactions were inconsistently part538

of the computation of the best GEmK+iES539

model on MELD and consistently excluded540

on DailyDialog.541

5 Discussion542

As mentioned in Section 2, in the past years many543

NLP models employed a representation of the emo-544

tional state of the interlocutors to improve their545

performance in emotion recognition and prediction.546

Our study confirms the relevance of such a repre-547

sentation. In fact, the usage of iES improves both548

the graph-based and the deep learning model, and 549

the inclusion of the emotional status of the previous 550

turn (psychologically defined as the "emotional in- 551

ertia") in the calculation of the current one, shows 552

how the sole semantic information is not sufficient 553

to predict emotional reactions, and a psychological- 554

oriented representation is needed. 555

Unexpectedly, the two elements explicitly aiming 556

at representing Fiehler’s framework, i.e., the influ- 557

ence of social expectations in leading the emotional 558

reaction and the influence of (un)met expectations 559

on interlocutors, turned out to be not beneficial 560

for the models. However, as explained in Section 561

3.3, the information about the expectations on di- 562

alog acts was emotion-driven. In GEmK we find 563

connections of the type emotion− dialog_act → 564

emotion − dialog_act, so, although indirectly, 565

whether the expectations over the emotional re- 566

action are met is represented in the act_match func- 567

tion, and it thus still influences the internal emo- 568

tional state computation, and hence the prediction 569

of the emotional reaction. 570

6 Conclusion 571

In the present paper, we investigated the role of dif- 572

ferent cognitive-based elements in modeling con- 573

versational dynamics. The results suggested that 574

having a representation of the interlocutors’ emo- 575

tional state and their expectations over the dialog 576

acts used by their conversational partners helps 577

in predicting the emotion of the upcoming utter- 578

ance. These elements’ contribution, however, is 579

not significant in deep learning models, where the 580

performance did not benefit from their usage as 581

much as the graph-based model. 582

7 Limitations 583

GEmK models: even if the emotional knowledge 584

graph was built upon one knowledge graph ma- 585

terial and three conversational datasets, it would 586

have benefited from a greater amount of informa- 587

tion. Also, in future work it may be appropriate 588

to modify the formulas for emotion prediction in 589

GEmK + iES (1 and 2), and make them fully para- 590

metric, to express a more granular contribution of 591

each element. 592

GRU models: although more technically advanced 593

than GEmK models, the deep-learning models here 594

proposed are still quite basic in their architecture, 595

and a possible improvement would be the inclusion 596

of an attention mechanism, that proved to help in 597

8



the emotion recognition and prediction tasks.598
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GEmK GEmK+iES
precision recall f1-score precision recall f1-score

Neutral 0.32 0.59 0.41 0.40 0.50 0.44
Anger 0.04 0.05 0.04 0.16 0.19 0.17
Disgust 0.05 0.11 0.07 0.16 0.42 0.23
Fear 0.04 0.40 0.08 0.05 0.40 0.08
Happiness 0.52 0.22 0.31 0.62 0.44 0.51
Sadness 0.15 0.05 0.07 0.19 0.15 0.16
Surprise 1.00 0.04 0.07 0.07 0.04 0.05

GRU GRU+iES
precision recall f1-score precision recall f1-score

Neutral 0.31 0.30 0.30 0.49 0.33 0.40
Anger 0.70 0.55 0.62 0.61 0.72 0.66
Disgust 0.42 0.25 0.31 0.71 0.31 0.43
Fear 0.50 0.36 0.42 0.47 0.50 0.48
Happiness 0.46 0.37 0.41 0.60 0.43 0.50
Sadness 0.46 0.64 0.53 0.56 0.53 0.55
Surprise 0.50 0.61 0.55 0.48 0.69 0.57

Table 6: GEmK, GEmK+iES, GRU, and GRU+iES performances in terms of precision, recall and f1-score for each
emotional category on DailyDialog.

11


	Introduction
	Related Work
	Method
	Datasets
	Data pre-processing
	Models

	Results
	Ablation study on GEmK + iES
	Comparison with SOTA models

	Discussion
	Conclusion
	Limitations
	Appendix

