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Abstract

Generalized eigenvalue problems (GEPs) find applications in various fields of
science and engineering. For example, principal component analysis, Fisher’s
discriminant analysis, and canonical correlation analysis are specific instances
of GEPs and are widely used in statistical data processing. In this work, we
study GEPs under generative priors, assuming that the underlying leading gen-
eralized eigenvector lies within the range of a Lipschitz continuous generative
model. Under appropriate conditions, we show that any optimal solution to the
corresponding optimization problems attains the optimal statistical rate. Moreover,
from a computational perspective, we propose an iterative algorithm called the
Projected Rayleigh Flow Method (PRFM) to approximate the optimal solution.
We theoretically demonstrate that under suitable assumptions, PRFM converges
linearly to an estimated vector that achieves the optimal statistical rate. Numerical
results are provided to demonstrate the effectiveness of the proposed method.

1 Introduction

The generalized eigenvalue problem (GEP) plays an important role in various fields of science and
engineering [72, 70, 23, 21]. For instance, it underpins numerous machine learning and statistical
methods, such as principal component analysis (PCA), Fisher’s discriminant analysis (FDA), and
canonical correlation analysis (CCA) [85, 37, 61, 5, 28, 22, 48, 53]. In particular, the GEP for a
symmetric matrix A ∈ Rn×n and a positive definite matrix B ∈ Rn×n is defined as

Avi = λiBvi, i = 1, 2, . . . , n. (1)
Here, λi represent the generalized eigenvalues, and vi denote the corresponding generalized eigenvec-
tors of the matrix pair (A,B). The eigenvalues are ordered such that λ1 ≥ λ2 . . . ≥ λn. Throughout
this paper, we focus on the setting of symmetric semi-definite GEPs.

According to the Rayleigh-Ritz theorem [70], the leading generalized eigenvector of (A,B) is the
optimal solution to the following optimization problem:

max
u∈Rn

u⊤Au s.t. u⊤Bu = 1. (2)

Or, in an equivalent form with respect to the Rayleigh quotient (up to the transformation of the norm
of the optimal solutions):

max
u∈Rn,u̸=0

u⊤Au

u⊤Bu
. (3)

∗Corresponding author.

38th Conference on Neural Information Processing Systems (NeurIPS 2024).



Subsequent generalized eigenvectors of (A,B) can be obtained through methods such as generaliza-
tions of Rayleigh quotient iteration [56, 19, 66], subspace style iterations [99, 25, 89], and the QZ
method [64, 43, 45, 10].

In many practical applications, the matrices A and B may be contaminated by unknown perturbations,
and we can only access approximate matrices Â and B̂ based on m independent observations.
Specifically, we have

Â = A+E, B̂ = B+ F, (4)

where E and F are the perturbation matrices. In addition, in recent years, there has been an increasing
interest in studying the GEP in the high-dimensional setting where m ≪ n, with the prominent
assumption that the leading generalized eigenvector v1 ∈ Rn of the uncorrupted matrix pair (A,B)
(cf. Eq. (1)) is sparse. This leads to the sparse generalized eigenvalue problem (SGEP), for which we
can estimate the underlying signal v1 based on the approximate matrices Â and B̂ by solving the
following constrained optimization problem:

max
u∈Rn

u⊤Âu

u⊤B̂u
s.t. u⊤B̂u ̸= 0, ∥u∥0 ≤ s, (5)

where ∥u∥0 = |{i : ui ̸= 0}| represents the number of non-zero entries of u and s ∈ N is a
parameter for the sparsity level. As mentioned in [84], solving the non-convex optimization problem
in Eq. (5) is challenging in the high-dimensional setting because B̂ is singular and not invertible,
preventing us from converting the SGEP to the sparse eigenvalue problem and making use of classical
algorithms that require taking the inverse of B̂.

Motivated by the remarkable success of deep generative models in a multitude of real-world applica-
tions, a new perspective on high-dimensional inverse problems has recently emerged. In this new
perspective, the assumption that the underlying signal can be well-modeled by a pre-trained (deep)
generative model replaces the common sparsity assumption. Specifically, in the seminal work [4], the
authors explore linear inverse problems with generative models and provide sample complexity upper
bounds for accurate signal recovery. Furthermore, they presented impressive numerical results on
natural image datasets, demonstrating that the utilization of generative models can result in substantial
reductions in the required number of measurements compared to sparsity-based methods. Numerous
subsequent works have built upon [4], exploring various aspects of inverse problems under generative
priors [86, 29, 42, 36, 67, 93, 35, 65].

In this work, we investigate the high-dimensional GEP under generative priors, which we refer to as
the generative generalized eigenvalue problem (GGEP). The corresponding optimization problem
becomes:

max
u∈Rn

u⊤Âu

u⊤B̂u
s.t. u⊤B̂u ̸= 0, u ∈ R(G), (6)

where R(G) denotes the range of a pre-trained generative model G : Rk → Rn, with the condition
that the input dimension k is much smaller than the output dimension n to enable accurate recovery
of the signal using a small number of measurements or observations.

1.1 Related Work

This subsection provides a summary of existing works related to Sparse Generalized Eigenvalue
Problems (SGEP) and inverse problems with generative priors.

SGEP: There have been extensive studies aimed at developing algorithms and providing theoretical
guarantees for specific instances of SGEP. For instance, sparse principal component analysis (SPCA)
is one of the most widely studied instances of SGEP, with numerous notable solvers in the literature,
including the truncated power method [98], Fantope-based convex relaxation method [88], iterative
thresholding approach [58], regression-type method [6], and sparse orthogonal iteration pursuit [91],
among others [63, 18, 59, 80, 30, 39, 1, 46, 68, 11, 90]. Additionally, significant developments for
sparse FDA and sparse CCA, another two popular instances of SGEP, can be found in various works
including [24, 95, 69, 57, 7, 15, 27, 79, 60, 13, 14, 44, 94, 20, 83, 96].

There are also many works that propose general approaches for the SGEP, including the projection-
free method proposed in [32], the majorization-minimization approaches proposed in [82, 81], the
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decomposition algorithm proposed in [97], an inverse-free truncated Rayleigh-Ritz method in [9], the
linear programming based sparse estimation method in [75], among others [76, 62, 84, 40, 8, 31].

Among the works related to SGEP, [84] is the most relevant to ours. In [84], the authors proposed a
two-stage computational method for SGEP that achieves linear convergence to a point achieving the
optimal statistical rate. Their method first computes an initialization vector via convex relaxation,
and then refines the initial guess by truncated gradient ascent, with the method for the second stage
being referred to as the truncated Rayleigh flow method. Our work generalizes the truncated Rayleigh
flow method to the more complex scenario of using generative priors, and we also establish a linear
convergence guarantee to an estimated vector with the optimal statistical error.

Inverse problems with generative priors: Since the seminal work [4] that investigated linear inverse
problems with generative priors, various high-dimensional inverse problems have been studied
using generative models. For example, under the generative modeling assumption, one-bit or more
general single-index models have been investigated in [92, 38, 50, 52, 73, 41, 12], spiked matrix
models have been investigated in [3, 16, 17], and phase retrieval problems have been investigated
in [26, 33, 34, 92, 78, 2, 49, 54].

Among the works that study inverse problems using generative models, the recent work [51] is the
most relevant to ours. Specifically, in [51], the authors considered generative model-based PCA
(GPCA) and proposed a practical projected power (PPower) method. Furthermore, they showed that
provided a good initial guess, PPower converges linearly to an estimated vector with the optimal
statistical error. However, as pointed out in [84] for the case of sparse priors, due to the singular
matrix B̂ of the GEP, the corresponding methods for PCA generally cannot be directly applied to
solve GEPs. Therefore, our work, which provides a unified treatment to GEP under generative priors,
broadens the scope of [51].

A detailed discussion on the technical novelty of this work compared to [51] and [84] is provided in
Section 2.2.

1.2 Contributions

The main contributions of this paper can be summarized as follows:

• We provide theoretical guarantees regarding the optimal solutions to the GGEP in Eq. (6).
Particularly, we demonstrate that under appropriate conditions, the distance between any
optimal solution to Eq. (6) and the underlying signal is roughly of order O(

√
(k logL)/m),

assuming that the generative model G is L-Lipschitz continuous with bounded k-dimensional
inputs. Such a statistical rate is naturally conjectured to be optimal based on the information-
theoretic lower bound established in [51] for the simpler GPCA problem.

• We propose an iterative approach to approximately solve the non-convex optimization
problem in Eq. (6), which we refer to as the projected Rayleigh flow method (PRFM). We
show that PRFM converges linearly to a point achieving the optimal statistical rate under
suitable assumptions.

• We have conducted simple proof-of-concept experiments to demonstrate the effectiveness of
the proposed projected Rayleigh flow method.

1.3 Notation

We use upper and lower case boldface letters to denote matrices and vectors, respectively. We write
[N ] = {1, 2, · · · , N} for a positive integer N , and we use IN to denote the identity matrix in RN×N .
A generative model is a function G : D → Rn, with latent dimension k, ambient dimension n, and
input domain D ⊆ Rk. We focus on the setting where k ≪ n. For a set S ⊆ Rk and a generative
model G : Rk → Rn, we write G(S) = {G(z) : z ∈ S}. We define the radius-r ball in Rk as
Bk(r) := {z ∈ Rk : ∥z∥2 ≤ r}. In addition, we use R(G) := G(Bk(r)) to denote the range of
G. We use ∥X∥2→2 to denote the spectral norm of a matrix X. We use λmin(X) and λmax(X) to
denote the minimum and maximum eigenvalues of X respectively. Sn−1 := {x ∈ Rn : ∥x∥2 = 1}
represents the unit sphere in Rn. The symbols C, C ′, and C ′′ are absolute constants whose values
may differ from line to line. We use standard Landau symbols for asymptotic notations, with the
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implied constants in Ω(·) terms being implicitly assumed to be sufficiently large and the implied
constants in O(·) terms being implicitly assumed to be sufficiently small.

2 Preliminary

In this section, we formally introduce the problem and overview the main assumptions that we
adopt. Additionally, we discuss the technical distinctions of this work in comparison with the two
closely related works [84] and [51]. In Appendix A, we show examples of popular statistical and
machine-learning problems that can be expressed as GGEP.

2.1 Setup and Main Assumptions

Recall that we assume that we have access to a matrix pair (Â, B̂) in Rn×n constructed from m

independent observations, satisfying Â = A+E, B̂ = B+ F (see Eq. (4)). Here, E and F are
the unknown perturbation matrices, (A,B) is the underlying matrix pair with A symmetric and B
positive definite, and the generalized eigenvalues are λi with corresponding generalized eigenvectors
vi respectively (see Eq. (1)). The generalized eigenvalues are ordered such that λ1 ≥ λ2 ≥ . . . ≥ λn.
For brevity, we fix the norms of the vi such that v⊤

i Bvi = 1 (and v⊤
i Bvj = 0 for i ̸= j). In addition,

we assume that we have an L-Lipschitz continuous generative model G : Rk → Rn with k ≪ n
and the radius r > 0. Based on this model formulation for GEP and the generative model, we further
make the following assumptions.

First, we assume that the generative model G has bounded inputs in Rk and it is normalized in the
sense that its range is contained in the unit sphere of Rn.
Assumption 2.1. For the sake of convenience, we assume that the generative model G maps from
Bk(r) to Sn−1 for some radius r > 0.
Remark 2.2. Our results can be readily extended to general unnormalized generative models by
considering their normalized variants. More specifically, according to [4], for an ℓ-layer fully
connected feed-forward neural network from Rk to Rn with popular activation functions such as
ReLU and sigmoid, typically, it is L-Lipschitz continuous with L = nΘ(ℓ). In addition, as mentioned
in [50, 51], for a general unnormalized L-Lipschitz continuous generative model G, we can consider
a corresponding normalized generative model G̃ : D → Sn−1 with D := {z ∈ Bk

2 (r) : ∥G(z)∥2 >

Rmin} for some Rmin > 0, and G̃(z) = G(z)/∥G(z)∥2. Then, we can set Rmin to be as small as
1/nΘ(ℓ) and r to be as large as nΘ(ℓ) without altering the scaling laws, which renders the dependence
on Rmin and r very mild.

Next, we impose assumptions on the generalized eigenvalues and the leading generalized eigenvector.
Assumption 2.3. We suppose that the largest generalized eigenvalue is strictly greater than the second
largest generalized eigenvalue, i.e., λ1 > λ2. Furthermore, we assume that the normalized leading
generalized eigenvector v∗ := v1/∥v1∥2 lies in the range of the generative model G, meaning
v∗ ∈ R(G) ⊆ Sn−1.

We also make appropriate assumptions on the perturbation matrices E and F. In particular, fol-
lowing [84, Proposition 2] and [51, Assumption 2], we make the following assumption for the
perturbation matrices. Similarly to that mentioned in [84], it is easy to verify that under generative
priors, for various statistical models that can be formulated as a GEP such as CCA, FDA, and SDR
(discussed in Appendix A), Assumption 2.4 will be satisfied with high probability. Additionally,
similarly to the proof for the spiked covariance model in [51, Appendix B.1], it can be readily
demonstrated that for the (Â, B̂) constructed in Section 4.2, the corresponding perturbation matrices
E and F satisfy Assumption 2.4 with high probability.
Assumption 2.4. Let S1, S2 be two finite sets in Rn satisfying m = Ω(log(|S1| · |S2|)). Then, for
all s1 ∈ S1 and s2 ∈ S2, we have∣∣s⊤1 Es2

∣∣ ≤ C

√
log(|S1| · |S2|)

m
· ∥s1∥2 · ∥s2∥2,

∣∣s⊤1 Fs2∣∣ ≤ C

√
log(|S1| · |S2|)

m
· ∥s1∥2 · ∥s2∥2,

(7)

where C is an absolute constant. Moreover, we have ∥E∥2→2 = O(n/m) and ∥F∥2→2 = O(n/m).
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Remark 2.5. Assumption 2.4 is closely related to classic assumptions about the Crawford number of
the symmetric-definite matrix pair (A,B) [84, 8]. More specifically, we have

cr(A,B) := min
u∈Sn−1

√
(u⊤Au)2 + (u⊤Bu)2 ≥ λmin(B) > 0. (8)

Additionally, based on the L-Lipschitz continuity of G and [87, Lemma 5.2], for any δ > 0, there
exists a δ-net M ′ of R(G) such that log |M ′| ≤ k log 4Lr

δ . Note that M ′ ⊆ R(G) ⊆ Sn−1. Then, if

ϵ(M ′) :=
√

ρ(E,M ′)2 + ρ(F,M ′)2, (9)

with

ρ(E,M ′) := sup
s1∈M ′,s2∈M ′

|s⊤1 Es2|, ρ(F,M ′) := sup
s1∈M ′,s2∈M ′

|s⊤1 Fs2|, (10)

it follows from Assumption 2.4 that

ϵ(M ′) ≤ 2C

√
k log 4Lr

δ

m
. (11)

Therefore, if m = Ω
(
k log 4Lr

δ

)
with a sufficiently large implied constant, the conditions that

ϵ(M ′)

cr(A,B)
≤ c and ρ(F,M ′) ≤ c′λmin(B) (12)

naturally hold, where c, c′ are certain positive constants.2 This leads to an assumption similar to [84,
Assumption 1].

2.2 Discussion on the Technical Novelty Compared to [51] and [84]

Our analysis builds on techniques from existing works such as [51] and [84], but these techniques are
combined and extended in a non-trivial manner; we highlight some examples as follows:

• We present a recovery guarantee regarding the global optimal solutions of GGEP in The-
orem 3.1. Such guarantees have not been provided for SGEP in [84]. Although in [51,
Theorem 1], the authors established a recovery guarantee regarding the global optimal
solutions of GPCA, its proof is significantly simpler than ours and does not involve handling
singular B̂ or using the property of projection as in Eq. (78) in our proof.

• The convergence guarantee for Rifle in [84] hinges on the generalized eigenvalue decompo-
sition of (ÂF , B̂F ), where F is a superset of the support of the underlying sparse signal,
along with their Lemma 4, which follows directly from [98, Lemma 12] and characterizes
the error induced by the truncation step. Additionally, the convergence guarantee of PPower
in [51] only involves bounding the term related to the sample covariance matrix V (as seen
in their Eq. (83)). In contrast, in our proof of Theorem 3.3, we make use of the generalized
eigenvalue decomposition of (A,B), and we require the employment of significantly distinct
techniques to manage the projection step (and bound a term involving both Â and B̂, see
our Eq. (111)). This is evidenced in the three auxiliary lemmas we introduced in Appendix
B.1 and the appropriate manipulation of the first and second terms on the right-hand side of
Eq. (114).

• Unlike in GPCA studied in [51], where the underlying signal can be readily assumed to
be a unit vector that is (approximately) within the range of the normalized generative
model, in the formulation of the optimization problem for GGEP (refer to Eq. (6) and the
corresponding analysis, we need to carefully address the distinct normalization requirements
of the generative model and B̂.

2Note that although we use notations such as cr(A,B) and λmin(B), both A and B are considered fixed
matrices, and for the ease of presentation, we omit the dependence on them for relevant positive constants.
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Algorithm 1 Projected Rayleigh Flow Method (PRFM)

Input: Â, B̂, G, number of iterations T , step size η > 0, initial vector u0

for t = 0, 1, . . . , T − 1 do

ρt =
u⊤
t Âut

u⊤
t B̂ut

, (14)

ut+1 = PG

(
ut + η(Â− ρtB̂)ut

)
, (15)

end for
Output: uT

3 Main Results

Firstly, we present the following theorem, which pertains to the recovery guarantees in relation to
the globally optimal solution of the GGEP in Eq. (6). Similar to [51, Theorem 1], Theorem 3.1
can be easily extended to the case where there is representation error, i.e., the underlying signal
v∗ /∈ R(G). Here, we focus on the case where v∗ ∈ R(G) (cf. Assumption 2.3) to avoid non-
essential complications. The proof of Theorem 3.1 is deferred to Appendix B.

Theorem 3.1. Suppose that Assumptions 2.1, 2.3, and 2.4 hold for the GEP and generative model
G. Let û be a globally optimal solution to Eq. (6) for GGEP. Then, for any δ ∈ (0, 1) satisfying
δ = O

(
(k log 4Lr

δ )/n
)
, when m = Ω

(
k log 4Lr

δ

)
, we have

min{∥û− v∗∥2, ∥û+ v∗∥2} ≤ C1 ·

√
k log 4Lr

δ

m
, (13)

where C1 is a positive constant depending on A and B.

As noted in [4], an ℓ-layer neural network generative model is typically L-Lipschitz continuous with
L = nΘ(ℓ). Then, under the typical scaling of L = nΘ(ℓ), r = nΘ(ℓ), and δ = 1/nΘ(ℓ), the upper
bound in Eq. (13) is of order O(

√
(k logL)/m), which is naturally conjectured to be optimal based

on the algorithm-independent lower bound provided in [51] for the simpler GPCA problem.

Although Theorem 3.1 demonstrates that the estimator for the GGEP in Eq. (6) achieves the optimal
statistical rate, in general, the optimization problem is highly non-convex, and obtaining the optimal
solution is not feasible. To address this issue, we propose an iterative approach that can be regarded
as a generative counterpart of the truncated Rayleigh flow method proposed in [84]. This approach
is used to find an estimated vector that approximates a globally optimal solution to Eq. (6). The
corresponding algorithm, which we refer to as the projected Rayleigh flow method (PRFM), is
presented in Algorithm 1.

In the iterative process of Algorithm 1, the following steps are performed:

• Calculate ρt in Eq. (14) to approximate the largest generalized eigenvalue λ1. Note that
from Lemma B.1 in Appendix B.1, we obtain u⊤

t B̂ut > 0 for t > 0 under appropriate
conditions.

• In Eq. 15, we perform a gradient ascent operation and a projection operation onto the range
of the generative model, where PG(·) denotes the projection function. This step is essentially
analogous to the corresponding step in [84, Algorithm 1]. However, instead of seeking the
support for the sparse signal, our aim is to project onto the range of the generative model.
Furthermore, we adopt a simpler choice for the step size η in the gradient ascent operation.3

Remark 3.2. Specifically, for any u ∈ Rn, PG(u) ∈ argminw∈R(G) ∥w − u∥2. We will assume
implicitly that the projection step can be performed accurately, as in [77, 71, 51], for the convenience
of theoretical analysis. In practice, however, approximate methods might be necessary, such as
gradient descent [77] or GAN-based projection methods [74].

3In [84, Algorithm 1], the step size is η/ρt, which depends on t and is approximately equal to η/λ1.
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We establish the following convergence guarantee for Algorithm 1. The proof of Theorem 3.3 can be
found in Appendix C.

Theorem 3.3. Suppose that Assumptions 2.1, 2.3, and 2.4 hold for the GEP and generative model G.
Let γ1 = η(λ1 − λ2)λmin(B) and γ2 = η(λ1 − λn)λmax(B). Suppose that

γ1 + γ2 < 2, (16)

and ν0 := u⊤
0 v

∗ > 0 satisfies the condition that

b0 +
√

(1− c0)c0
1− c0

< 1, (17)

where

b0 = (2− (γ1 + γ2)) + γ1(2κ(B)− (1 + ν0)) + 3γ2κ(B)
√

2(1− ν0), c0 =
γ2 − γ1

2
. (18)

Then, for any δ ∈ (0, 1) satisfying δ = O
(
(k log 4Lr

δ )/n
)
, when m = Ω

(
k log 4Lr

δ

)
, there exists a

positive integer T0 = O
(
log
(

m
k log Lr

δ

))
, such that the sequence {∥ut − v∗∥2}t≤T0 is monotonically

decreasing, with the following inequality holds for all t ≤ T0:

∥ut − v∗∥2 ≤

(
b0 +

√
(1− c0)c0

1− c0

)t

· ∥u0 − v∗∥2 + C2

√
k log 4Lr

δ

m
, (19)

where C2 is a positive constant depending on A, B, and η. Additionally, we have for all t ≥ T0 that

∥ut − v∗∥2 ≤ C2

√
k log 4Lr

δ

m
. (20)

Theorem 3.3 establishes the conditions under which Algorithm 1 converges linearly to a point that
achieves the statistical rate of order O(

√
(k logL)/m).

Remark 3.4. Both inequalities in Eqs. (16) and (17) can be satisfied under appropriate conditions.
More specifically, first, under suitable conditions on the underlying matrix pair (A,B) and the step
size η, the condition in (16) can hold. Moreover, using of the inequality that 2

√
(1− c)c ≤ 1 for any

c ∈ [0, 1), we obtain that when

2b0 + 1

2(1− c0)
< 1, (21)

or equivalently,

γ2 + 3γ1 − 2γ1(2κ(B)− (1 + ν0))− 6γ2κ(B)
√

2(1− ν0) > 3, (22)

the condition in Eq. (17) holds. Then, for example, when κ(B) := λmax(B)/λmin(B) is close to 1,
and ν0 is close to 1, (22) can be approximately simplified as

γ2 + 3γ1 > 3. (23)

Note that both the conditions γ1 + γ2 < 2 (in Eq. (16)) and γ2 + 3γ1 > 3 can be satisfied for
appropriate γ1 and γ2 (under suitable conditions for A, B, and η), say γ1 = 2

3 and γ2 = 1.1.
Remark 3.5. In certain practical scenarios, we may assume that the data only contains non-negative
vectors, for example, in the case of image datasets. Additionally, during pre-training, we can set the
activation function of the final layer of the neural network generative model to be a non-negative
function, such as ReLU or sigmoid, further restricting the range of the generative model to the
non-negative orthant. Therefore, the assumption that ν0 := u⊤

0 v
∗ > 0 is mild (in experiments, we

simply set the initial vector u0 to be u0 = [1, 1, . . . , 1]⊤/
√
n ∈ Rn), and similar assumptions have

been made in prior works such as [51]. As a result, we provide an upper bound on ∥ut−v∗∥2 instead
of on min{∥ut − v∗∥2, ∥ut + v∗∥2}.
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4 Experiments

In this section, we conduct proof-of-concept numerical experiments on the MNIST dataset [47]
to showcase the effectiveness of the proposed Algorithm 1. Additional results for MNIST and
CelebA [55] are provided in Appendices D and E.4 We note that these experiments are intended as a
basic proof of concept rather than an exhaustive study, as our contributions are primarily theoretical
in nature.

4.1 Experiment Setup

The MNIST dataset consists of 60, 000 images of handwritten digits, each measuring 28× 28 pixels,
resulting in an ambient dimension of n = 784. We choose a pre-trained variational autoencoder
(VAE) model as the generative model G for the MNIST dataset, with a latent dimension of k = 20.
Both the encoder and decoder of the VAE are fully connected neural networks with two hidden layers,
having an architecture of 20 − 500 − 500 − 784. The VAE is trained using the Adam optimizer
with a mini-batch size of 100 and a learning rate of 0.001 on the original MNIST training set. To
approximately perform the projection step PG(·), we use a gradient descent method with the Adam
optimizer, with a step size of 100 and a learning rate of 0.1. This approximation method has been
used in several previous works, including [77, 71, 50, 51]. The reconstruction task is evaluated on a
random subset of 10 images drawn from the testing set of the MNIST dataset, which is unseen by the
pre-trained generative model.

We compare our Algorithm 1 (denoted as PRFM) with the projected power method (denoted as PPower)
proposed in [51] and the Rifle method (e.g., denoted as Rifle20 when the cardinality parameter is
set to 20) proposed in [84].

To evaluate the performance of different algorithms, we employ the Cosine Similarity metric, which
is calculated as CosSim

(
v∗, ũ) = ũ⊤v∗. Here, v∗ is the target signal that is contained in the unit

sphere, and ũ denotes the normalized output vector of each algorithm. To mitigate the effect of local
minima, we perform 10 random restarts and select the best result from these restarts. The average
Cosine Similarity is calculated over the 10 test images and the 10 restarts. All experiments are carried
out using Python 3.10.6 and PyTorch 2.0.0, with an NVIDIA RTX 3060 Laptop 6GB GPU.

4.2 Results for GGEPs

Firstly, we adhere to the experimental setup employed in [8], where the underlying matrices A and
B are set to be A = 4v∗(v∗)⊤ + In and B = In respectively. We sample m data points following
N (0,A), and another m data points following N (0,B). The approximate matrices Â and B̂ are
constructed based on the sample covariances correspondingly. Specifically, we set

Â =
1

m

m∑
i=1

(2γiv
∗ + zi)(2γiv

∗ + zi)
⊤, B̂ =

1

m

m∑
i=1

wiw
⊤
i . (24)

Here, γi are independently and identically distributed (i.i.d.) realizations of the standard normal
distribution N (0, 1), zi are i.i.d. realizations of N (0, In), and wi are also i.i.d. realizations of
N (0, In). αi, zi, and wi are independently generated. The leading generalized eigenvector v∗ is
set to be the normalized version of the test image vector. Note that in this case, the generalized
eigenvalues are λ1 = 5 and λ2 = . . . = λn = 1. To ensure that the conditions in Eqs. (16) and (23)
are both satisfied, we set the step size η for PRFM to be η = 7

32 . The step size η′ for Rifle is set to
35/32 such that η′/ρt−1 ≈ 7/32 = η. For all the methods, the initialization vector u0 for is set to be
the normalized vector of all ones, namely u0 = [1, 1, . . . , 1]⊤/

√
n ∈ Rn, which naturally guarantees

that ν0 = u⊤
0 v

∗ > 0 since the image vectors in the MNIST dataset contain only non-negative entries.
For PPower, the input matrix set to be Â (ignoring the fact that B̂ is not exactly the identity matrix;
see [51, Algorithm 1]). We vary the number of measurements m in {100, 150, 200, 250, 300, 350}.

Figure 1(a) show the reconstructed images with different numbers of measurements. Additionally,
Figure 2(a) presents the quantitative comparison results based on the Cosine Similarity metric. From

4For the CelebA dataset, which is publicly accessible and widely used (containing face images of celebrities),
we point out the potential ethical problems in Appendix E.
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(a) Eq. (24) with m = 150 (b) Eq. (25) with m = 300

Figure 1: Reconstructed images of the MNIST dataset for (Â, B̂) generated from Eqs. (24) and (25).
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Figure 2: Quantitative results of the performance of the methods on MNIST.

these figures, we can see that when the number of measurements m is relatively small compared to the
ambient dimension n, sparsity-based methods Rifle20 and Rifle100 lead to poor reconstructions,
and PPower and PRFM can achieve reasonably good reconstructions. Moreover, PRFM generally yields
significantly better results than PPower. This is not surprising as PPower is not compatible with the
case where B̂ is not the identity matrix.

Next, we also investigate the case where

Â =
1

m

m∑
i=1

yigig
⊤
i , B̂ =

1

m

m∑
i=1

wiw
⊤
i , (25)

where gi ∈ Rn are independent standard Gaussian vectors and yi = (g⊤
i v

∗)2. The generation of Â
corresponds to the phase retrieval model. Other experimental settings remain the same as those in
the previous case where Â and B̂ are generated from Eq. (24). The corresponding numerical results
are presented in Figures 1(b) and 2(b). From these figures, we can see that PRFM also leads to best
reconstructions in this case.

5 Conclusion and Future Work

GEP encompasses numerous significant eigenvalue problems, motivating this paper’s examination
of GEP using generative priors, referred to as Generative GEP and GGEP for brevity. Specifically,
we assume that the desired signal lies within the range of a specific pre-trained Lipschitz generative
model. Unlike prior works that typically addressed high-dimensional settings through sparsity, the
generative prior enables the accurate characterization of more intricate signals. We have demonstrated
that the exact solver of GGEP attains the optimal statistical rate. Furthermore, we have devised a
computational method that converges linearly to a point achieving the optimal rate under appropriate
assumptions. Experimental results are provided to demonstrate the efficacy of our method.
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In the current work, for the sake of theoretical analysis, we adhere to the assumption made in prior
works like [77, 71, 51] that the projection onto the range of the generative model can be executed
accurately. However, in experiments, this projection step can only be approximated, consuming a
substantial portion of the running time of our proposed method. Developing highly efficient projection
methods with theoretical guarantees is of both theoretical and practical interest. Another intriguing
area for future research is to provide guarantees for estimating multiple generalized eigenvectors (or
the subspace they span) under generative modeling assumptions.
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A Instances of GGEPs

GEP encompasses a broad range of eigenvalue problems, and in the following, we specifically discuss
three noteworthy examples under generative priors.

• Generative Principle Component Analysis (GPCA). Given a data matrix Σ̂ that typically
represents the covariance matrix of m observed data points with n features, the goal of
PCA is to find a projection that maximizes variance. Under the generative prior, the
generative PCA (GPCA) problem can be formulated as follows (assuming that the range of
the generative model G is a subset of the unit sphere for simplicity)

max
u∈Rn

u⊤Σ̂u s.t. u ∈ R(G). (26)

This problem can be derived from the optimization problem for GGEP in Eq. (6) with
Â = Σ̂ and B̂ = In.

• Generative Fisher’s Discriminant Analysis (GFDA). Given m observations with n features
belonging to K different classes, Fisher’s discriminant analysis (FDA) aims to find a low-
dimensional projection that maps the observations to a lower-dimensional space, where the
between-class variance Σb is large while the within-class variance Σw is relatively small.
Let (Σ̂b, Σ̂w) be the empirical version of (Σb,Σw) constructed from the observations.
Under generative priors, the goal of generative FDA (GFDA) is to solve the following
optimization problem:

max
u∈Rn

u⊤Σ̂bu

u⊤Σ̂wu
s.t. u⊤Σ̂wu ̸= 0, u ∈ R(G), (27)

which can be derived from the optimization problem for GGEP in Eq. (6) with Â = Σ̂b and
B̂ = Σ̂w.

• Generative Canonical Correlation Analysis (GCCA). Given random vectors x,y ∈ Rp

and their realizations, let Σxx and Σyy be the corresponding covariance matrices, Σxy be
the cross-covariance matrix between x and y, and Σ̃xx, Σ̃yy, Σ̃xy be the empirical version
of Σxx,Σyy,Σxy, respectively. Then, canonical correlation analysis aims to solve the
following optimization problem:

max
ux,uy

u⊤
x Σ̃xyuy

s.t. u⊤
x Σ̃xxux = 1, u⊤

y Σ̃yyuy = 1. (28)

The optimization problem in Eq. (28) can be equivalently formulated as

max
u∈Rn

u⊤Âu

u⊤B̂u
s.t. u⊤B̂u ̸= 0, (29)

where

Â :=

[
0 Σ̃xy

Σ̃⊤
xy 0

]
, B̂ :=

[
Σ̃xx 0

0 Σ̃yy

]
, (30)

and u =

[
ux

uy

]
. Imposing the generative prior on u and adding the corresponding constraint

into Eq. (29) (leading to the optimization problem for GGEP in Eq. (6)), we derive generative
CCA (GCCA).

B Proof of Theorem 3.1 (Guarantees for Globally Optimal Solutions)

B.1 Auxiliary Lemmas for the Proof of Theorem 3.1

We present the following useful lemma, which shows that for any globally optimal solution û to
GGEP, we have û⊤B̂û > 0 under appropriate conditions.
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Lemma B.1. Suppose that Assumptions 2.1, 2.3, and 2.4 hold for the GEP and generative model
G. Let û be a globally optimal solution to Eq. (6) for GGEP. Then, for any δ ∈ (0, 1) satisfying
δ = O(m/n) and m = Ω

(
k log 4Lr

δ

)
, we have

û⊤B̂û > 0. (31)

Proof. For any u ∈ Sn−1, we have u⊤Bu ≥ λmin(B), where λmin(B) > 0 denotes the smallest
eigenvalue of the positive definite matrix B. Additionally, let M be a (δ/L)-net of Bk(r). From [87,
Lemma 5.2], we know that there exists such a net with

log |M | ≤ k log
4Lr

δ
. (32)

Since G is L-Lipschitz continuous, we have that M ′ := G(M) is a δ-net of R(G) = G(Bk
2 (r)).

Note that M ′ ⊆ R(G) ⊆ Sn−1. Since û ∈ R(G), there exists a w ∈ M ′ such that ∥û−w∥2 ≤ δ.
Then,

û⊤B̂û = (û−w +w)⊤B̂(û−w +w) (33)

= w⊤B̂w + (û−w)⊤B̂w +w⊤B̂(û−w) + (û−w)⊤B̂(û−w) (34)

= w⊤Bw +w⊤Fw + (û−w)⊤B̂w +w⊤B̂(û−w) + (û−w)⊤B̂(û−w). (35)

Since w ∈ M ′ is a unit vector, we have w⊤Bw ≥ λmin(B). Using Assumption 2.4 with S1 and S2

both set to M ′, we obtain |w⊤Fw| ≤ C

√
k log 4Lr

δ

m . Additionally, from Assumption 2.4, we have
the upper bound ∥B̂∥2→2 = ∥B+ F∥2→2 ≤ λmax(B) + C ′ n

m .

Therefore, we obtain that when m = Ω
(
k log 4Lr

δ

)
(with a sufficiently large implied positive constant)

and δ = O(mn ) (with a sufficiently small implied positive constant), it follows from (35) that5

û⊤B̂û ≥ λmin(B)− C

√
k log 4Lr

δ

m
− δ(2 + δ)

(
λmax(B) + C ′ n

m

)
> 0. (36)

B.2 Complete Proof of Theorem 3.1

First, since dim(span{v1,v2, . . . ,vn}) = n, we know that there exist coefficients gi such that the
unit vector û can be written as

û =

n∑
i=1

givi. (37)

Let d = 1/∥v1∥2. We have v∗ = dv1 = v1

∥v1∥2
∈ R(G). Additionally, we have the following:

(v∗)⊤Av∗

(v∗)⊤Bv∗ − û⊤Aû

û⊤Bû
= λ1 −

∑n
i=1 λig

2
i∑n

i=1 g
2
i

(38)

=

∑n
i=2(λ1 − λi)g

2
i∑n

i=1 g
2
i

(39)

≥
(λ1 − λ2)

∑n
i=2 g

2
i∑n

i=1 g
2
i

. (40)

Since v⊤
i Bvi = 1 and for i ̸= j, v⊤

i Bvj = 0, if letting ṽi = B1/2vi, we observe that ṽ1, . . . , ṽn

form an orthonormal basis of Rn. Then, if setting ũ = B1/2û =
∑n

i=1 giṽi, we have
n∑

i=1

g2i = ∥ũ∥22 =
∥∥∥B1/2û

∥∥∥2
2
≤ λmax(B). (41)

5Note that as mentioned in the footnote at the end of Remark 2.5, A and B are considered fixed matrices,
and for brevity, we omit the dependence on them for the relevant positive constants.
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Combining Eqs. (40) and (41), we obtain

(v∗)⊤Av∗

(v∗)⊤Bv∗ − û⊤Aû

û⊤Bû
≥

(λ1 − λ2)
∑n

i=2 g
2
i

λmax(B)
. (42)

In addition, we have

(v∗)⊤Av∗

(v∗)⊤Bv∗ − û⊤Aû

û⊤Bû
=

((v∗)⊤Av∗)(û⊤Bû)− (û⊤Aû)((v∗)⊤Bv∗)

((v∗)⊤Bv∗)(û⊤Bû)
, (43)

with (v∗)⊤Bv∗ = d2, û⊤Bû ≥ λmin(B), and the numerator ((v∗)⊤Av∗)(û⊤Bû) −
(û⊤Aû)((v∗)⊤Bv∗) satisfies

((v∗)⊤Av∗)(û⊤Bû)− (û⊤Aû)((v∗)⊤Bv∗)

= ((v∗)⊤(Â−E)v∗)(û⊤(B̂− F)û)− (û⊤(Â−E)û)((v∗)⊤(B̂− F)v∗) (44)

≤ ((v∗)⊤Ev∗)(û⊤Fû)− (û⊤Eû)((v∗)⊤Fv∗)

− ((v∗)⊤Âv∗)(û⊤Fû) + (û⊤Âû)((v∗)⊤Fv∗)

− ((v∗)⊤Ev∗)(û⊤B̂û) + (û⊤Eû)((v∗)⊤B̂v∗), (45)

where Eq. (45) follows from the conditions that û is an optimal solution to Eq. (6) and v∗ ∈ R(G)

(note that it follows from Lemma B.1 that û⊤B̂û > 0 and (v∗)⊤B̂v∗ > 0). Let M be a (δ/L)-net
of Bk(r). From [87, Lemma 5.2], we know that there exists such a net with

log |M | ≤ k log
4Lr

δ
. (46)

Note that since G is L-Lipschitz continuous, we have that G(M) is a δ-net of R(G) = G(Bk
2 (r)).

Then, we can write û as
û = (û− ū) + ū, (47)

where ū ∈ G(M) satisfies ∥û− ū∥2 ≤ δ. For the first term in the right-hand side of Eq. (45), we
have6

((v∗)⊤Ev∗)(û⊤Fû)− (û⊤Eû)((v∗)⊤Fv∗)

= ((v∗)⊤Ev∗)(û⊤Fû)− ((v∗)⊤Ev∗)((v∗)⊤Fv∗)

+ ((v∗)⊤Ev∗)((v∗)⊤Fv∗)− (û⊤Eû)((v∗)⊤Fv∗) (48)

= ((v∗)⊤Ev∗) · (û− v∗)⊤F(û+ v∗) + ((v∗)⊤Fv∗) · (û− v∗)⊤E(û+ v∗). (49)

From Assumption 2.4 and Eq. (46), we obtain

∣∣(v∗)⊤Ev∗∣∣ ≤ C

√
k log 4Lr

δ

m
. (50)

Additionally, we have∣∣(û− v∗)⊤F(û+ v∗)
∣∣ = ∣∣(û− ū+ ū− v∗)⊤F(û− ū+ ū+ v∗)

∣∣ (51)

≤
∣∣(û− ū)⊤F(û− ū)

∣∣+ ∣∣(û− ū)⊤F(ū+ v∗)
∣∣+ ∣∣(ū− v∗)⊤F(û− ū)

∣∣
+
∣∣(ū− v∗)⊤F(ū+ v∗)

∣∣ (52)

≤ C ′nδ

m
+
∣∣(ū− v∗)⊤F(ū+ v∗)

∣∣ (53)

≤ C ′nδ

m
+ C

√
k log 4Lr

δ

m
· ∥ū− v∗∥2 · ∥ū+ v∗∥2, (54)

6For brevity, throughout the following, we assume that both E and F are symmetric, and we make use of the
equality that for any s1, s2 ∈ Rn and any symmetric G ∈ Rn×n, sT1 Gs1 − sT2 Gs2 = (s1 + s2)

TG(s1 − s2).
For the case that E and F are asymmetric, we can easily obtain similar results using the equality that for any
s1, s2 ∈ Rn and any G ∈ Rn×n, sT1 Gs1 − sT2 Gs2 = 2

(
s1+s2

2

)T
G

(
s1−s2

2

)
+ 2

(
s1−s2

2

)T
G

(
s1+s2

2

)
.
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where we use ∥F∥2→2 = O(n/m) and δ ∈ (0, 1) in Eq. (53), and Eq. (54) follows from Assump-
tion 2.4 and Eq. (46). Therefore, combining Eqs. (50) and (54), we obtain that the first term in the
right-hand side of Eq. (49) can be upper bounded as follows:∣∣((v∗)⊤Ev∗) · (û− v∗)⊤F(û+ v∗)

∣∣
≤ C

√
k log 4Lr

δ

m

C ′nδ

m
+ C

√
k log 4Lr

δ

m
· ∥ū− v∗∥2 · ∥ū+ v∗∥2

 . (55)

We have a similar bound for the second term in the right-hand side of Eq. (49), which gives∣∣((v∗)⊤Ev∗)(û⊤Fû)− (û⊤Eû)((v∗)⊤Fv∗)
∣∣

≤ 2C

√
k log 4Lr

δ

m

C ′nδ

m
+ C

√
k log 4Lr

δ

m
· ∥ū− v∗∥2 · ∥ū+ v∗∥2

 . (56)

Moreover, for the second term in the right-hand side of Eq. (45), we have

(û⊤Âû)((v∗)⊤Fv∗)− ((v∗)⊤Âv∗)(û⊤Fû)

= (û⊤Âû)((v∗)⊤Fv∗)− ((v∗)⊤Âv∗)((v∗)⊤Fv∗) + ((v∗)⊤Âv∗)((v∗)⊤Fv∗ − û⊤Fû) (57)

= (û− v∗)⊤Â(û+ v∗) · ((v∗)⊤Fv∗) + ((v∗)⊤Âv∗) · (v∗ − û)⊤F(v∗ + û), (58)

where∣∣∣(û− v∗)⊤Â(û+ v∗)
∣∣∣ = ∣∣∣(û− ū+ ū− v∗)⊤Â(û− ū+ ū+ v∗)

∣∣∣ (59)

≤ C ′nδ

m
+
∣∣∣(ū− v∗)⊤Â(ū+ v∗)

∣∣∣ (60)

≤ C ′nδ

m
+ ∥A∥2→2 · ∥ū− v∗∥2 · ∥ū+ v∗∥2 + C

√
k log 4Lr

δ

m
· ∥ū− v∗∥2 · ∥ū+ v∗∥2 (61)

=
C ′nδ

m
+ C ′

1 · ∥ū− v∗∥2 · ∥ū+ v∗∥2, (62)

with C ′
1 denoting ∥A∥2→2 + C

√
k log 4Lr

δ

m . Similarly to Eq. (50), we have

∣∣(v∗)⊤Fv∗∣∣ ≤ C

√
k log 4Lr

δ

m
. (63)

In addition, we have ∣∣∣((v∗)⊤Âv∗)
∣∣∣ ≤ ∥A∥2→2 + C

√
k log 4Lr

δ

m
= C ′

1, (64)

and ∣∣(v∗ − û)⊤F(v∗ + û)
∣∣ = ∣∣(v∗ − ū+ ū− û)⊤F(v∗ + ū− ū+ û)

∣∣ (65)

≤
∣∣(v∗ − ū)⊤F(v∗ + ū)

∣∣+ C ′nδ

m
(66)

≤ C

√
k log 4Lr

δ

m
· ∥ū− v∗∥2 · ∥ū+ v∗∥2 +

C ′nδ

m
. (67)

Combining Eqs. (58), (62), (63), (64), (67), we obtain∣∣∣(û⊤Âû)((v∗)⊤Fv∗)− ((v∗)⊤Âv∗)(û⊤Fû)
∣∣∣

≤ 2C ′
1

C ′nδ

m
+ C

√
k log 4Lr

δ

m
· ∥ū− v∗∥2 · ∥ū+ v∗∥2

 . (68)
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Similarly, we have that the third term in the right-hand side of Eq. (45) can be bounded as∣∣∣(û⊤Eû)((v∗)⊤B̂v∗)− ((v∗)⊤Ev∗)(û⊤B̂û)
∣∣∣

≤ 2C ′
1

C ′nδ

m
+ C

√
k log 4Lr

δ

m
· ∥ū− v∗∥2 · ∥ū+ v∗∥2

 . (69)

Then, combining Eqs. (45), (56), (68), (69), and setting δ = O(m/n) with a sufficiently small
implied constant, we obtain∣∣((v∗)⊤Av∗)(û⊤Bû)− (û⊤Aû)((v∗)⊤Bv∗)

∣∣
≤ 5C ′

1

C ′nδ

m
+ C

√
k log 4Lr

δ

m
· ∥ū− v∗∥2 · ∥ū+ v∗∥2

 . (70)

Therefore, combining Eqs. (43) and (70), we obtain

(v∗)⊤Av∗

(v∗)⊤Bv∗ − û⊤Aû

û⊤Bû
≤

5C ′
1

(
C′nδ
m + C

√
k log 4Lr

δ

m · ∥ū− v∗∥2 · ∥ū+ v∗∥2
)

d2 · λmin(B)
. (71)

Combining Eqs. (42) and (71), we obtain

n∑
i=2

g2i ≤
5C ′

1 · λmax(B)

(
C′nδ
m + C

√
k log 4Lr

δ

m · ∥ū− v∗∥2 · ∥ū+ v∗∥2
)

d2(λ1 − λ2) · λmin(B)
. (72)

Furthermore, recall that we set ũ = B1/2û and ṽ1 = B1/2v1, which leads to∥∥∥∥∥∥ũ−

√√√√ n∑
i=1

g2i ṽ1

∥∥∥∥∥∥
2

2

= ∥ũ∥22 +
n∑

i=1

g2i − 2

√√√√ n∑
i=1

g2i ũ
⊤ṽ1 (73)

= 2

n∑
i=1

g2i − 2g1

√√√√ n∑
i=1

g2i (74)

≤ 2

n∑
i=2

g2i . (75)

On the other hand, we have∥∥∥∥∥∥ũ−

√√√√ n∑
i=1

g2i ṽ1

∥∥∥∥∥∥
2

2

=

∥∥∥∥∥∥B1/2

û−

√√√√ n∑
i=1

g2i v1

∥∥∥∥∥∥
2

2

≥ λmin(B)

∥∥∥∥∥∥û−

√√√√ n∑
i=1

g2i v1

∥∥∥∥∥∥
2

2

. (76)

Therefore, combining Eqs. (75) and (76), we obtain∥∥∥∥∥∥û−

√√√√ n∑
i=1

g2i v1

∥∥∥∥∥∥
2

2

≤
2
∑n

i=2 g
2
i

λmin(B)
. (77)

Note that by the property of projection, we have

∥∥û− (û⊤v∗)v∗∥∥2
2
≤

∥∥∥∥∥∥û−

√√√√ n∑
i=1

g2i v1

∥∥∥∥∥∥
2

2

. (78)

In addition, note that for any unit vectors x1,x2 ∈ Rn, if letting xT
1 x2 = cosα, we have

∥x1 − (x⊤
1 x2)x2∥22 = 1− cos2 α = (1− cosα)(1 + cosα) (79)

≥ 1

2
·min{2(1− cosα), 2(1 + cosα)} =

1

2
·min{∥x1 − x2∥22, ∥x1 + x2∥22}. (80)
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Therefore, we obtain

min
{
∥û− v∗∥22 , ∥û+ v∗∥22

}
≤ 2

∥∥û− (û⊤v∗)v∗∥∥2
2

(81)

≤
4
∑n

i=2 g
2
i

λmin(B)
. (82)

Therefore, combining Eqs. (72) and (82), we obtain

min
{
∥û− v∗∥22 , ∥û+ v∗∥22

}

≤
20C ′

1 · λmax(B)

(
C′nδ
m + C

√
k log 4Lr

δ

m · ∥ū− v∗∥2 · ∥ū+ v∗∥2
)

d2(λ1 − λ2) · λ2
min(B)

(83)

= C1 ·

C ′nδ

m
+ C

√
k log 4Lr

δ

m
· ∥ū− v∗∥2 · ∥ū+ v∗∥2

 , (84)

where C ′′
1 :=

20C′
1·λmax(B)

d2(λ1−λ2)·λ2
min(B)

. Without loss of generality, we assume that û⊤v̄ ≥ 0. For this case,
it follows from Eq. (84) that

∥û− v∗∥22 ≤ C ′′
1 ·

C ′nδ

m
+ 2C

√
k log 4Lr

δ

m
· ∥ū− v∗∥2

 (85)

≤ C ′′
1 ·

C ′nδ

m
+ 2C

√
k log 4Lr

δ

m
· (∥û− v∗∥2 + δ)

 . (86)

Then, if setting δ = O
(
(k log 4Lr

δ )/n
)

(such that nδ/m = O
(
(k log 4Lr

δ )/m
)
), we obtain

∥û− v∗∥2 ≤ C1 ·

√
k log 4Lr

δ

m
. (87)

Similarly, if assuming û⊤v̄ < 0, we obtain

∥û+ v∗∥2 ≤ C1 ·

√
k log 4Lr

δ

m
, (88)

which gives the desired result.

C Proof of Theorem 3.3 (Guarantees for Algorithm 1)

C.1 Auxiliary Lemmas for Theorem 3.3

Before presenting the proof for Theorem 3.3, we first provide some useful lemmas.
Lemma C.1. For any ρ ∈ (λ2, λ1] and any x =

∑n
i=1 fivi ∈ Rn, we have

(ρ− λ2)λmin(B)∥x∥22 − (λ1 − λ2)f
2
1 ≤ x⊤(ρB−A)x ≤ (ρ− λn)λmax(B)∥x∥22 − (λ1 − λn)f

2
1 .

(89)

Proof. Let x̃ = B1/2x =
∑n

i=1 fiṽi. We have ∥x̃∥22 =
∑n

i=1 f
2
i and

λmin(B)∥x∥22 ≤
n∑

i=1

f2
i = ∥x̃∥22 = ∥B1/2x∥22 ≤ λmax(B)∥x∥22. (90)

In addition, we have

x⊤(ρB−A)x =

n∑
i=1

f2
i (ρ− λi) (91)

=

n∑
i=2

(ρ− λi)f
2
i − (λ1 − ρ)f2

1 . (92)
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From Eq. (92), we obtain

x⊤(ρB−A)x ≥ (ρ− λ2)

n∑
i=2

f2
i − (λ1 − ρ)f2

1 (93)

= (ρ− λ2)

n∑
i=1

f2
i − (λ1 − λ2)f

2
1 (94)

≥ (ρ− λ2)λmin(B)∥x∥22 − (λ1 − λ2)f
2
1 . (95)

Similarly, we have

x⊤(ρB−A)x ≤ (ρ− λn)

n∑
i=2

f2
i − (λ1 − ρ)f2

1 (96)

= (ρ− λn)

n∑
i=1

f2
i − (λ1 − λn)f

2
1 (97)

≤ (ρ− λn)λmax(B)∥x∥22 − (λ1 − λn)f
2
1 . (98)

Lemma C.2. For any ρ ∈ (λ2, λ1] and any x =
∑n

i=1 fivi ∈ Rn, y =
∑n

i=1 givi ∈ Rn, if letting
τ1 = η(ρ− λ2)λmin(B) and τ2 = η(ρ− λn)λmax(B), we have

η⟨(ρB−A)x,y⟩ ≥ τ1 + τ2
2

x⊤y − (τ2 − τ1)(∥x∥22 + ∥y∥22)
4

− η(λ1 − λ2)f1g1. (99)

Proof. From Lemma C.1, we have

η⟨(ρB−A)x,y⟩ = η(x+ y)⊤(ρB−A)(x+ y)

4
− η(x− y)⊤(ρB−A)(x− y)

4
(100)

≥ τ1∥x+ y∥22
4

− η(λ1 − λ2)(f1 + g1)
2

4
− τ2∥x− y∥22

4
+

η(λ1 − λn)(f1 − g1)
2

4
(101)

= − (τ2 − τ1)(∥x∥22 + ∥y∥22)
4

+
(τ1 + τ2)

2
x⊤y − η(λ1 − λ2)(f1 + g1)

2

4
+

η(λ1 − λn)(f1 − g1)
2

4
(102)

= − (τ2 − τ1)(∥x∥22 + ∥y∥22)
4

+
(τ1 + τ2)

2
x⊤y − η(λ1 − λ2)f1g1 +

η(λ2 − λn)(f1 − g1)
2

4
(103)

≥ − (τ2 − τ1)(∥x∥22 + ∥y∥22)
4

+
(τ1 + τ2)

2
x⊤y − η(λ1 − λ2)f1g1. (104)

Lemma C.3. Suppose that x =
∑n

i=1 fivi satisfies ∥x∥2 = 1 and xTv1 = ν > 0. Let h =
x− v∗ = (f1 − d)v1 +

∑n
i=2 fivi. We have

(f1 − d)2 ≤
(
λmax(B)− (1 + ν)λmin(B)

2

)
∥h∥22. (105)

Proof. We have

(f1 − d)2 +
∑
i≥2

f2
i =

∥∥∥B1/2h
∥∥∥2
2
≤ λmax(B)∥h∥22. (106)

In addition, if letting ε = 1− x⊤v∗ = 1− ν, we have ε < 1 and

(1 + ν)∥h∥22
2

= (2− ε)ε = ε ≤ 2ε− ε2 = ∥x− (1− ε)v∗∥22 ≤ ∥x− α1v1∥22 ≤ 1

λmin

∑
i≥2

f2
i .

(107)
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Combining Eqs. (106) and (107), we obtain

(f1 − d)2 ≤
(
λmax(B)− (1 + ν)λmin(B)

2

)
∥h∥22. (108)

C.2 Complete Proof of Theorem 3.3

Let ht = ut − v∗ = ut − dv1 with d = 1/∥v1∥2, and ũt+1 = ut + η(Â − ρtB̂)ut. Then, since
ut+1 = PG(ũt+1) and v∗ ∈ R(G), we obtain

∥ũt+1 − ut+1∥22 ≤ ∥ũt+1 − v∗∥22, (109)
which gives

∥ht+1∥22 = ∥ut+1 − v∗∥22 ≤ 2⟨ũt+1 − v∗,ht+1⟩ (110)

= 2⟨ht − η(ρtB̂− Â)ut,ht+1⟩ (111)

= 2h⊤
t ht+1 − 2η⟨(λ1B−A)ut,ht+1⟩

+ 2η⟨(λ1B− ρtB̂+ (Â−A))ut,ht+1⟩ (112)

= 2h⊤
t ht+1 − 2η⟨(λ1B−A)ht,ht+1⟩

+ 2η⟨(λ1B− ρtB̂)ut,ht+1⟩+ 2η⟨(Â−A)ut,ht+1⟩ (113)

= 2h⊤
t ht+1 − 2η⟨(λ1B−A)ht,ht+1⟩

+ 2η⟨(λ1 − ρt)But,ht+1⟩+ 2η⟨ρt(B− B̂)ut,ht+1⟩+ 2η⟨(Â−A)ut,ht+1⟩. (114)
Let us bound the terms in the right-hand side of Eq. (114) separately.

• The term 2h⊤
t ht+1 − 2η⟨(λ1B−A)ut,ht+1⟩: If letting

ut =

n∑
i=1

αivi, ut+1 =

n∑
i=1

βivi, (115)

we obtain

ht = ut − dv1 = (α1 − d)v1 +

n∑
i=2

αivi, (116)

ht+1 = ut+1 − dv1 = (β1 − d)v1 +

n∑
i=2

βivi. (117)

Moreover, if letting γ1 = η(λ1 − λ2)λmin(B) and γ2 = η(λ1 − λn)λmax(B), from
Lemma C.2, we obtain
2h⊤

t ht+1 − 2η⟨(λ1B−A)ht,ht+1⟩ (118)

≤ (2− (γ1 + γ2))h
⊤
t ht+1 +

(γ2 − γ1)(∥ht∥22 + ∥ht+1∥22)
2

+ 2η(λ1 − λ2)(α1 − d)(β1 − d) (119)

≤ (2− (γ1 + γ2))h
⊤
t ht+1 +

(γ2 − γ1)(∥ht∥22 + ∥ht+1∥22)
2

+
2γ1∥ht∥2 · ∥ht+1∥2

λmin(B)

√
λmax(B)− (1 + νt)λmin(B)

2

√
λmax(B)− (1 + νt+1)λmin(B)

2
(120)

= (2− (γ1 + γ2))h
⊤
t ht+1 +

(γ2 − γ1)(∥ht∥22 + ∥ht+1∥22)
2

+ γ1
√

2κ(B)− (1 + νt)
√
2κ(B)− (1 + νt+1)∥ht∥2 · ∥ht+1∥2 (121)

≤ (2− (γ1 + γ2))h
⊤
t ht+1 +

1

2
(γ2 − γ1)(∥ht∥22 + ∥ht+1∥22)

+ γ1 (2κ(B)− (1 + ν0)) ∥ht∥2 · ∥ht+1∥2, (122)
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where we set νt := u⊤
t v

∗,7 κ(B) = λmax(B)/λmin(B), and Eq. (120) follows from
Lemma C.3.

• The term 2η⟨(λ1 − ρt)But,ht+1⟩: We have

λ1 − ρt = λ1 −
u⊤
t (A+E)ut

u⊤
t (B+ F)ut

(123)

=

∑n
i=2(λ1 − λi)α

2
i + u⊤

t (λ1F−E)ut∑n
i=1 α

2
i + u⊤

t Fut
. (124)

Note that from the calculations in Lemma C.3 (cf. Eq. (106)), we know∑
i≥2

α2
i ≤ λmax(B)∥ht∥22. (125)

In addition, we have

1 = ∥ut∥22 =
∥∥∥B−1/2B1/2ut

∥∥∥2
2
≤ λ2

max

(
B−1/2

)∥∥∥B1/2ut

∥∥∥2
2
=

1

λmin(B)

n∑
i=1

α2
i ,

(126)

which gives
n∑

i=1

α2
i ≥ λmin(B). (127)

Similarly to Eq. (47), we know that ut can be written as

ut = ut − ūt + ūt, (128)

where ūt ∈ G(M) satisfies the condition that ∥ut − ūt∥2 ≤ δ. Then, we have∣∣u⊤
t Fut

∣∣ = ∣∣(ut − ūt + ūt)
⊤F(ut − ūt + ūt)

∣∣ (129)

≤ C ′nδ

m
+
∣∣ū⊤

t Fūt

∣∣ (130)

≤ C ′nδ

m
+ C

√
k log 4Lr

δ

m
(131)

≤ C

√
k log 4Lr

δ

m
, (132)

where Eq. (132) follows from the condition that δ = O
((
k log 4Lr

δ

)
/m
)
. Similarly, we can

obtain that ∣∣u⊤
t (λ1F−E)ut

∣∣ ≤ C(|λ1|+ 1)

√
k log 4Lr

δ

m
. (133)

Combining Eqs. (124), (125), (127), (132), and (133), we obtain

λ1 − ρt ≤
(λ1 − λn)λmax(B)∥ht∥22 + C(|λ1|+ 1)

√
k log 4Lr

δ

m

λmin(B)− C

√
k log 4Lr

δ

m

(134)

≤
3(λ1 − λn)λmax(B)∥ht∥22 + 3C(|λ1|+ 1)

√
k log 4Lr

δ

m

2λmin(B)
. (135)

7By proof of induction, using the same proof strategy to follow, we can show that the sequence {νt}t≥0 is
monotonically non-decreasing. We omit the details for brevity.
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Therefore,

2η|⟨(λ1 − ρt)But,ht+1⟩| ≤ 2η(λ1 − ρt)λmax(B)∥ht+1∥2 (136)

≤ 2ηλmax(B)∥ht+1∥2 ·
3(λ1 − λ2)λmax(B)∥ht∥22 + 3C(|λ1|+ 1)

√
k log 4Lr

δ

m

2λmin(B)
(137)

= 3ηκ(B)∥ht+1∥2 ·

(λ1 − λn)λmax(B)∥ht∥22 + C(|λ1|+ 1)

√
k log 4Lr

δ

m

 (138)

≤ 3κ(B)∥ht+1∥2 ·

γ2∥h0∥2 · ∥ht∥2 + Cη(|λ1|+ 1)

√
k log 4Lr

δ

m

 (139)

=≤ 3κ(B)∥ht+1∥2 ·

γ2
√
2(1− ν0) · ∥ht∥2 + Cη(|λ1|+ 1)

√
k log 4Lr

δ

m

 , (140)

where Eq. (139) follows from the setting that γ2 = η(λ1 − λn)λmax(B).

• The term 2ηρt⟨(B− B̂)ut,ht+1⟩: We have

|⟨Fut,ht+1⟩| = |⟨F(ut − ūt + ūt),ut+1 − ūt+1 + ūt+1 − v∗⟩| (141)

≤ C ′nδ

m
+ |⟨Fūt, ūt+1 − v∗⟩| (142)

≤ C ′nδ

m
+ C

√
k log 4Lr

δ

m
· ∥ūt+1 − v∗∥2 (143)

≤ C ′nδ

m
+ C

√
k log 4Lr

δ

m
· (∥ht+1∥2 + δ). (144)

Therefore, we obtain

∣∣∣2ηρt⟨(B− B̂)ut,ht+1⟩
∣∣∣ ≤ 2ηλ1 ·

C ′nδ

m
+ C

√
k log 4Lr

δ

m
· (∥ht+1∥2 + δ)

 . (145)

• The term 2η⟨(Â−A)ut,ht+1⟩: Similarly to Eq. (145), we obtain

∣∣∣2η⟨(Â−A)ut,ht+1⟩
∣∣∣ ≤ 2η ·

C ′nδ

m
+ C

√
k log 4Lr

δ

m
· (∥ht+1∥2 + δ)

 . (146)

Combining Eqs. (114), (122), (140), (145), and (146), we obtain

∥ht+1∥22 ≤ (2− (γ1 + γ2))h
⊤
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·
(
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√
k log 4Lr
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 . (147)
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Then, if letting

c0 =
γ2 − γ1

2
, (148)

b0 = (2− (γ1 + γ2)) + γ1(2κ(B)− (1 + ν0)) + 3γ2κ(B)
√

2(1− ν0), (149)

we obtain
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which leads to
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(152)

Then, if δ > 0 satisfies the condition that δ = O
((
k log 4Lr

δ

)
/n
)
, we obtain

∥ht+1∥2 ≤
b0 +

√
(1− c0)c0

1− c0
· ∥ht∥2 + C2

√
k log 4Lr

δ

m
, (153)

where C2 is a positive constant obtained from to Eq. (152), depending on A,B, and η. This completes
the proof.

D Additional Experiments for MNIST

In this section, we perform the experiments for the case that B̂ in Eq. (24) is modified by wi ∼
N (0,Diag(2, 1, . . . , 1)) (other settings of the experiments remain unchanged), and thus B = E[B̂] =
Diag(2, 1, . . . , 1) and κ(B) = λmax(B)/λmin(B) = 2. The quantitative results are shown in the
following table, from which we observe that our PRFM method also performs well in this case.

m Rifle20 Rifle100 PPower PRFM
100 0.17± 0.02 0.27± 0.01 0.75± 0.03 0.80± 0.02
200 0.28± 0.01 0.43± 0.01 0.78± 0.01 0.86± 0.02
300 0.32± 0.01 0.50± 0.01 0.79± 0.01 0.91± 0.01

E Experimental Results for CelebA

The CelebA dataset contains over 200,000 face images of celebrities. Each input image is cropped
for the deep convolutional generative adversarial networks (DCGAN) model with a latent dimension
of k = 100.8 Among 5 random restarts, we choose the best estimate. For the projection operator, the
Adam optimizer is utilized with 100 steps and a learning rate of 0.1.

Similar to MNIST, we also consider two cases where (Â, B̂) is generated from Eqs. (24) and (25).
The experimental results are presented in Figures 3 and 4.
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(a) Eq. (24) with m = 2000 (b) Eq. (25) with m = 4000

Figure 3: Reconstructed images of the CelebA dataset for (Â, B̂) generated from Eqs. (24) and (25).
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Figure 4: Quantitative results of the performance of the methods on CelebA.

While the CelebA dataset is publicly accessible and widely used, we would like to point out the
potential for issues such as ethnic-group switching during face-image reconstruction.

• Bias and Stereotyping: If a generative model trained on the CelebA dataset exhibits ethnic-
group switching during reconstruction, it could reinforce harmful stereotypes. For example,
if certain facial features are associated with a particular ethnicity in an inaccurate or unfair
way, it can lead to the misrepresentation and marginalization of that ethnic group. This can
also affect how society perceives different ethnicities, potentially leading to discrimination
in areas such as employment, housing, and social interactions.

• Invasion of Privacy and Consent: In the context of more sensitive data, if a generative
model can manipulate or change aspects of an individual’s appearance in a way that they
did not consent to, it is a serious invasion of privacy. For example, if a model is used to
generate images of someone in a different ethnic guise without their permission, it can cause
emotional distress and harm to their self-identity. The use of such models on data where the
individuals have not given proper consent for this type of manipulation can lead to legal and
ethical dilemmas.

• Social and Cultural Impact: Changing the ethnicity of a face in an image can have significant
social and cultural implications. It can undermine the cultural identity of individuals and
communities. For instance, if a model is used to "erase" or change the ethnic features of a
cultural icon in an image, it can be seen as an act of cultural appropriation or disrespect. It
can also affect the way cultural heritage is represented and passed down, as the authenticity
of images related to a particular culture may be compromised by unethical generative model
manipulations.

8We follow the PyTorch DCGAN tutorial in https://pytorch.org/tutorials/beginner/dcgan_
faces_tutorial.html?highlight=dcgan to pre-train the model.
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Guidelines:
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
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