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Abstract001

Large language models accumulate extensive002
parametric knowledge through pre-training.003
However, knowledge conflicts occur when out-004
dated or incorrect parametric knowledge con-005
flicts with external knowledge in the context.006
Existing methods address knowledge conflicts007
through contrastive decoding, but in conflict-008
free scenarios, static approaches disrupt output009
distribution. Other dynamic decoding meth-010
ods attempt to measure the degree of conflict011
but still struggle with complex real-world sit-012
uations. In this paper, we propose a two-stage013
decoding method called Dynamic Cognitive014
Reconciliation Decoding (DCRD), to predict and015
mitigate context-memory conflicts. DCRD first016
analyzes the attention map to assess context017
fidelity and predict potential conflicts. Based018
on this prediction, the input is directed to one019
of two decoding paths: (1) greedy decoding,020
or (2) context fidelity-based dynamic decoding.021
This design enables DCRD to handle conflicts022
efficiently while maintaining high accuracy023
and decoding efficiency in conflict-free cases.024
Additionally, to simulate scenarios with fre-025
quent knowledge updates, we constructed Con-026
flictQA, a knowledge conflict QA benchmark.027
Experiments on four LLMs across six QA028
datasets show that DCRD outperforms all base-029
lines, achieving state-of-the-art performance.030

1 Introduction031

Large language models (LLMs) assimilate exten-032

sive textual knowledge during pre-training (Rad-033

ford and Narasimhan, 2018; Kenton and Toutanova,034

2019; Soldaini et al., 2024), demonstrating ex-035

ceptional performance in knowledge-intensive036

tasks (Jiang et al., 2024; Zhang et al., 2023). De-037

spite this, LLMs still face challenges, including038

real-time knowledge updates (Wang et al., 2024a),039

learning rare facts, and handling dynamic informa-040

tion (Chen et al., 2022; Wang et al., 2023). To ad-041

dress these, researchers have introduced Retrieval-042

Augmented Generation (RAG) techniques (Lewis043
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Figure 1: In conflict scenarios, context-aware decoding
enhances reasoning by amplifying distribution differ-
ences; In conflict-free scenarios, it lead to incorrect
answers due to excessive interference with the output
distribution. ⊖ represents context-aware decoding.

et al., 2020; Sun et al., 2024; Yoran et al., 2024; 044

Xu et al., 2024a), which combine the model’s inter- 045

nal knowledge with external information retrieved 046

from external sources. Although RAG methods 047

show great promise, effectively managing conflicts 048

when LLMs encounter contradictory information 049

from different sources remains a challenge (Hou 050

et al., 2024; Su et al., 2024). When the retrieved 051

information conflicts with the model’s parametric 052

memory, a context-memory conflict occurs. In such 053

instances, the model tends to overly rely on its in- 054

ternal knowledge, thereby undermining the fidelity 055

of external information (Jin et al., 2024). 056

Recently, various methods have been pro- 057

posed to mitigate knowledge conflicts. Some fo- 058

cus on fine-tuning models to address these con- 059

flicts (Gekhman et al., 2023; Neeman et al., 2023), 060

but their applicability is limited and they often 061

compromise the model’s general capabilities. An- 062

other approach involves decoding strategies, such 063

as Context-Aware Decoding (CAD) (Shi et al., 064

2024), which amplifies the distinction in output 065

probabilities between using and not using context, 066
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thereby encouraging the LLM to focus more on the067

context during generation, as shown in Figure 1.068

However, in real-world scenarios, conflicts arise069

only in a subset of inputs. In most low-conflict070

cases, over-intervention of output distribution can071

introduce bias, resulting in performance degrada-072

tion. This phenomenon is consistent with cognitive073

dissonance theory (Harmon-Jones and Mills, 1999;074

Bem, 1967; Harmon-Jones and Mills, 2019): when075

external information aligns with prior knowledge,076

the brain naturally accepts it. However, forcibly077

correcting non-conflicting information may lead to078

inconsistencies or errors. This raises a critical ques-079

tion: Can we achieve cognitive reconciliation in080

complex context-memory conflict scenarios?081

To this end, we introduce a novel method082

called DCRD: Dynamic Cognitive Reconciliation083

Decoding. DCRD aims to mitigate cognitive dis-084

sonance in context-memory conflicts through im-085

provements in two dimensions: (1) Prior to decod-086

ing, we introduce a conflict predictor that directs087

conflicting and non-conflicting information along088

separate decoding paths. By capturing the attention089

relationships between the newly generated tokens090

and the context tokens, we measure contextual fi-091

delity, using this as the foundation for conflict clas-092

sification. (2) During decoding, DCRD responds093

quickly with regular decoding for low-conflict in-094

formation, while dynamically adjusting the decod-095

ing process based on contextual fidelity for high-096

conflict information. In this process, higher con-097

textual fidelity signals lower conflict, warranting098

reduced intervention, while lower fidelity signals099

higher conflict, requiring increased intervention.100

We extensively evaluated DCRD on knowledge101

conflict question-answering datasets: Counter-102

facts (Longpre et al., 2021) and NQ-Swap (Longpre103

et al., 2021), as well as general question-answering104

datasets: Natural Questions (NQ) (Kwiatkowski105

et al., 2019), TriviaQA(Joshi et al., 2017) and106

SQuAD (Rajpurkar et al., 2016). Additionally,107

we have developed a new benchmark, Conflic-108

tQA, employing a generative approach to simu-109

late real-world knowledge conflicts. The bench-110

mark contains 4,466 instances, both conflicting111

and non-conflicting, along with their respective112

knowledge sources, and we conducted thorough113

analysis and evaluation on it. We evaluated DCRD114

on several open-source LLMs, including Llama2-115

7b (Touvron et al., 2023), Llama2-13b (Touvron116

et al., 2023), Llama3-8b (Dubey et al., 2024), and117

Mistral-7b (Jiang et al., 2023). The experimental118

results show that DCRD outperforms other decoding 119

methods across all datasets, achieving state-of-the- 120

art performance. 121

Our work makes the following contributions: 122

• We propose DCRD, a method designed to alle- 123

viate context-memory conflicts. DCRD predicts 124

conflicts and routes the information into two 125

decoding paths: (1) regular decoding, and (2) 126

dynamic contrastive decoding, which adap- 127

tively enhances intervention for conflicting 128

information and reduces intervention for low- 129

conflict information. 130

• We present ConflictQA, a knowledge conflict 131

benchmark that simulates real-world scenar- 132

ios, containing 4,466 conflict and non-conflict 133

instances along with their knowledge sources. 134

• We conducted extensive experiments and 135

analysis across various LLMs and multiple 136

datasets. The results demonstrate that DCRD 137

outperforms previous decoding approaches 138

in both high-conflict and general scenarios, 139

achieving state-of-the-art performance. 140

2 Related Work 141

Knowledge Conflicts. Current research classifies 142

knowledge conflicts into three categories: intra- 143

memory, context-memory, and inter-context (Xu 144

et al., 2024b). Our research focuses on context- 145

memory conflicts, particularly in the context of 146

retrieval-augmented generation (Wu et al., 2024). 147

We aim to ensure that the model generates re- 148

sponses based on the current context, rather than 149

relying on outdated or erroneous parametric knowl- 150

edge. In existing research on mitigating context- 151

memory conflicts, prompting-based methods (Zhou 152

et al., 2023; Peng et al., 2023) heavily depend on 153

prompt design, whereas fine-tuning-based meth- 154

ods (Li et al., 2023a; Gekhman et al., 2023; Xue 155

et al., 2023) are task-specific, restricting their gen- 156

eralizability and resulting in significant computa- 157

tional overhead. In contrast, our approach em- 158

ploys classification and decoding strategies to guide 159

model generation during inference, effectively mit- 160

igating knowledge conflicts without extra fine- 161

tuning or prompt dependency. 162

Contrastive Decoding. Currently, many studies 163

focus on contrastive learning methods (Robinson 164

et al., 2021; Khosla et al., 2020) to guide mod- 165

els towards specific output preferences (Li et al., 166

2023b; O’Brien and Lewis, 2023). Context-aware 167

decoding (CAD) (Shi et al., 2024) leverages a con- 168
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Figure 2: Overview of DCRD, a two-stage dynamic decoding method designed to mitigate context-memory conflicts,
including Conflict Prediction Based on Attention Maps and Cognitive Reconciliation Decoding. We employ a
dynamic routing approach, where conflict-free inputs are directed to the greedy decoding path (B), while conflicting
inputs are routed to the dynamic contrastive decoding path (A) based on conflict prediction results.

trastive output distribution that amplifies the dis-169

parity in output probabilities when the model is170

used with and without context, thereby significantly171

improving the model’s faithfulness to the context.172

COIECD (Yuan et al., 2024) identifies knowledge173

conflicts by measuring changes in distribution en-174

tropy at the token level and controls the decoding175

process based on whether the current token con-176

flicts. ADACAD (Wang et al., 2024b) computes the177

Jensen-Shannon divergence between output distri-178

butions with and without context, then dynamically179

tunes hyperparameters. These methods introduce180

unintended perturbations to token distributions and181

rely on a simplistic conflict modeling approach, re-182

ducing their effectiveness in real-world contexts.183

To address this, our approach leverages attention184

maps to represent conflicting and non-conflicting185

contexts, predicts knowledge conflicts at the sen-186

tence level, and dynamically adjusts the contrastive187

decoding strategy based on conflict severity.188

3 Methodology189

Cognitive dissonance theory (Harmon-Jones and190

Mills, 2019) posits that when conflict-free infor-191

mation undergoes unnecessary corrective pro-192

cesses, it may induce cognitive dissonance, lead- 193

ing to inconsistent or erroneous outputs. In- 194

spired by this, we propose DCRD, which first pre- 195

dicts the occurrence of context-memory conflicts. 196

Based on this prediction, DCRD employs a dynamic 197

routing strategy: for conflict-free inputs, it follows 198

the default decoding path, while for inputs with 199

higher conflict, it adjusts the output by dynami- 200

cally increasing attention to the context. As shown 201

in Figure 2, our method consists of two modules: 202

Conflict Prediction Based on Attention Maps 203

and Cognitive Reconciliation Decoding. 204

3.1 Conflict Prediction with Attention Maps 205

We assume that when an LLM relies more on con- 206

text during generation, conflicts are less likely; if 207

it strays from the context, conflicts are more likely. 208

Based on this assumption, we frame the prediction 209

of context-memory conflicts as a binary classifica- 210

tion problem and introduce contextual fidelity as 211

a key feature for classification, which is extracted 212

from the attention maps produced by LLMs dur- 213

ing input processing. Specifically, a GPT-based 214

LLM consists of L Transformer layers, each with 215

N parallel attention heads to capture the relation- 216

ships between positions. During text generation, 217
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the attention weights indicate the current token’s218

reliance on the context. The attention weight αi of219

the i-th key Ki for the query Q is defined as:220

αi =
exp

(
QKT

i√
dk

)
∑n

j=1 exp

(
QKT

j√
dk

) (1)221

Given the context C = [c1, c2, . . . , cN ] as the222

model input and the output sequence O =223

[o1, o2, . . . , oT ], the attention weights for each at-224

tention head can be expressed as follows:225

αh
c =

1

N

N∑
i=1

αh
i , αh

o =
1

T

N+T∑
i=N+1

αh
i (2)226

where αh
c and αh

o denote the average attention227

weights for the context and output, respectively,228

for the h-th attention head.229

To capture the model’s reliance on context when230

generating new sequences, we define the contextual231

fidelity score Sl,h as follows:232

Sl,h =
αl,h

o

αl,h
c +αl,h

o
(3)233

We train a single-layer MLP as classifier, using234

the aggregated contextual fidelity scores from L235

Transformer layers and H attention heads as input,236

to predict the conflict result ŷ:237

ŷ = classifier (flatten(Sl,h)) (4)238

In the subsequent decoding process, ŷ will act as239

the routing criterion, guiding the input toward dif-240

ferent decoding strategies according to the level of241

conflict, thereby alleviating the negative impact of242

knowledge conflicts on the output distribution. See243

more details in Appendix A.4244

3.2 Cognitive Reconciliation Decoding245

To mitigate context-memory conflicts, we employ246

dynamic contrastive decoding to guide the model’s247

output. Specifically, given the context c, the ques-248

tion x, and the output y<t, we define:249

p1(yt) = pθ(yt|x,y<t) (5)250

p2(yt) = pθ(yt|x, c,y<t) (6)251

where p1 represents the output distribution based252

exclusively on the model’s parameters, while p2253

integrates contextual information. The purpose of254

contrastive decoding is to amplify the difference 255

between p1 and p2, thereby enhancing the influence 256

of contextual knowledge and diminishing reliance 257

on the model’s inherent memory. 258

CAD (Shi et al., 2024) relies on a fixed hy- 259

perparameter α to balance the contrast between 260

the model’s parametric knowledge and contextual 261

knowledge. However, this fixed approach struggles 262

to dynamically handle varying levels of conflict. 263

To address this, our method adaptively adjusts α 264

for each token, depending on contextual fidelity: 265

αadj = α · 1

1 + λŝ
(7) 266

where ŝ represents the normalized context fidelity, 267

and λ is a hyperparameter that controls the sensi- 268

tivity between context fidelity and α. 269

Our method introduces a dynamic adaptation 270

mechanism that facilitates fine-grained conflict mit- 271

igation at the token level, effectively mitigating 272

conflicts of varying severity between contextual in- 273

formation and parametric knowledge. The dynamic 274

contrastive decoding can be defined as: 275

p3(yt) = softmax
[ (

1 + αadj
)
· pθ (yt|c,x,y<t)

− αadj · pθ (yt|x,y<t)
]

(8)
276

Notably, we integrate a routing mechanism into 277

our decoding strategy. Using the conflict prediction 278

ŷ from Section 3.1, we classify decoding paths into 279

two types: greedy decoding (GD) for conflict-free 280

inputs and dynamic contrastive decoding (DCD) 281

for conflicting inputs. Given the context c, the 282

question q, and the conflict prediction result ŷ, the 283

routing process to generate the answer a can be 284

defined as: 285

answer =

{
DCD(q, c), if ŷ is true
GD(q, c), if ŷ is false

(9) 286

Our method achieves cognitive reconciliation in 287

two dimensions: (1) minimizing the interference 288

of contrastive decoding on conflict-free inputs, and 289

(2) dynamically balancing the output distributions 290

of contextual and parametric knowledge. These 291

strategies effectively improve both the accuracy 292

and the stability of the decoding. 293

3.3 ConflictQA Benchmark 294

Currently, many studies on mitigating context- 295

memory conflicts predominantly rely on summa- 296

rization datasets for evaluation, such as CNN- 297

DM (See et al., 2017), XSUM (Narayan et al., 298
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2018). To evaluate these methods more efficiently299

and comprehensively in scenarios closer to real-300

world scenarios, especially in question-answering301

scenarios where knowledge is frequently updated302

and model updates are delayed, we have developed303

a knowledge conflict question-answering dataset.304

Extracting Knowledge. Our contextual knowl-305

edge is derived from Wikidata (Vrandečić and306

Krötzsch, 2014), a comprehensive and high-quality307

knowledge base. Structured knowledge in a knowl-308

edge base can be represented as triples (s, r, o),309

where s is the subject, r is the relation, and o is the310

object. Given a specific question q, we retrieve the311

relevant subgraph Gsub = {(si, ri, oi)}Ni=1} from312

the knowledge base.313

Conflict Knowledge Construction. To create314

knowledge conflicts, we modify a triple (s, r, o)315

containing the answer in the subgraph Gsub to316

(s, r, o′), where o′ is an entity that is semantically317

similar to o and shares the same type, resulting in a318

new subgraph G′
sub.319

Context Generation. Unlike methods based on320

entity replacement (Longpre et al., 2021), we lever-321

age LLMs to generate context that is more linguisti-322

cally coherent and rich in background information.323

Given an original sample {q,Gsub, a} and its mod-324

ified counterpart {q,G′
sub, a

′}, we insert them into325

the prompt template and input them into LLMs326

to generate the conflict-free context cnon and the327

conflict context cconf.328

Quality Control. To ensure the quality of the329

data, we perform a thorough review throughout330

the dataset construction process. First, we filter331

out questions with no answer or more than three332

answers. In conflict knowledge construction, we333

further validate the generated conflicts, ensuring334

that the conflicting entities are of the same type335

as the original answer but contain contradictory336

content. In context generation, we match the gener-337

ated results with the subgraph to ensure that each338

piece of knowledge is accurately integrated into the339

context. See more details in Appendix A.3.340

4 Experiments341

4.1 Experimental Setup342

Datasets. We conducted extensive evaluations343

of DCRD using both standard question-answering344

datasets: Natural Questions (NQ) (Kwiatkowski345

et al., 2019), TriviaQA (Joshi et al., 2017) and346

SQuAD (Rajpurkar et al., 2016), as well as knowl- 347

edge conflict question-answering datasets: Counter- 348

facts (Longpre et al., 2021) and NQ-Swap (Long- 349

pre et al., 2021). Additionally, as described in 350

Section 3.3 we have developed a new benchmark, 351

ConflictQA, employing a generative approach to 352

simulate real-world knowledge conflicts. Further 353

dataset details are provided in Appendix A.1. 354

LLM & Baselines. We conducted experiments 355

on four open-source LLMs, including Llama2- 356

7b (Touvron et al., 2023), Llama2-13b (Touvron 357

et al., 2023), Llama3-8b (Dubey et al., 2024), and 358

Mistral-7b (Jiang et al., 2023). And we consider 359

four decoding strategies as baselines, including: 360

Context-aware decoding (CAD) (Shi et al., 2024), 361

COIECD (Yuan et al., 2024) and ADACAD (Wang 362

et al., 2024b). Greedy decoding is the standard 363

decoding strategy. CAD mitigates knowledge con- 364

flicts by comparing the output distributions with 365

and without context, thereby controlling the de- 366

coding process. COIECD and ADACAD are two 367

dynamic decoding strategies. COIECD adjusts the 368

decoding process by imposing constraints based 369

on the entropy of contextual information, while 370

ADACAD regulates the process by calculating the 371

Jensen-Shannon Divergence between the output 372

distributions with and without context. The details 373

of each baseline are described in Appendix A.2. 374

Implementation Details. To ensure a fair com- 375

parison, we standardized the sampling hyperparam- 376

eters across DCRD and all baseline methods, using 377

the simplest zero-shot prompt template. For CAD, 378

we set α = 1; for COIECD, we set λ and α to 0.25 379

and 1, respectively; for DCRD, we set both λ and α 380

to 1. More details can be seen in Appendix A.4. 381

Evaluation Metrics. Traditional exact match 382

(EM) methods are increasingly insufficient for com- 383

plex context-based question answering tasks. To 384

provide a more comprehensive evaluation, we de- 385

veloped an automated evaluation framework, de- 386

signed a prompt-based evaluation template, and 387

employed GPT-4o1 to evaluate the answers. De- 388

tails are provided in Appendix A.5. 389

4.2 Main Results 390

Results on Knowledge Conflict QA benchmark. 391

We conducted experiments on Counterfacts and 392

NQ-Swap, simulating high-conflict contextual envi- 393

ronments, to evaluate the handling capacity of DCRD 394

1GPT-4o is from https://openai.com/
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General QA Knowledge Conflict QA Our Benchmark
Model Decoding

NQ SQUAD TriviaQA NQ-Swap Counterfacts ConflictKG
Avg.

Llama2-7B

Greedy 51.9 71.6 81.4 36.5 33.8 66.0 56.9
CAD 50.3 -1.6 67.7 -3.9 58.5-22.9 47.511.0 47.413.6 77.511.5 58.2 -1.3

COIECD 59.98.0 76.04.4 77.8 -3.6 48.912.4 48.414.6 75.99.9 64.55.6

ADACAD 65.413.5 74.63.0 82.30.9 46.19.6 44.310.5 72.06.0 64.15.2

DCRD (Ours) 68.416.5 83.211.6 83.92.5 54.217.7 57.423.6 81.115.1 71.414.5

Llama2-13B

Greedy 64.3 73.9 86.1 36.4 53.0 73.7 64.6
CAD 51.3-13.0 72.7 -1.2 48.9-37.2 53.917.5 62.39.3 80.16.4 61.5 -3.1

COIECD 68.64.3 78.95.0 85.8 -0.3 54.017.6 56.83.8 76.83.1 70.25.6

ADACAD 68.23.9 76.52.6 85.7 -0.4 62.626.2 62.59.5 77.43.7 72.27.6

DCRD (Ours) 71.47.1 79.5 5.6 86.10.0 65.529.1 65.212.2 86.012.3 75.611.0

Llama3-8B

Greedy 67.4 87.2 88.6 47.2 48.1 67.9 67.7
CAD 51.0-16.4 72.6-14.6 55.8-32.8 56.08.8 57.69.5 68.4 -4.7 60.2 -7.5

COIECD 68.41.0 86.9 -0.3 87.5 -1.1 52.14.9 52.14.0 70.32.4 69.92.2

ADACAD 65.2 -2.2 87.1 -0.1 86.3 -2.3 58.311.1 59.010.9 77.59.6 71.03.3

DCRD (Ours) 73.46.0 88.91.7 88.0 -0.6 65.318.1 67.319.2 79.511.6 77.19.4

Mistral-7B

Greedy 58.8 67.5 75.3 45.6 41.6 66.2 59.2
CAD 52.6 -6.2 25.2-42.3 23.3-52.0 48.12.5 45.84.2 36.3-29.9 38.6-20.6

COIECD 59.10.3 48.1-19.4 58.6-16.7 56.010.4 54.012.4 69.12.9 57.5 -1.7

ADACAD 58.1 -0.7 75.27.7 74.7 -0.6 51.76.1 49.88.2 67.41.2 62.8 3.6

DCRD (Ours) 60.92.1 69.11.6 77.62.3 58.312.7 57.916.3 72.66.4 66.16.9

Table 1: Conflict mitigation performance on general QA datasets, knowledge conflict QA datasets, and ConflictQA.
DCRD outperforms all baselines. Greedy represents greedy decoding. The number in the subscript indicates the
difference in greedy decoding compared to the baseline.

for high-conflict information. The results, shown395

in Table 1, demonstrate that DCRD consistently out-396

performs greedy decoding, CAD, COIECD, and397

ADACAD. For example, on NQ-Swap, DCRD out-398

performs the baseline greedy decoding by 17.7%,399

29.1%, 12.7%, and 18.1% on Llama2-7b, Llama2-400

13b, Llama3-8b, and Mistral-7b, respectively. It401

also exceeds the baseline CAD by 6.7%, 11.6%,402

10.2%, and 9.3%, respectively. In scenarios with403

frequent knowledge conflicts, DCRD achieves sig-404

nificant improvements. This highlights the effec-405

tiveness of our dynamic decoding strategy, which406

adjusts intervention strength based on the level of407

conflict, thereby enhancing the model’s ability to408

manage complex conflict scenarios.409

Results on General QA benchmark. We con-410

ducted experiments on NQ, SQuAD and TriviaQA,411

simulating low-conflict contexts, to evaluate the412

handling capacity of DCRD for low-conflict informa-413

tion. The results, presented in Table 1, show that414

DCRD consistently outperforms all baselines. For415

example, on the NQ dataset, DCRD surpasses the416

baseline greedy decoding by 16.5%, 7.1%, 2.1%,417

and 6.0% on Llama2-7b, Llama2-13b, Llama3-8b,418

and Mistral-7b, respectively. It also outperforms419

the baseline CAD by 18.1%, 20.1%, 8.3%, and 420

22.4%, respectively. It is noteworthy that CAD 421

underperforms compared to the baseline greedy de- 422

coding in low-conflict scenarios, with an average 423

accuracy drop of 8.1% across all models. In con- 424

trast, DCRD consistently surpasses all baselines in 425

every low-conflict scenario. This clearly highlights 426

the superiority of our approach, which employs a 427

conflict prediction mechanism to route conflicting 428

and non-conflicting information along distinct de- 429

coding paths. Meanwhile, DCRD surpasses the two 430

dynamic contrastive decoding methods, ADACAD 431

and COIECD, underscoring the rationale and ef- 432

fectiveness of dynamically adjusting the decoding 433

process based on contextual fidelity. 434

Results on ConflictQA. We conducted exper- 435

iments on ConflictQA, simulating complex sce- 436

narios involving context-memory conflicts, which 437

commonly arise in situations where knowledge fre- 438

quently updates and model updates lag behind. The 439

experimental results, presented in Table 1, show 440

that DCRD outperforms all baselines. The average 441

results of DCRD across the four LLMs exceed base- 442

line greedy decoding, CAD, COIECD, and ADA- 443

CAD by 11.3%, 14.2%, 6.8%, and 6.2%, respec- 444
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Llama2-7b Llama-13b Llama3-8b Mistral-7b
Decoding

conflict non conflict conflict non conflict conflict non conflict conflict non conflict
Greedy 53.8 78.1 65.7 81.5 58.3 77.5 56.4 75.9
CAD 72.919.1 82.03.9 77.912.2 83.11.6 66.17.8 70.7 -6.8 49.7 -6.7 22.9-53.0

COIECD 68.815.0 82.94.8 67.72.0 85.84.3 67.28.9 77.60.1 67.911.5 70.3 -5.6

ADACAD 61.47.6 82.79.2 70.75.0 84.12.6 66.27.9 74.4 -3.1 59.43.0 75.4 -0.5

DCRD (Ours) 74.821.0 87.39.2 82.516.8 89.58.0 73.815.5 85.07.5 68.011.6 77.11.2

Table 2: We conduct experiments on ConflictQA to analyze the performance of five decoding methods in both
conflict and non-conflict scenarios.
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Figure 3: We experiment on ConflictQA by varying
the conflict data proportion. DCRD consistently outper-
forms other baselines, with smaller fluctuations in per-
formance as the conflict ratio changes.

tively. This indicates that DCRD can emulate how445

the brain selectively focuses and dynamically ad-446

justs its decision-making process when confronted447

with conflicting information, flexibly determining448

when correction is necessary, rather than indiscrim-449

inately processing all data. As a result, it maintains450

high robustness even in complex conflict scenar-451

ios. Notably, DCRD intelligently selects decoding452

paths based on the level of conflict. Unlike other453

dynamic decoding methods, it minimizes unneces-454

sary computational overhead, thereby improving455

reasoning efficiency and accuracy, while showcas-456

ing its distinctive advantages in complex scenarios.457

4.3 Analysis458

How does DCRD perform on conflict and non-459

conflict samples? As shown in Table 2, Greedy460

decoding performs significantly worse in conflict461

scenarios compared to non-conflict, with an av-462

erage drop of 21.5%. This highlights that de-463

coding strategies without specific optimizations464

fail to effectively address knowledge conflicts. In465

non-conflict scenarios, CAD performs, on aver-466

age, 13.6% worse than Greedy decoding. This467

degradation is especially pronounced in the NQ and468

Layer Conflict Predictor Results
Random

- 50 71.5 -9.6

Hidden state
16th Layer 76.5 77.8 -4.6

32nd Layer 73.2 77.1 -4.0

Attention maps (Ours)
32 Layers 84.7 81.1

Table 3: The Impact of Different Classifier Settings
on Llama2-7b. “Random” refers to randomly gener-
ated classification results.“Result” refers to the accuracy
achieved by applying the corresponding classifier set-
tings on ConflictQA. The red subscript represents the
difference from our method.

SQuAD datasets (see Table 1), indicating that CAD 469

can hinder the model’s original decoding capability 470

in low-conflict situations. In contrast, our method 471

leverages the strengths of both decoding strategies, 472

dynamically balancing the decoding process across 473

various scenarios. Specifically, the improvement 474

of DCRD in non-conflict scenarios highlights the ef- 475

fectiveness of routing low-conflict information to 476

the Greedy decoding path, while the performance 477

boost in conflict scenarios validates the soundness 478

of our dynamic decoding strategy. 479

How robust is DCRD across different conflict pro- 480

portions? As shown in Figure 3, we conducted 481

experiments on ConflictQA with varying conflict 482

proportions. The results show that the performance 483

of COIECD and ADACAD fluctuates significantly 484

as the conflict proportion increases, with drops of 485

15.7% and 15.1%, respectively. In contrast, DCRD’s 486

performance decreases by only 10.1%, maintaining 487

relative stability. This advantage arises from DCRD’s 488

routing mechanism and dynamic decoding strategy, 489

which allow it to maintain stable performance in 490

complex scenarios and demonstrate stronger ro- 491

bustness and adaptability when handling varying 492

degrees of knowledge updates. 493
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Context: The Super Bowl 50 Halftime Show took place on February 7, 2016, at Levi’s Stadium in Santa Clara, California...
It was headlined by the British rock group Coldplay with special guest performers Beyoncé and Bruno Mars ...

Question: Who is playing the halftime show at super bowl 2016?

Ground Truth: Coldplay with special guest performers Beyoncé and Bruno Mars.

Greedy: Coldplay\n \n ###### Hint 1:\n \nThe Super Bowl 50 Halftime Show took place on February 7, 2.

ADACAD: The Super Bowl 50 Halftime Show took place on February 7, 2016, at Levi’s Stadium in Santa Clara.

COIECD: Bruno Mars and Beyoncé\n ## Difficulty\n * Easy: This question can be answered with a simple Google search.

DCRD (Ours): Bruno Mars, Beyoncé and Coldplay.

Table 4: A case study using Llama2-7b on ConflictQA. Green text indicates the correct answer, yellow text indicates
a partially correct answer, and red text indicates an incorrect answer.

Greedy CAD
COIECD

ADACAD
DCRD (Ours)
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Figure 4: Comparison results before and after inserting
noisy contexts into ConflictQA.

How does the conflict predictor affect conflict494

mitigation? As shown in Table 3, we conducted495

a comparative experiment on ConflictQA using496

Llama2-7b with different conflict predictor settings.497

First, with randomly generated classification results498

(accuracy of 50%), the performance of the QA task499

dropped significantly by 9.6%. For the classifier500

based on hidden states, we conducted tests at the501

16th and 32nd layers. The results revealed that the502

classifier’s accuracy was 8.2% and 11.5% lower503

than our method, resulting in performance drops of504

3.3% and 4%, respectively. These findings suggest505

that the conflict predictor plays a crucial role in506

maintaining the overall performance of the system.507

How does DCRD perform with noisy context? In508

real-world retrieval-augmented scenarios, the con-509

text returned by the retriever may be of low qual-510

ity and contain noise. In contrast, contexts in the511

datasets we use are usually highly relevant to the512

question, having been reranked and filtered to en-513

sure high quality. We randomly inserted 30% noisy514

contexts into ConflictQA to simulate raw, unre-515

fined retrieval results. As shown in Figure 4, in516

a noisier environment, the performance of CAD 517

and COIECD dropped significantly by 3.4% and 518

2.6%, respectively, while Greedy decoding and 519

ADACAD saw smaller declines of 1.1% and 1.7%. 520

In contrast, DCRD’s performance remained almost 521

unchanged, with only a slight decrease of 0.1%. 522

This highlights DCRD’s superior stability and robust- 523

ness in noisy environments, showcasing its advan- 524

tage in complex scenarios. 525

4.4 Case study 526

We conducted a case study on the NQ dataset, show- 527

casing the question-answering results of Llama2- 528

7b across different baselines. As shown Table 4, 529

DCRD correctly answered “Bruno Mars, Beyoncé, 530

and Coldplay,” while ADACAD deviated from the 531

question due to insufficient control over the con- 532

trastive decoding intensity, and COIECD provided 533

an incomplete response, omitting the key infor- 534

mation “Coldplay”. This highlights that DCRD ’s 535

decoding strategy is more flexible, faithful, and 536

accurate when handling conflicts. 537

5 Conclusion 538

We propose DCRD, a novel two-stage decoding 539

method designed to mitigate context-memory con- 540

flicts. DCRD first analyzes the attention map to as- 541

sess context fidelity and predict potential conflicts. 542

Based on this prediction, the input is directed to 543

one of two decoding paths: (1) greedy decoding, or 544

(2) context fidelity-based dynamic decoding. We 545

also created ConflictQA, a benchmark that simu- 546

lates real-world information update scenarios. Ex- 547

periments show that DCRD significantly enhances 548

the model’s performance across varying degrees of 549

conflicts while demonstrating robust stability. 550
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Limitations551

Larger LLMs. Due to computational resource552

constraints, we only conducted experiments on553

LLMs with 7B and 13B parameters. We have554

demonstrated that our method is effective on four555

mainstream models: Llama2-7B, Llama2-13B,556

Llama3-8B, and Mistral-7B. In the future, we plan557

to validate our method on other model families and558

models with larger parameters.559

Chat Model. Our experiments were conducted560

on base models and did not include chat models561

that have been fine-tuned or reinforced, such as562

Llama2-7B-chat. The performance of our decoding563

method on these models remains underexplored. In564

the future, we plan to extend our study of dynamic565

contrastive decoding to chat models.566

Other Classifier. Given the constraints of infer-567

ence time, resource usage, and method complex-568

ity, we opted for a single-layer MLP as the classi-569

fier. However, other classification methods, such as570

traditional machine learning techniques like SVM571

or encoder-based models like BERT, could be ex-572

plored. It remains uncertain whether switching the573

classifier would enhance overall performance, and574

we plan to investigate this in future work.575

Ethical Considerations576

In this paper, we aim to address context-memory577

conflicts in large language models (LLMs). As578

noted, one potential ethical concern is that our579

knowledge conflict dataset, ConflictQA, may con-580

tain risky data. To mitigate this risk, we have581

rigorously filtered the question domains and ex-582

tracted knowledge graphs to ensure they are harm-583

less, thereby preventing the introduction of new eth-584

ical issues. Additionally, DCRD has been tested on585

several benchmarks, all of which have not produced586

offensive content or unintended consequences. We587

recommend that practitioners perform comprehen-588

sive testing and validation before deploying DCRD589

in real-world applications.590
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A Example Appendix 828

A.1 Datasets 829

We use five question answering datasets for eval- 830

uation: Natural Questions (NQ) (Kwiatkowski 831

et al., 2019), NQ-Swap (Longpre et al., 2021), 832

SQuAD (Rajpurkar et al., 2016), TriviaQA (Joshi 833

et al., 2017), Counterfacts (Longpre et al., 2021) 834

and ConflictQA, a dataset developed by us. 835

Natural Questions(NQ) is a large-scale ques- 836

tion answering corpus comprising real user queries 837

from Google search, paired with answers from 838

Wikipedia. It includes 307,373 training examples, 839

7,830 development examples, and 7,842 test exam- 840

ples, annotated for long and short answers. The 841

dataset is designed to evaluate QA systems, with 842

robust metrics and high human performance base- 843

lines. A subset of 3,231 validation instances with 844

short answers is often used for benchmarking. We 845

provide a sample from NQ in Table 6. 846

NQ-Swap is a dataset designed to evaluate mod- 847

els’ ability to handle knowledge conflicts. It creates 848

synthetic conflicts by swapping named entities in 849

the context, challenging models to prioritize con- 850

textual over parametric knowledge. Derived from 851

the NQ dataset, it consists of 4K instances, aid- 852

ing in assessing and mitigating over-reliance on 853

memorized information.We provide a sample from 854

NQ-Swap in Table 7. 855

SQuAD is a reading comprehension dataset with 856

over 100,000 questions created by crowdworkers 857

on Wikipedia articles. Each question’s answer is a 858

text segment from the corresponding passage. The 859

dataset requires various reasoning skills, analyzed 860

using dependency and constituency trees. We pro- 861

vide a sample from SQuAD in Table 8. 862

TriviaQA is a challenging reading comprehen- 863

sion dataset containing over 650K question-answer- 864

evidence triples. TriviaQA includes 95K question- 865

answer pairs authored by trivia enthusiasts and in- 866

dependently gathered evidence documents, six per 867

question on average, that provide high quality dis- 868

tant supervision for answering the questions. We 869

provide a sample from TriviaQA in Table 9. 870

11



ConflictQA is a knowledge conflict benchmark871

that simulates real-world scenarios, containing872

4,466 conflict and non-conflict instances along with873

their knowledge sources. The construction process874

can be referred to in Section 3.3. We provide con-875

flict and non-conflict samples from ConflictQA in876

Table 10 and Table 11 respectively.877

A.2 Baseline878

We compare DCRD with three baselines: CAD (Shi879

et al., 2024), COIECD (Yuan et al., 2024), and880

ADACAD (Wang et al., 2024b). The details of881

each baseline are described below.882

CAD. Context-aware decoding (CAD) is a883

method designed to enhance the generation capabil-884

ities of language models by adjusting their output885

probability distribution based on external context.886

This approach contrasts the model’s original output887

distribution with a contextually informed distribu-888

tion, using the pointwise mutual information(PMI)889

between the context c and the generation yt, condi-890

tioned on the query x and the previous tokens y<t.891

The adjusted probability distribution is given by:892

yt ∼ softmax[(1 + α) logitθ(yt | c,x,y<t)893

− α logitθ(yt | x,y<t)]894

Here, α controls the weight of the adjustment,895

with larger values emphasizing the context’s in-896

fluence. This method ensures that outputs more897

likely under the context are preferred, effectively898

mitigating the model’s over-reliance on its prior899

knowledge when the context contains unfamiliar or900

conflicting information.901

COIECD. Contextual Information-Entropy Con-902

straint Decoding(COIECD) improves natural lan-903

guage generation by resolving conflicts between904

the model’s parametric knowledge and contextual905

knowledge. The approach starts by defining the en-906

tropy of a token’s distribution based on the question907

and its generated history. The entropy shift, rep-908

resented as I(yt)−H1(yt), is constrained within909

a bound γ, ensuring that non-conflicting contexts910

remain within a narrow entropy range.911

This constraint adjusts the token distribu-912

tion through a softmax function, normalizing913

the entropy shift into a probability distribution914

pδ(yt).Tokens are classified as conflicting or non-915

conflicting, with decoding strategies adjusted ac-916

cordingly. For non-conflicting tokens, the model917

prioritizes parametric knowledge, while for con- 918

flicting tokens, contextual knowledge takes prece- 919

dence. A contrastive object g(yt) measures the 920

divergence between these two knowledge sources, 921

refining the decoding process. 922

The final token is selected by sampling from a 923

softmax distribution that integrates both parametric 924

knowledge and context-aware adjustments: 925

yt ∼ softmax[log π(yt | x, c,y<t)] 926

where π(yt) adapts based on contextual conflict. 927

This balance ensures more coherent and contextu- 928

ally appropriate generation. 929

ADACAD. ADACAD introduces a dynamic 930

adaptation mechanism to handle variable knowl- 931

edge conflicts in language models by adjusting 932

the weight αt at each decoding step t based on 933

the Jensen-Shannon divergence(JSD) between the 934

context-aware and context-free probability distri- 935

butions. Specifically, 936

αJSD
t = JSD (pθ (yt | x,y<t) ∥ pθ (yt | c,x,y<t)) 937

is used to dynamically balance the influence of 938

contextual and parametric knowledge, ensuring ro- 939

bust performance across varying degrees of conflict. 940

The output distribution is sampled as 941

yt ∼ pθ(yt |c,x,y<t)

[
pθ(yt |c,x,y<t)

pθ(yt |x,y<t)

]αJSD
t

942

For long-form generation, a warmup operation 943

αJSD
t = max (αJSD

t , λ) with λ = 0.3 is introduced 944

to mitigate initially low JSD values, ensuring con- 945

sistent performance throughout the generation pro- 946

cess. This approach eliminates the need for manual 947

tuning of a fixed α and enhances flexibility and 948

accuracy in diverse scenarios. 949

A.3 Details of ConflictQA construction 950

As shown in Table 13, we present the prompt tem- 951

plates used to construct the original context. The 952

original question, entity, the answer to the ques- 953

tion, and the retrieved subgraph are filled into the 954

template, which is then processed by the LLM to 955

generate the original context. Similarly, we use the 956

prompt template in Table 14 to generate the con- 957

flicting contexts. Additionally, we randomly select 958

30% of the data and apply the prompt template in 959

Table 15 to generate noisy context data. Ultimately, 960

we obtained 4,466 samples, with 50% being con- 961

flict data and 50% being non-conflict data. 962
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Figure 5: Discussion on hyperparameters

Hyper-parameters DCRD
tune steps T 1000
max input length 2048
learning rate 1e-4
batch size 1
optimizer lbfgs
weight decay 0

Table 5: Hyper-parameters of conflict predictor’s train-
ing.

A.4 Implementation Details963

Conflict Predictor The training hyperparameters964

of the conflict predictor are detailed in Figure 5.965

Cognitive Reconciliation Decoding To ensure966

fairness in the decoding process, we use a consis-967

tent zero-shot template for all baselines: “{con-968

text}\n Using only the references listed above, an-969

swer the following question: \n Question: {ques-970

tion}\n Answer”. During inference, the question q971

and context c will be inserted into the correspond-972

ing places in the template. Additionally, we set the973

maximum generation length to 32 for all methods974

to avoid the impact of varying decoding depths on975

the evaluation results.976

It is worth noting that all our experiments were977

conducted on two A800 GPUs.978

A.5 Evaluation Metrics979

We adopt a generative approach to evaluate open-980

domain QA tasks, aiming to overcome the limita-981

tions of traditional evaluation methods. The tra-982

ditional EM evaluation primarily relies on exact983

matching between the generated answer and the984

reference answer. However, in many real-world985

scenarios, especially with open-ended questions,986

EM matching no longer fully reflects the model’s 987

true performance. Even if the generated answer is 988

not an exact match with the reference answer, it can 989

still be considered correct as long as the meaning 990

and logic align. 991

By using generative models like GPT for evalu- 992

ation, we can provide a more flexible and human- 993

like assessment of the answers, offering a more 994

accurate measure of the model’s actual capabilities. 995

The specific prompt template is shown in Table 12. 996

A.6 Discussion on Hyperparameters 997

As illustrated in Figure 5, we conduct experiments 998

with various values of α on ConflictQA dataset 999

using Lllama2-7b. We found that the performance 1000

of each method was optimal when α was set to 1, so 1001

we used this parameter setting in other experiments. 1002
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Question Who wrote the song photograph by ringo starr?

Context

<P> “ Photograph ” is a song by English musician Ringo Starr that was released as the lead single
from his 1973 album Ringo . Starr co-wrote the song with George Harrison , his former bandmate
from the Beatles . Although the two of them collaborated on other compositions , it is the only song
officially credited to the pair . A signature tune for Starr as a solo artist , “ Photograph ” became an
international hit , topping singles charts in the United States , Canada and Australia , and receiving gold
disc certification for US sales of 1 million . Music critics have similarly received the song favourably ;
Stephen Thomas Erlewine of AllMusic considers it to be “ among the very best post-Beatles songs by
any of the Fab Four ” . </P>

Answer Ringo Starr

Table 6: Sample from Natural Question.

Question When was the last time the military drafted?

Context

Conscription in the United States , commonly known as the draft , has been employed by the federal
government of the United States in five conflicts : the American Revolution , the American Civil War
, World War I , World War II , and the Cold War( including both the Korean War and the Vietnam
War ) . The third incarnation of the draft came into being in 1940 through the Selective Training and
Service Act . It was the country ’s first peacetime draft . From 1940 until 15 August 1947 , during both
peacetime and periods of conflict , men were drafted to fill vacancies in the United States Armed Forces
that could not be filled through voluntary means . The draft came to an end when the United States
Armed Forces moved to an all - volunteer military force . However , the Selective Service System
remains in place as a contingency plan ; all male civilians between the ages of 18 and 25 are required
to register so that a draft can be readily resumed if needed . United States Federal Law also provides
for the compulsory conscription of men between the ages of 17 and 45 and certain women for militia
service pursuant to Article I , Section 8 of the United States Constitution and 10 U.S. Code 246 .

Answer 15 August 1947

Table 7: Sample from NQ-Swap.

Title Martin_Luther

Question Who thinks that Luther added antisemitism as a cultural element to Germany?

Context

Other scholars argue that, even if his views were merely anti-Judaic-that is, opposed to Judaism and its
adherence rather than the Jews as an ethnic group-their violence lent a new element to the standard
Christian suspicion of Judaism. Ronald Berger writes that Luther is credited with \"Germanizing
the Christian critique of Judaism and establishing anti-Semitism as a key element of German culture
and national identity.\" Paul Rose argues that he caused a \"hysterical and demonizing mentality\"
about Jews to enter German thought and discourse, a mentality that might otherwise have been absent.
Christopher J. Probst in his book Demonizing the Jews: Luther and the Protestant Church in Nazi
Germany(2012), shows that a large number of German Lutheran clergy and theologians during the Nazi
Third Reich used Luther’s hostile publications towards the Jews and their Jewish religion to justify at
least in part the anti-Semitic policies of the National Socialists.

Answer ["Ronald Berger", "Berger"]

Table 8: Sample from SQuAD.
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Title Martin_Luther

Question Which scientist was Time magazine’s Person of the 20th Century?

Context

[DOC] [TLE] Albert Einstein named Person of the Century by Time ...Albert Einstein named Person
of the Century by Time | World History Project [PAR] Dec 31 1999 [PAR] Albert Einstein named
Person of the Century by Time [PAR] Time 100: The Most Important People of the Century is a
compilation of the 20th century’s 100 most influential people, published in Time magazine in 1999.
[PAR] The idea for such a list started on February 1, 1998, with a debate at a symposium at the Kennedy
Center in Washington, D.C. The panel participants were former CBS Evening News anchor Dan Rather,
historian Doris Kearns Goodwin, former New York governor Mario Cuomo, then-Stanford Provost Dr.
Condoleezza Rice, publisher Irving Kristol, and Time managing editor Walter Isaacson. [PAR] The
final list was published on June 14, 1999, in a special issue titled \"TIME 100: Heroes & Icons of the
20th Century\". [PAR] In a separate issue on December 31, 1999, Time recognized Albert Einstein as
the Person of the Century. [PAR] Source: Wikipedia Added by: Kevin Rogers [PAR] Albert Einstein,
whose theories laid the groundwork for many modern technologies including nuclear weapons, has
been named \"person of the century\" by Time magazine.

Answer albert einstein

Table 9: Sample from TriviaQA.

Question What state does obama come from?

Context

Barack Obama, a prominent figure in modern American history, first saw the light of day in the city of
Honolulu, a place known for its beautiful landscapes and vibrant culture. Honolulu, the capital city, is
an integral part of a larger collection of islands that have carved their unique identity within the fabric
of the United States. These islands, often celebrated for their volcanic origins and rich traditions, hold a
distinctive status as both a paradise getaway and the youngest of the fifty unified territories. \n \nWhen
pondering over the origins of influential leaders like Obama, one must reflect on the geographical and
cultural settings that shape their early years. The location in which one is born often plays a pivotal role
in their characteristic worldviews and values. For Obama, this initial chapter of his life began within an
entity defined not merely by its geographical coordinates but by the broader political and historical
narrative it contributes to the nation. \n \nTo understand the foundational backdrop of Obama’s journey,
imagine these islands as not merely tropical havens but as active constituents of a political structure -
sharing the identity of an officially recognized state within the greater mosaic of the American union.
The journey of these islands, and their integration into the United States framework, signifies their
transition from a set of isolated lands in the Pacific to a significant player in national elections, social
movements, and cultural exchanges on the Main Street of America. This is why, when tracing the roots
of Obama’s illustrious background, attention draws not only to the city of Honolulu itself but to a state
that stands proudly as the 50th star on the American flag.

Topic entity Barack Obama

Answer Hawaii

Original answer Hawaii

Retrieved subgraph
(Barack Obama, people.person.place_of_birth, Honolulu)

(Honolulu, location.location.containedby, Hawaii)

(Hawaii, common.topic.notable_types, US State)

Data_type non_conf

Table 10: Non_conflict sample from ConflictQA.
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Question What did whitney houston die off?

Context

Whitney Houston, celebrated as one of the most talented vocalists of her time, navigated a life filled
with spectacular success and profound personal challenges. Her career was a tapestry of glorious
accomplishments interwoven with personal strife that often slipped into the media spotlight. Ultimately,
her life came to a premature end, attributed to a tumult of unforgiving circumstances.\n \nBeneath
her radiant public persona, Houston wrestled with personal demons that overshadowed even her
most scintillating performances. In moments of vulnerability, she turned to substances that promised
escape but instead tightened their grip on her health. On the unforgettable night of her passing, a
tragedy unfolded within the confines of her hotel room, where she was found without signs of life.\n
\nInvestigations revealed that her heart had suffered greatly, succumbing to a catastrophic heart attack.
Compounding her condition was the correlation with alcohol, which she had resorted to more frequently.
Her struggle with hypertensive heart disease had been ongoing, largely unnoticed, significantly affecting
her heart over time. This persistent condition was compounded by long-term alcohol use, which further
aggravated her health, rendering her heart incapable of overcoming the sudden stress.\n \nHouston ’s
life narrative, marked by the fervor of her performances and the quiet battles behind closed doors, serves
as an emblematic tale of how underlying health issues, coupled with lifestyle choices, can transcend
fame and talent, leading to an untimely demise.

Topic entity Whitney Houston

Answer Heart attack | Alcohol poisoning | Hypertensive heart disease

Original answer Drowning | Cocaine overdose | Coronary artery disease

Retrieved subgraph
(Whitney Houston, people.deceased_person.cause_of_death, Drowning)

| (Whitney Houston, people.deceased_person.cause_of_death, Coronary artery disease)

| (Whitney Houston, people.deceased_person.cause_of_death, Cocaine overdose)

Data_type conf

Table 11: Conflict sample from ConflictQA.

Prompt for evaluation

You will be provided with a document, a qeustion, a proposed answer (generated by an LLM), and the
ground truth answer list (correct answers). Your task is to determine whether the proposed answer
can correctly answer the question based on the given document, or if it aligns with any answer in the
ground truth answer list. If the answer contains any information not found in the document and does
not align with the ground truth answer, it is considered false.

For each proposed answer, explain why it is true or false in answering the question based on the
information from the document. Focus only on the original document’s content, disregarding any
external context. After your explanation, give your final conclusion as **Conclusion: True** if the
proposed answer is completely accurate based on the document, or **Conclusion: False** if it contains
any incorrect or unsupported information.

#Document#: <DOC> #question#: <Q> #Ground Truth Answer List: <GT>

#Proposed Answer#: <Answer>

Write your explanation first, and then give your final conclusion as **Conclusion: True** if
the proposed answer is completely accurate based on the document or aligns with the description in
the ground truth answer list, or **Conclusion: False** if it contains any incorrect or unsupported
information.

Table 12: Prompt for evaluation
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Prompt for context generation

You are a context generation expert. You will be given a question and relevant knowledge graph triples.
Please generate a piece of context that allows another model to answer the question based on this context.

1. Ensure that the generated context contains the correct answer to the question.
2. The context should be semantically fluent, vivid, complete, and coherent.
3. Make sure the generated context clearly leads to the correct answer, which will appear once in the
context.
4. Increase the difficulty of understanding the context, and where appropriate, introduce some level of
reasoning. You can enhance the difficulty by incorporating background knowledge or complex causal
reasoning.
5. Please avoid repeatedly mentioning the correct answer explicitly, as it would reduce the difficulty of
the question.

Here is the reference information:
Question: <QUESTION>
Topic Entity: <ENTITY>
Answer: <ANSWER>
Knowledge Graph Triples: <GRAPH>

Please generate the context as per the requirements:

Table 13: Prompt for context generation

Prompt for conflict context generation

You are a knowledge conflict context generation expert. You will be provided with a question, reference
context, and the correct answer based on that context. Your task is to fabricate a new answer that
contradicts the correct answer (i.e., the facts) and create a new conflicting context based on this new
answer, so that other models can answer the question using the new context and provide the new
answer.

1. Fabricate a new answer that is different from the original answer, ensuring that the new
answer has a similar structure and type to the original.
2. Based on the original context and the fabricated new answer, generate a new conflict context. The
parts of the new context corresponding to the original answer should conflict with the original context,
reflecting the incorrect answer.
3. The generated new context should maintain fluency and coherence.
4. The final generation format should be: ##conflict answer: a new answer ##. ##conflict context: a
new context##.

Here is the reference information:
Question: <QUESTION>
Topic Entity: <ENTITY>
Original Answer: <ANSWER>
Original Context: <CONTEXT>

Please generate a new answer (that contradicts the original answer) and a new conflicting
context (that contradicts the original context):

Table 14: Prompt for conflict context generation
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Prompt for noisy context generation

You are an expert in generating noisy contexts. You will be given a question, a reference context, and
the correct answer based on that context. Your task is to generate a noisy context that simulates the
situation in a retrieval system where the system might return content that is irrelevant to the question or
context.

Task Requirements:
1. Based on the given information, generate a noisy context. The noisy context should be completely
unrelated to the original context, but it should still be fluent and appropriate in language.
2. The content of the noisy context must not affect the correctness of the original context. In other
words, despite the addition of the noisy context, the original answer should still be accurate based on
the new context.
3. The noisy context should not contain any misleading or incorrect answers. It should simply be
content that is unrelated to the original question and context.
4. The final format should be: ##Noisy context: output ##.

Here is the reference information:
Question: <QUESTION>
Entity: <ENTITY>
Answer: <ANSWER>
Original Context: <CONTEXT>

Please generate a noisy context:

Table 15: Prompt for noisy context generation
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